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Abstract. The multi-objective design exploration of the two-dimensional shielding effect
for engine noise using V-tale wing has been performed. Two objective functions are con-
sidered as the minimization of the sound pressure level at the side and bottom locations
relative to the fuselage, which values are evaluated by using the linearized Fuler equation.
Two design variables are defined as the wing length and the wing cant angle to set on the
fuselage. The response surface method with kriging model is employed as the optimizer to
reduce the time required for design exploration. As a result, there is no tradeoff between
two objective functions, i.e., the sound pressure level at the side and bottom measuring
locations can be reduced, simultaneously. The wing cant angle which is set at nearly 65
deg is most effective to shield the noise. It is justly the necessary condition to reduce
the sound pressure level that the wing length becomes long. Moreover, a self-organizing
map as a data mining technique obtains the knowledge in the design space regarding the
correlation between the objective functions and the design variables.

1 INTRODUCTION

The engine noise reduction is one of the most important for jet aircraft design. Al-
though the devices for engine itself is investigated as the manner for the aircraft noise
reduction, their improvement reaches the ceiling and other manners should be considered
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which huge reduction is anticipated. One of the considerable manner is the shielding
effect using wing and fuselage[1] when a conventional geometry is considered. That is, as
an engine is mounted above a aft-circular fuselage portion and V-tale wing is set on that
fuselage, the huge noise reduction is fulfilled. In the present study, the two-dimensional
problem is defined to confirm the shielding effect. The objective of the present study is
the investigation of the two-dimensional shielding effect regarding the wing cant angle
relative to the fuselage and wing length through multi-objective design exploration.

The prediction of the aerodynamic sound induced by the unsteady flow field is impor-
tant. There are various approaches to simulate the flow field with sound propagation.
The direct numerical simulation (DNS) which treat a density variation associated with
a sound generation is a leading candidate for accurate simulation for the generation and
propagation of aerodynamic sound. However, DNS is quite costly computation. The
other hand, the computation based on the linearized Euler equation (LEE) is one of the
accurate method capturing the propagation of sound. The essential key of this method
is to reduce the computational time compared with DNS. That is, this method can be
employed as an evaluation method for an optimization or a design exploration problem
regarding noise reduction. The present study is the first trial for the design exploration
of a silent aircraft design.

2 MULTI-OBJECTIVE DESIGN EXPLORATION
2.1 Objective Functions

Two objective functions are defined as the minimization of the sound pressure level
(SPL) at the side and bottom locations relative to the fuselage, because these measuring
locations are defined by International Civil Aviation Organization. The evaluation posi-
tions are set on (0, 2.5) and (-2.5, 0) shown in Fig. 1. The evaluation values in optimizer
are considered as the integration value of sound pressure level for one wavelength.

2.2 Geometry Definition

It is assumed that an engine is mounted above an aft-fuselage portion, the shielding
effect is investigated on the plane to cut the aft-fuselage in round slices. The cross section
of the fuselage is defined by a circle. When its diameter is 3m, the mono-pole sound source
is set over 0.45m from the top of fuselage shown in Fig. 1. That is, it is assumed that the
sound source of engine noise is the mono-pole in this study. When the reference length
is 3m, the frequency of mono-pole sound source is approximately 500Hz. Although the
practical frequency of engine noise is higher, it takes impractical time to evaluate because
necessary mesh resolution becomes fine. It takes roughly four hours for the mesh with the
resolution for 500Hz using five CPUs of a PC cluster with Pentium IV 2.2GHz processors.

The wing is defined by the two design variables as the cant angle v relative to the fuse-
lage and the spanwise length ¢. The thickness is ignored because the wing is defined by
giving of the wall boundary condition on mesh block boundary. The constraints in an op-
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Figure 1: Defined coordinate. The values are normalized by the fuselage diameter as the reference length.

Table 1: Particularity of two design variables.

serial number correspondent design variable
1 wing cant angle vy 30deg < v < 120deg
2 wing spanwise length £ 1.2m </ < 5.7m

timizer is considered for the wing geometry, i.e., the design variables. The particularities
of the constraints are summarized in Table 1.

2.3 Evaluation Method

For the evaluation method regarding the engine noise, the linearized-Euler equation
coupled with unified platform for aerospace computational simulation (UPACS-LEE) as
an in-house computational aeroacoustics (CAA) solver[2] is employed on the multi-block
structured mesh generated for aeroacoustic analysis shown in Fig. 2.

The fluctuation [p/, (pu;)’, E'] is computed using the given computational conditions
of averaged physical variables [p, pu;, E] and sound sources [S,,S,,,, Sg] in LEE. In the
present study, the mono-pole sound source is given by the following equation to focus the
propagation analysis of LEE code.

12
SE ("}/ 1 + 2uk ) S
)2 R
S = Aexp [—(ln 2) ((x zs) ;;(y b) )] sin wt (1b)
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(z,y) and t

represent the coordinates and time, respectively. A, b, (xs,ys), and w denote amplitude,
In the present study, the sponge region[6] is generated on far field to absorb sound
wave. The boundary condition for slip wall suggested by Chakravarthy et al.[7] is used

and the angular frequency of the mono-pole, respectively. The UPACS-LEE employs the
for the wall boundary condition.

sixth-order compact scheme suggested by Kobayashi[3], the 10th-order filter suggested by
Gaitonde-Visbal[4] to restrain the computational vibration, and fourth-order Jameson-

the width of the Gaussian distribution at half value, the coordinates of the sound source,
Baker Runge-Kutta method|[5] for the time integration.

where ¢ denotes the speed of sound and S is the Gaussian distribution.

1N i jgmsseuiia

(b) Close-up view

(a) Overview

Figure 2: Generated mesh.
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2.4 Optimizer

The most obvious forms of regression are those using least-squares polynomials. How-
ever, they are not good at modeling complex surfaces that have many local basins and
bulges in them. In the present study, a kriging approach|[8, 9] is used instead because
this allows the use to control the amount of regression as well as providing a theoretically
sound basis for judging the degree of curvature needed to model adequately the user’s
data. In addition, kriging provides measures of probable errors in model being built that
can be used when assessing where to place any further design points.

In kriging, the inputs  are assumed to be related to the outputs, that is, responses y
by an expensive function f.(x). Here, this function is UPACS-LEE code to analyze sound
pressure. The response of the code is then evaluated for combinations of inputs generated
by the the design of experiments (DOE) with D-optimality and used to construct an
approximation.

The present kriging model describes the unknown function y(x) as follows;

y(x) = B+ Z(x) (2)

where x is an m-dimensional vector (m design variables), § denotes a constant global
model, and Z(x) represents a local deviation from the global model. In kriging, Z is
taken to depend on the distance between corresponding points. The distance measure is
employed instead of the Euclidean distance as follows;

2

(3)

k
d (w(i), a:(j)) = Z@h ‘xff) — ng)
h=1

where 60;, denotes the k-th element of the correlation vector parameter 8. The correlation
R between points £ and 2V is given as follows;

R (2, 29) = exp [—d (21, 2)] (4)

When the response at a new point « is required, a vector of correlations between the point
and those used in the DOE is formed, r(x) = R(x,x"). The prediction is then given by

j@) =3+ R (y - I5) (5)
where 3 denotes the estimated value of § and y = [y(2)!, - - -, y(z)"].

The unknown parameter to be estimated for constructing the kriging model is 8. This
parameter can be estimated by maximizing the following likelihood function f,

(6)

A~ . . A,IV 1 . A~
fe<5762,9>: 1 eXp[ (y—I8)"R™'(y m)]

(27T>n/2(6-2)n/2|R|1/2 262



Chiba, K., Imamura, T., Amemiya, K., Jeong, S., and Yamamoto, K.

Maximizing the likelihood function is an m-dimensional unconstrained nonlinear optimiza-
tion problem. In this study, the alternative method is employed to solve this problem.
For a given 0, 3 and 62 is defined as

. ITR—ly
U= TRI (72)
0 =(y —I8)" R~ (y — IB)/n (7b)
n is the number of points used in the DOE. The mean-squared error of the prediction is
1— ITR—l 2
s*(x) =62 |1 —r"R'r + ( ITR_IIT) (8)
The root mean squared error (RMSE) is described as s = /s?(x).

3 RESULTS OF DESIGN EXPLORATION

The design variable as the cant angle is chosen at every 10deg and the design variable
as the length is chosen at every 0.9m. The 25 couples are extracted from a total number
of 60 by using the DOE for the initial sample points of the kriging model. Three addi-
tional sample points are added per one update, which include two weak and one strong
non-dominated solutions. And then, update is stopped when the optimum solutions are
converged. No flow condition is assumed.

Exact and the approximate solutions obtained by a kriging-based response surfaces
are shown in Fig. 3. This figure shows that both objective functions can be minimized
simultaneously, ¢.e., there is no severe tradeoff between the objective functions in the
present design space. Pareto surface does not focus on a point, it has width. This shows
that the evaluated values of the present objective functions include perturbation due to
unsteady phenomenon.

The kriging-based response surfaces for the objective functions are shown in Fig. 4. The
comparison of these two figures reveals that the location to reduce SPL is similar, and
there is no tradeoff between the objective functions. Moreover, the cant angle to reduce
SPL is from 65 to 68deg, which value is expedient for realistic development of V-tale
wing. The reduction of the present objective functions depends on the cant angle. When
the appropriate cant angle is designed, the SPL is reduced as long as the wing length
can. Figure 4(a) shows the response surface at the side measuring location. This figure
reveals that the SPL at the side location is always great, when the cant angle surpasses
90deg. Because there is no shield for the sound pressure from the noise source. It does
not depend on the wing length for that situation.

Figure 5 shows the comparison of the root mean square (RMS) distribution of sound
pressure fluctuation using log scale between no wing and V-tale one. When there is
no wing, two strong pressure distributions occur near the noise source. One radiates
to diagonally above the fuselage, the other occurs to sideward of the fuselage. The wing
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Figure 3: Exact and approximate solutions obtained by kriging-based response surface method plotted
in the two-dimensional plane of the objective functions.

should properly shield this sideward radiation to reduce the SPL at the side location. The
right side of Fig. 5 shows the RMS distribution of the sound pressure fluctuation with V-
tale wing of the cant angle of 67deg and the length of 5.1m, which design variables give one
of the strong non-dominated solutions. This wing effectively shields the strong sideward
radiation, and the value at side and bottom locations is restrained, simultaneously. That
is, it is essential key of the effective shielding to restrain the radiation to sideward of the
fuselage.

4 DATA MINING
4.1 Self-Organizing Map
4.1.1 General SOM Algorithm

SOM][10] is an unsupervised learning, nonlinear projection algorithm from high to low-
dimensional space. This projection is based on self-organization of a low-dimensional
array of neurons. In the projection algorithm, the weights between the input vector and
the array of neurons are adjusted to represent features of the high dimensional data on the
low-dimensional map. The close two patterns are in the original space, the closer is the
response of two neighboring neurons in the low-dimensional space. Thus, SOM reduces
the dimension of input data while preserving their features.
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Figure 4: Response surface of the objective functions for the design variables.

Figure 5: Comparison of the root mean square distribution of sound pressure fluctuation using log scale
between no wing (left) and V-tale wing of the cant angle of 67deg and the length of 5.1m (right).
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4.1.2 Batch-SOM

In this study, SOMs are generated by using commercial software Viscovery® SOMine
plus 4.0[11] produced by Eudaptics GmbH. Although SOMine is based on the general
SOM concept and algorithm, it employs an advanced variant of unsupervised neural
networks, i.e., Kohonen’s Batch SOM[12, 13]. The algorithm consists of two steps that
are iterated until no more significant changes occur: search of the best-matching unit ¢;
for all input data {x;} and adjustment of weight vector {m;} near the best-matching
unit. The Batch-SOM algorithm can be formulated as follows:

¢; = argmin ||z; — m,| (9a)
*

Z hjciwi
i
S S
JCq
i

where m is the adjusted weight vector. The neighborhood relationship between two
neurons j and k is defined by the following Gaussian-like function:

d?
hji, = exp (—%) (10)

where dj;, denotes the Euclidean distance between the neuron j and the neuron £ on the
map, and r; is the neighborhood radius which is decreased with the iteration steps t.

The standard Kohonen algorithm adjusts the weight vector after all each record is
read and matched. On the contrary, the Batch-SOM takes a ‘batch’ of data (typically
all records), and performs a ‘collected” adjustment of the weight vectors after all records
have been matched. This is much like ‘epoch’ learning in supervised neural networks.
The Batch-SOM is a more robust approach, since it mediated over a large number of
learning steps. In the SOMine, the uniqueness of the map is ensured by the adoption
of the Batch-SOM and the linear initialization for input data. Much like some other
SOMs[14], SOMine creates a map in a two-dimensional hexagonal grid. Starting from
numerical, multivariate data, the nodes on the grid gradually adapt to the intrinsic shape
of the data distribution can be read off from the emerging map on the grid. The trained
SOM is systematically converted into visual information[15, 16].

(9b)

4.2 Design Knowledge

The SOMs are generated by using 70 exact solutions explored by the kriging model
because the strict correlation between the objective functions and the design variables is
investigated. Figure 6 shows the SOMs colored by the objective functions and the design
variables. Figures 6(a) and (b) have low value on the lower right corner. It reveals that
both of the objective functions can be reduced simultaneously, i.e., there is no tradeoff
between them, and the sweet spot exists in the present design space.
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Figures 6(a) and (c) have high value on the upper region. It shows that the SPL at
the side measuring location becomes high when the cant angle is higher than 90deg. This
corresponds to the fact that the SPL becomes high because the strong sound pressure
radiated to the sideward shown in Fig. 5 is not shielded.

When the left region on Fig. 6(c) is low, the same region on Fig. 6(b) has high. That is,
when the cant angle becomes low, the SPL at the bottom measuring location is increased.
This is the reason the SPL of whole locations becomes high due to the reflection and
diffraction of the strong sound pressure around the wing. This phenomenon does not
depend on the wing length, because there is no correlation among Figs. 6(b), (c), and (d).

The comparison among Figs. 6(a), (b), and (d) reveals the following. When the wing
length is short, the shielding effect justly becomes low. When the wing length is long, the
shielding effect tends to become high. However, the SPL does not decrease necessarily
when the length is long. That is, it is the necessary condition to reduce the SPL at the
side and bottom locations that the wing length is long. These knowledge in the design
space corresponds to the exploration results, and the design information is discovered
effectively and efficiently through the visualization on two-dimensional plane of SOM.

5 CONCLUSIONS

The multi-objective design exploration has been performed regarding the shielding
effect of wing and fuselage to reduce the engine noise. In the present study, the two-
dimensional problem is defined and the noise propagation is evaluated by using the lin-
earized Euler equation at the side and bottom measuring locations relative to the fuselage.
Moreover, a self-organizing map as a data mining technique is applied to this design ex-
ploration. As a result, there is no tradeoff between the objective functions, i.e., the noise
at two position of the side and bottom relative to the fuselage can be reduced simul-
taneously. It is essential key that the wing shields the sideward radiation of the sound
pressure relative to the fuselage to reduce the sound pressure level at both of the side and
bottom measuring location. Self-organizing maps obtain the design knowledge. When a
wing spanwise length becomes larger, the shielding effect properly becomes strong. When
the wing cant angle becomes 65deg to 68deg, which can be practically designed, the
shielding effect is strongest. Data mining technique is an important facet of solving a
multi-objective design exploration. In the present study, the mono-pole sound source as
an engine noise and a lower frequency are assumed for the first step. The more practical
design exploration will be defined.
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