
Proceedings

Conference on
Eighth InternationalEighth International

Conference on

Hotel Metropolitan Sendai, JapanHotel Metropolitan Sendai, Japan

FlowDynamicsFlowDynamics
November 9 -11,2011November 9 -11,2011

Global COE Program “World Center of Education and Research for Trans-disciplinary Flow Dynamics”Tohoku University



－ 1 －

- 1 - 
 

Preface 
 

I would like to express my heartfelt condolences to the victims of the Great East 
Japan Earthquake. I would also like to express my appreciation for the heartfelt support 
and speedy assistance received from overseas. 

The earthquake happened on 11th March 2011, measuring 9.0 on the Richter scale 
was one of the largest recorded in our history, and the accompanying tsunami and the 
accident of Fukushima Daiichi Nuclear Power Plant cased enormous damage. However, 
our campuses proved secure and happily no injuries were sustained. 

Tohoku University is currently putting all its energy into the restoration of our 
educational and research capabilities.  

The people living in the 21st century are facing at big risks as global warming, 
shortage of food and energy, epidemic diseases, local starvation, poverty, and so on.   In 
the mean time, we are always dreaming and making very best efforts for the progress of 
civilization by realizing higher quality of life and welfare.  For those reasons, people are 
placing high expectations on the technology development in the frontier fields as 
state-of-the-art medical sciences, life sciences, IT, space technology, aviation technology, 
oceanology, and so forth.  
     "Flow Dynamics" is a comprehensive scientific field which deals with the flow and 
transport phenomena concerning to quantum wave, air, any fluid, any material, energy 
and information.   Research on "Flow Dynamics" is expected to contribute to the society 
by challenging such crucial and unexplored tasks as above, and, by producing solutions 
for people’s better life and dreams.  

We are pleased to announce that we are strongly motivated to hold “Eighth 
International Conference on Flow Dynamics”, ICFD2011, broadly as originally planned, 
aiming to explore new science horizon and cutting edge technologies of "Flow Dynamics", 
and to provide young researchers with unique opportunities of experience and 
self-development in this very attractive and competitive field of science and technology. 
We believe that this conference will give us a great opportunity to discuss what we have 
learned from this disastrous effects, how to fortify our social systems to be durable and 
safer under these kinds of forces of nature, and, what we can do to transform our society 
living in harmony with the mother nature, from the viewpoint of flow dynamics.  

The Conference is comprised of 1 General Session, 13 Organized Sessions, 4 Planned 
Sessions and 1 Special Session. 

 The number of presenters will be over 400. We are glad to see the number of 
presenters increasing compared to last year. Your continued support will be greatly 
appreciated. This international conference will be a typical symbol of recovery in Tohoku 
area in spite of catastrophic damage of earthquake and tsunami. 

On behalf of the organizing committee of the Eighth International Conference on 
Flow Dynamics, I express my best wishes for your very enjoyable participation, 
successful exchanges of fruitful information and interactions among the participants 
from all over the world.                                                                      

Dr. Shigenao Maruyama 
Distinguished Professor and Project Leader 

Tohoku University Global COE Program 
 “World Center of Education and Research for Trans-disciplinary Flow Dynamics”   
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Eighth International Conference on Flow Dynamics 
 

Organized and Sponsored by:  
 The Global COE Program, “World Center of Education and Research for  

Trans-disciplinary Flow Dynamics" 
 Institute of Fluid Science, Tohoku University 

 

In cooperation with:   
 Cryogenics and Superconductivity Society of Japan 
 Combustion Society of Japan 
 The Japan Society of Applied Physics 
 The Japan Society of Mechanical Engineers 
 Atomic Energy Society of Japan Computational Science and Engineering Division 
 The International Centre for Heat and Mass Transfer (ICHMT) 
 Japan Society of Maintenology, Tohoku/Hokkaido Branch 
 Aoba Foundation for the Promotion on Engineering 
 Fluid Sciences Foundation 

 
SCOPE:  

It was a disaster the earthquake and tsunami hit the north-eastern part of Japan on March 
11, 2011. This unprecedented tragedy also left the Fukushima Dai-ichi Nuclear Power Plant 
crippled, on which we are continuing to put lots of efforts to stabilize in safe. During this course of 
the time, we have received innumerous calls, letters and e-mails from our friend worldwide 
expressing condolences, sympathies and support offers onto us.  We, in Japan, felt comforted, 
encouraged and empowered tremendously by such kind of warm and heartfelt messages and 
offers. On behalf of all the people of Tohoku and Japan, we thank you very much for the support 
of you.  Yes, we are all right and we shall come back soon to the ordinary course of our family life, 
education, research and industrial works. Here in Sendai, recovery works are proceeding fairly 
smoothly and we have a firm confidence in that Tohoku University shall contribute to the 
creation of revitalized Tohoku District and Japan. Under the circumstances, we have decided to 
have the annual conference ICFD2011 in November, in Sendai as ordinarily, and we like to 
encourage you all to join in it to contribute for the development of methodologies and practical 
measures for our harmonious co-existence and symbiosis with the earth and all the lives living on 
the planet. 

The Eighth International Conference on Flow Dynamics, in the annual series, which is fully 
supported by Tohoku University Global COE Program “World Center of Education and Research 
for Trans-disciplinary Flow Dynamics (ICFD2011)” will be held on November 9th through 11th at 
Hotel Metropolitan Sendai, Sendai, Japan. We changed the venue from the originally planned 
Matsushima to Hotel Metropolitan Sendai, Sendai. The objectives of this conference are not only 
to explore new science horizon and exchange information in cutting edge technologies in “Flow 
Dynamics”, but also to provide young researchers and students with unique opportunities of 
education and self-development. 

Flow dynamics is a comprehensive scientific field which deals with the flow and transport 
phenomena concerning to any fluid, any material, energy and information. The scope of this 
conference covers the fluid, thermal, material, molecular and quantum dynamics of the 
multi-scale flows ranging from nano-scale flows such as behavior of molecules, atoms, ions and 
electrons, to gigantic scale flows such as solar radiation, air-flow, multi-phase flow, typhoon on 
earth, oceanic flow and volcanic flow, etc.  

We cordially invite you scholars, researchers, engineers, educationists and planners in the 
related research and development areas of bio-, nano-, material-, energy- and environmental- 
sciences and technologies, particularly in the academic field of mechanical engineering, aerospace 
engineering, nuclear engineering, physics, medical science, chemistry, chemical engineering, to 
join in the conference. 
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CONFERENCE COMMITTEE: 
 
General Chair:   

Shigenao Maruyama (Tohoku University) 
 
Executive Committee Members:  

Keisuke Asai (ICFD2011 Chair, Tohoku University) 
Kaoru Maruta (AFI/TFI-2011 Chair, Tohoku University) 
Toshiyuki Takagi (CEO of ICFD2011, Tohoku University) 
Toshiyuki Hayase (IFS Director, Tohoku University) 

 
International Scientific Committee Members: 
Chair: Shigenao Maruyama (Tohoku University)  
Australia  
       Masud Behnia (The University of Sydney)  
       Gary Rosengarten (The University of New South Wales)  
Canada  
       Javad Mostaghimi (University of Toronto)  
China  
       XinGang Liang (Tsinghua University)  
       Xing Zhang (Tsinghua University)  
France  
       Patrick Bourgin (ECL)  
       Jean-Yves Cavaille (INSA de Lyon)  
       Philippe Kapsa (ECL)  
Germany  
       Serge A. Shapiro (Freie University Berlin)  
India 
     Subhash C. Mishra (Indian Institute of Technology Guwahati) 
Italy  
       Gian Piero Celata (ENEA)  
Japan  

Yu Fukunishi (Tohoku University)  
Masato Furukawa (Kyushu University)  
Nobuhide Kasagi (The University of Tokyo)  
Chisachi Kato (The University of Tokyo)  
Yoichiro Matsumoto (The University of Tokyo)  
Junichiro Mizusaki (Tohoku University)  
Kazuhiro Nakahashi (Tohoku University)  
Masami Nakano (Tohoku University)  
Tomohide Niimi (Nagoya University)  
Hideya Nishiyama (Tohoku University)  
Masaki Sano (The University of Tokyo)  
Akihiro Sasoh (Nagoya University)  
Masaaki Sato (Tohoku University)  
Toshiyuki Takagi (Tohoku University)  
Michio Tokuyama (Tohoku University)  
Takashi Yabe (Tokyo Institute of Technology)  
Satoru Yamamoto (Tohoku University)  
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Korea  
       Joon-Hyun Lee (KETEP)  
       Joon Sik Lee (Seoul National University)  
       Hyung Jin Sung (Korea Advanced Institute of Science and Technology)  
Russia  

Mikhail Ivanov (Institute of Theoretical and Applied Mechanics SB RAS) 
Oleg P. Solonenko (Insitute of Theoretical and Applied Mechanics SB RAS)  
 Alexander Vasiliev (Moscow State University)  

Sweden  
       Fredrik Lundell (KTH)  
Switzerland  
       Bastien Chopard (University of Geneve)  
       Dimos Poulikakos (ETH Zurich)  
Taiwan 
     Wu-Shung Fu (National Chiao Tung University) 
UK 
     Yiannis Ventikos (University of Oxford) 
USA  
       Louis N. Cattafesta III (University of Florida)  
       Yiguang Ju (Princeton University)  
       Kozo Saito (Kentucky University)  
       John P. Sullivan (Purdue University)  
       Rongia Tao (Temple University)  
       Satish Udpa (Michigan State University)  
 
Organizing Committee Members: 

Chair: Keisuke Asai (Tohoku University)  
Hideyuki Aoki, Shinji Ebara, Yu Fukunishi, Hidetoshi Hashizume, Nozomu 
Hatakeyama, Yuka Iga, Jun Ishimoto, Takatoshi Ito, Tetsuya Kodama, Atsuki Komiya, 
Kaoru Maruta, Goro Masuya, Hiroyuki Miki, Hideo Miura, Akira Miyamoto, Junichiro 
Mizusaki, Kazuhiro Nakahashi, Masami Nakano, Hideya Nishiyama, Shigeru Obayashi, 
Taku Ohara, Katsuhide Ohira, Makoto Ohta, Seiji Samukawa, Mamiko Sasao, Kazuhisa 
Sato, Takehiko Sato, Keisuke Sawada, Atsuhi Shirai, Yuriko Takeshima, Takashi 
Tokumasu, Michio Tokuyama, Tetsuya Uchimoto, Yutaka Watanabe, Shigeru Yonemura, 
Noritaka Yusa  

 
Administrative Staff 

Farouq Ahmed, Mehdi Baneshi, Arunabhiram Chutia, Ardian Gojani, Natsuko 
Hatakeyama, Mizuho Ito, Kaoru Kano, Hiroyuki Kosukegawa, Hisanori Masuda, 
Tomomi Nagayoshi, Fumio Saito, Yuko Sasaki, Yuko Shimokawara, Ryoko Suzuki, 
Masashi Takeyama, Naoto Wada, Pengfei Wang 
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Plenary Lectures 
 
 
 
 

Energy Sustainability: A Combustion Perspective 
Suk Ho Chung (King Abdullah University of Science 
and Technology, Saudi Arabia) 
(10:00-10:50, November 9, at SENDAI (EAST)) 

 
 
 
 

 
 
 

Transport Phenomena, Fluid Mechanics and Multiscale Modelling 
Techniques for Clinical Decision Support 

Yiannis Ventikos (University of Oxford, UK) 
(11:00-11:50, November 9, at SENDAI (EAST)) 

 
 
 

 
 
 
 

Low-Order Aeromechanical Modeling for Conceptual Design of 
Fuel-Efficient Aircraft 

Mark Drela (MIT, USA) 
(8:00-8:50, November 10, at SENDAI (EAST)) 
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Sessions 
 

General Session:  
 GS1: General Session  

 
 

Organized Sessions:  
 OS1: Next-Generation CFD  

Organizer: K. Nakahashi, H. Kobayashi, S. Obayashi, S. Yamamoto and K. 
Yamamoto (Tohoku University)  

 
 OS2: Advanced Control of Smart Fluids and Fluid Flows  

Organizer: M. Nakano, Y. Fukunishi (Tohoku University)  
 

 OS3: Wind Tunnel Experiment on Unsteady Phenomena  
Organizer: S. Izawa, H. Nagai (Tohoku University)  
 

 OS4: Research Frontiers in Green Aviation  
Organizer: S. Obayashi, K. Asai (Tohoku University) and S. Watanabe (JAXA)  
 

 OS5: Research Frontiers in Green Hybrid Rocket Propulsion  
Organizer: T. Shimada (JAXA), K. Sawada (Tohoku University)  
 

 OS6: Aerodynamics for Mars Exploration Aerial Vehicle  
Organizer: H. Nagai(Tohoku University), A. Oyama (JAXA)  
 

 OS7: Thermal-Fluid Flows and Plasma Physics  
Organizer: W. S. Fu, C.Y. Chen (National Chiao Tung University, Taiwan)  
 

 OS8: Flow-induced Degradations in Piping Systems of Nuclear Power Plants  
Organizer: Y. Watanabe, T. Takagi (Tohoku University) and Joël Courbon 
(INSA-Lyon, France)  
 

 OS9: Fluid-induced Seismicity: Modeling and Application  
Organizer: T. Ito, H. Asanuma (Tohoku University) 
  

 OS10: Biofluid for Medical Application  
Organizer: T. Nakayama, M. Ohta (Tohoku University)  
 

 OS11: Micro Channels and Membrane Proteins  
Organizer: N. Tomita, M. Ohta (Tohoku University)  
 

 OS12: The Seventh International Students/Young Birds Seminar on Multi-Scale 
Flow  
Organizer: Y. Shimizu, R. Sakai and J. F. Torres (Tohoku University) 
Supervisor: J. Mizusaki, K. Sato, Y. Iga, A. Komiya(Tohoku University)  
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 OS13: Clean and Efficient Combustion Technology (AFI/TFI-2011) 
Organizer: O. Fujita (Hokkaido University), K. Maruta (Tohoku University) 
 
 

Planned Sessions:  
 PS1: IFS Collaborative Research Forum (AFI/TFI-2011)  

Organizer: K. Maruta (Tohoku University)  
 

 PS2: 5th Functionality DEsign of the COntact Dynamics: (DECO2011)  
Organizer: T. Takagi, H. Miki (Tohoku University) and Julien Fontaine (LTDS, 
France)  
 

 PS3: Plasma Medicine and Cell Engineering  
Organizer: T. Sato (Tohoku University), T. Ohashi (Hokkaido University) and T. 
Hirata (Tokyo City University)  
 
PS4: The 12th Japan-Korea Students’ Symposium New Energy Flow for 
Sustainable Society Properties and Applications of Energy Materials  
Organizer: M. Shimizu (Tohoku University), J. Wonhyo (Seoul National University) 
Supervisor: J. Mizusaki (Tohoku University), H. I. Yoo (Seoul National University)  

 
 
Special Session: 

 Memorial Session for the Late Professor Hiroshi Higuchi, Syracuse University, 
USA 
Organizer: T. Hayase (Tohoku University) 
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General Information 
 

Registration: 
8:00 - , Wednesday, November 9 
The conference registration desk is located in the lobby, 4th floor in the morning. It 
will be moved to 3rd floor in the afternoon. 
 
7:30 - , Thursday, November 10 
The conference registration desk is located in the lobby, 3rd floor. 
 
7:50 - , Friday, November 11 
The conference registration desk is located in the lobby, 3rd floor. 
 
 
Opening: (at SENDAI (EAST)) 
9:30- , Wednesday, November 9  
 
 
Students/Young Birds Friendship Night: (at SAKURA HALL, Tohoku University) 
18:00 – 20:00, Wednesday, November 9 
All students and young researchers can attend to Students/Young Birds Friendship 
Night. 
 
 
Banquet: (at SENDAI ) 
18:30 – 21:00, Thursday, November 10 
 
 
Internet access corner 
All conference attendees may use internet for free. Free Ethernet access will be 
possible during the conference at 3rd floor. Standard wired hubs (with RJ45 sockets) 
will be provided for networking.  
 
 
Coffee service: 
Coffee is served in the lobby, 3rd floor. 
 
 
ICFD2011 Secretariat:  
COE Building, Institute of Fluid Science, Tohoku University 
2-1-1, Katahira, Aoba, Sendai, 980-8577, Japan 
Phone&Fax: +81-22-217-5301      E-mail: icfd2011@gcoe.ifs.tohoku.ac.jp
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4th floor (SENDAI, FUYOH, HAGI) 

 
 

SENDAI 
WEST 

 
 

SENDAI 
SOUTH 

 
 

SENDAI 
EAST 

 
HAGI 

 
FUYOH 

 

Registration Desk 

The conference registration desk is located in the lobby, on 4th 
floor in the morning of November 9. 
Then, it will be moved to 3rd floor in the afternoon onwards. 
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21st floor (La Boaune) 
 

 

 
La Boaunue 

 
GINGA 
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Eighth International Conference on Flow Dynamics 
 

Program 
 
 

Plenary Lectures 
 
 

SENDAI (EAST) 
November 9, 2011 
 
Chair: Kaoru Maruta (Tohoku University, Japan) 
10:00-10:50 
 
 
 
 

Energy Sustainability: A Combustion Perspective 
Suk Ho Chung (King Abdullah University of Science and 
Technology, Saudi Arabia) 
 
 
 

 

Chair: Shigenao Maruyama (Tohoku University, Japan) 
11:00-11:50 
 
 
 
 
 

Transport Phenomena, Fluid Mechanics and Multiscale 
Modelling Techniques for Clinical Decision Support 
Emilie C. Holland, Tom W. Peach, Alisa Selimovic, Brett J. Tully, 
Paul N. Watton, Yiannis Ventikos (University of Oxford, UK) 
 
 

 

SENDAI (EAST) 
November 10, 2011 
 
Chair: Keisuke Asai (Tohoku University, Japan) 
8:00-8:50 Low-Order Aeromechanical Modeling for Conceptual Design of 

Fuel-Efficient Aircraft 
Mark Drela (MIT, USA) 
 

 

74 

76 

78 
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GS1: General Session 
 
AKEBONO (WEST) 
November 9, 2011 
 
Impinging Jet & Injection 
Chair: Seiichiro Izawa (Tohoku University, Japan) 
GS1-1 
16:30-17:00 
 
 
GS1-2 
17:00-17:20 
 
 
 
GS1-3 
17:20-17:40 
 

Impinging Jets: Fundamentals and Applications (Invited) 
Sung Jin Kim (Korea Advanced Institute of Science and Technology, Korea), 
Kyosung Choo (University of Maryland, USA) 
 
Flow and Heat Transfer Characteristics of Non-Circular Impinging Jet in 
Crossflow 
Makatar Wae-Hayee, Chayut Nuntadusit (Prince of Songkla University, 
Thailand) 
 
Analysis of Influences on the Initial Process of Liquid Injection 
Toshimi Takagi (Osaka University, Japan), Kikuo Narumiya and Hiroshi 
Hattori (Osaka Sangyo University, Japan) 

 
 
General Fluid Flow (1) 
Chair: Wakana Iwakami Nakano (Tohoku University, Japan) 
GS1-4 
17:50-18:10 
 
 
GS1-5 
18:10-18:30 
 
GS1-6 
18:30-18:50 
 
 
GS1-7 
18:50-19:10 
 

Error Reduction for the Volume Penalization Method 
Wakana Iwakami Nakano, Nozomu Hatakeyama and Yuji Hattori (Tohoku 
University, Japan) 
 
Formation of the Rotating Stellar Structures 
Takeshi Sugimoto (Kanawaga University, Japan) 
 
Initial Condition Dependency in Two-Dimensional Decaying Compressible 
Turbulence 
Daiki Terakado, Yuji Hattori (Tohoku University, Japan) 
 
Pressure Fluctuation Characteristics of Complex Turbulent Flow in a Dual 
Elbow with Small Curvature Radius in a Three-dimensional Layout 
Hiroaki Konno, Shinji Ebara, Hidetoshi Hashizume (Tohoku University, 
Japan), Hidemasa Yamano and Kosuke Aizawa (Japan Atomic Energy Agency, 
Japan) 

 
 

 

AKEBONO (WEST) 
November 10, 2011 
 
Measurement (1) 
Chairs: Kenichi Takita (Tohoku University, Japan) 
GS1-8 
17:00-17:20 
 
 
 
 
 

Development of Background Oriented Schlieren for Supersonic Flow Over 
Inclined Plane 
Ardian B. Gojani (Tohoku University, Japan), Toshiharu Mizukaki (Tokai 
University, Japan), Toshihiro Ogawa, Kiyonobu Ohtani, Takamasa Kikuchi, 
Takuya Yoneyama and Shigeru Obayashi (Tohoku University, Japan) 
 
 

82 

84 

86 

88 

92 

94 

96 

90 
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GS1-9 
17:20-17:40 
 
 
GS1-10 
17:40-18:00 
 
 
 
 
 
GS1-11 
18:00-18:20 
 
 

Inverse Aerodynamic Analysis of Vehicle Wakes using PIV and CFD 
Kisa Matsushima (University of Toyama, Japan), Masahito Yonezawa and 
Atsushi Ogawa (Honda R&D Co. Ltd., Japan) 
 
Investigation of Application of Remote Field Eddy Current Testing for 
Inspecting Flaws in Large Diameter Tubes from Outside 
Jing Wang (Tohoku University, Japan / East China University of Science and 
Technology, China), Noritaka Yusa (Tohoku University, Japan), Hongliang Pan 
(East China University of Science and Technology, China) and Hidetoshi 
Hashizume (Tohoku University, Japan) 
 
Evaluation of Thermal Stress Distribution With Elasticoluminescent Materials
Wei Liu, Taku Nagatake, Kazuyuki Takase (Japan Atomic Energy Agency, 
Japan), Chuan-Xing Wu (National Institute of Advanced Industrial Science and 
Technology / Kyushu University, Japan), Daisuke Ono, Hiroshi Yamada 
(National Institute of Advanced Industrial Science and Technology, Japan), 
Chao-Nan Xu (National Institute of Advanced Industrial Science and 
Technology / Japan Science and Technology Agency, Japan) 
 
 

SEIUN 
November 11, 2011 
 
Measurement (2) 
Chair: Daiju Numata and Toshinori Kouchi (Tohoku University, Japan) 
GS1-12 
8:00-8:20 
 
 
 
GS1-13 
8:20-8:40 
 
 
 
GS1-14 
8:40-9:00 
 
 
9:00-9:10 
 
GS1-15 
9:10-9:30 
 
 
 
GS1-16 
9:30-9:50 
 
 
 
 
 

Pressure Measurement with Molecule Based Pressure Sensor in Constricted 
PDMS Microchannels 
Chih-Yung Huang, Chih-Min Lai (National Tsing Hua University, Taiwan) and 
Hsiang-Yu Wang (National Cheng Kung University, Taiwan) 
 
Calibration Method of Molecule Based Pressure Sensor Technique in 
Microfluidic Measurements 
Chih-Yung Huang, Chih-Min Lai and Jia-Syuan Li (National Tsing Hua 
University, Taiwan) 
 
Fast Evaluation of An Linear Scale by using A Fizeau Interferometer 
WooJae Kim, Akihide Kimura, Yuki Shimizu and Wei Gao (Tohoku University, 
Japan) 
 
BREAK 
 
Evaluation of Radiative Properties of Cr2O3:Fe2O3 Pigment Powder in Solar 
Spectrum Range using Experimental Diffuse Reflectivity Measurement 
Mehdi Baneshi, Hiroki Gonome, Junnosuke Okajima and Shigenao Maruyama 
(Tohoku University, Japan) 
 
Radiation Temperature Measurement of Hayabusa Reentry Capsule from 
NASA DC-8 Airborne Laboratory 
Hideyuki Tanno (Japan Aerospace Exploration Agency, Japan), Akira 
Yumiyama (Internet Initiative Japan Inc., Japan) and Tetsuya Yamada (Japan 
Aerospace Exploration Agency, Japan) 
 
 

98 

100 

102 

104 

106 

108 

110 

112 
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GS1-17 
9:50-10:10 
 
 
 

Development of Temperature Measurement Sensor using Thermographic 
Phosphor Coating 
Chayut Nuntadusit, Makatar Wae-hayee (Prince of Songkla University, 
Thailand) 

 
Heat, Non-Newtonian Flow 
Chair: Taku Ohara (Tohoku University, Japan) 
GS1-18 
10:30-11:00 
 
GS1-19 
11:00-11:20 
 
 
 
 
GS1-20 
11:20-11:40 
 
GS1-21 
11:40-12:00 

Insight into Heat Conduction from the Thermomass Dynamics (Invited) 
Bing-Yang Cao, Yuan Dong and Zeng-Yuan Guo (Tsinghua University, China) 
 
Heat and Fluid Flow in Solvothermal Autoclave for Single-Crystal Growth 
Process 
Yoshio Masuda, Akira Suzuki (National Institute of Advanced Industrial 
Science and Technology, Japan), Tohru Ishiguro and Chiaki Yokoyama (Tohoku 
University, Japan) 
 
Theoretical Study On The Non-Newtonian Behavior Of Simple Fluids 
Yuan Dong, Zeng-Yuan Guo (Tsinghua University, China) 
 
Molecular Dynamics Simulation on the Non-Newtonian Behavior of Simple 
Fluids 
Ruo-Yu Dong, Bing-Yang Cao and Zeng-Yuan Guo (Tsinghua University, China)

 
 

FUYOH 
November 11, 2011 

 
Gas Turbine, Turbopump 
Chair: Yasuhiro Ogami (Tohoku University, Japan) 
GS1-22 
8:00-8:30 
 
 
GS1-23 
8:30-8:50 
 
 
GS1-24 
8:50-9:10 
 
 
 
GS1-25 
9:10-9:30 

Optimization of Prime Movers in Trigeneration Systems (Invited) 
Mehdi Aghaei Meybodi, Antony Tiranon Straubhaar and Masud Behnia (The 
University of Sydney, Australia) 
 
Power Output Increase of Gas Turbine by Utilizing Mist Atomization 
Yukiko Agata, Shinya Ishikawa (Tohoku Electric Power Co., Inc., Japan) and 
Shinichi Akabayashi (Niigata University, Japan) 
 
Pulsating Spray from Gas-Centered Swirl Coaxial Atomizers 
Sivakumar Deivandren, Satish Babu Umesh (Indian Institute of Science, 
India), Vikram Rout (National Institute of Technology, India) and Thomas John 
Tharakan (Liquid Propulsion Systems Center, India) 
 
Throttling of Turbopump by Circulation 
Takeshi Kanda, Tomoyuki Hashimoto (Japan Aerospace Exploration Agency, 
Japan) 
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Micro Scale 
Chair: Shigeru Yonemura (Tohoku University, Japan) 
GS1-26 
9:40-10:10 
 
 
GS1-27 
10:10-10:30 
 
 
GS1-28 
10:30-10:50 
 
 
10:50-11:00 
 
GS1-29 
11:00-11:20 
 
GS1-30 
11:20-11:40 
 
 
GS1-31 
11:40-12:00 

Non-Spherical Particles and Their Rotation: An Upcoming Issue in Particulate 
Flows (Invited) 
Fredrik Lundell (KTH Royal Institute of Technology, Sweden) 
 
Expansion Wave and Bubble Generation by Underwater Micro Explosion 
Kiyonobu Ohtani, Toshihiro Ogawa and Shigeru Obayashi (Tohoku University, 
Japan) 
 
A Dynamic Model of Valveless Micropumps with Squeeze Film Effect 
Nghia Thi Minh Le (Petrovietnam University, Vietnam), Thien Xuan Dinh and 
Yoshifumi Ogami (Ritsumeikan University, Japan) 
 
BREAK 
 
Simulation of a Triple-Axis Thermal Bubble Accelerometer 
Thien Xuan Dinh, Yoshifumi Ogami (Ritsumeikan University, Japan) 
 
Effect of Surfactant on Generation of Microbubbles 
Masayuki Takashima, Takayasu Kubozono (Lion Corporation, Japan), Yuuki 
Fujioka and Shuya Yoshioka (Ritsumeikan University, Japan) 
 
Water Confined in Carbon Nanotube: A Density Functional Theory Study 
Arunabhiram Chutia, Ikutaro Hamada and Michio Tokuyama (Tohoku 
University, Japan) 

 
 

General Fluid Flow (2) 
Chair: Masud Behnia (The University of Sydney, Australia) 
GS1-32 
13:00-13:20 
 
GS1-33 
13:20-13:40 
 
 
 
GS1-34 
13:40-14:00 
 
 
 

Numerical Simulation of Sediment Resuspension by Wind-induced Flow 
Masahiro Hayashi, Shuya Yoshioka (Ritsumeikan University, Japan) 
 
The Effect of Room Configuration on Thermal Performance of Data Centres 
with Detailed Rack Models 
Babak Fakhim, Nagarathinam Srinarayana, Martin Naimo, Masud Behnia and 
Steven W. Armfield (The University of Sydney, Australia) 
 
Potential for Ocean Fertilization by Perpetual Salt Fountain: Each Basin 
Estimation of Upwelling Flow Rate 
Takashi Yabuki, Mikihito Watanabe, Atsuki Komiya and Shigenao Maruyama 
(Tohoku University, Japan) 
 

 
General Fluid Flow (3) 
Chair: Koji Shimoyama (Tohoku University, Japan) 
GS1-35 
14:00-14:20 
 
 
 
 
 

An Experimental Study about the Blockage Effects on Circular Cylinders 
Aligned with Uniform Flow 
Hideo Sawada (Tohoku University, Japan), Hiroki Sugiura (Japan Aerospace 
Exploration Agency, Japan) and Ryo Konomi (Waseda University, Japan) 
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GS1-36 
14:30-14:50 
 
 
GS1-37 
14:50-15:10 
 
 
GS1-38 
15:10-15:30 
 
GS1-39 
15:30-15:50 
 
 

Movement of Springtail in Air 
Masahiro Shiono, Seiichi Sudo (Akita Prefectural University, Japan), Atsushi 
Shirai and Toshiyuki Hayase (Tohoku University, Japan) 
 
Observation of Fly Wings and Flight Behavior 
Kohei Kitadera, Seiichi Sudo (Akita Prefectrural University, Japan), Atsushi 
Shirai and Toshiyuki Hayase (Tohoku University, Japan) 
 
6-DOF Flight Simulation of Beam-Riding Vehicle 
Masayuki Takahashi, Naofumi Ohnishi (Tohoku University, Japan) 
 
Numerical Investigation of Baseflow Effects on Flow Separation in 
Axisymmetric Scramjet Nozzles 
Hideaki Ogawa, Russell R. Boyce (The University of Queensland, Australia) 
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OS1: Next-Generation CFD 
 
La Boaune 
November 10, 2011 
 
NextGen CFD for Complex Physics 
Chair: Satoru Yamamoto (Tohoku University, Japan) 
OS1-1 
9:30-10:00 
 
 
 
OS1-2 
10:00-10:30 
 
 
OS1-3 
10:30-11:00 
 
 
 
OS1-4 
11:00-11:30 
 
 
OS1-5 
11:30-12:00 
 
 
 
12:00-13:00 

Software System SMILE++ for Modeling of High-Altitude Aerothermodynamic 
Problems (Invited)  
M. Ivanov, A. Kashkovsky, P. Vashenkov, A. Shevyrin and Ye. Bondar 
(Khristianovich Institute of Theoretical and Applied Mechanics, Russia) 
 
Numerical Simulation of Blast Wave in Confined Room (Invited) 
Fumiya Togashi, Joseph D. Baum, Orlando A. Soto (SAIC, USA) and Rainald 
Löhner (George Mason University, USA) 
 
Computations of Rarefied Gas Flows of Arbitrary Statistics Using an Accurate 
Direct Solver for Semiclassical Boltzmann-BGK Equation (Invited) 
Jaw-Yen Yang, Bagus P. Muljadi and Manuel Diaz (National Taiwan 
University, Taiwan) 
 
Non-Uniform Grids in Numerical Simulations of Boundary Layer Turbulence 
Transition 
JC Chen, Chen Weijia (Nanyang Technological University, Singapore) 
 
A Parallel Structured Adaptive Mesh Refinement Approach for Complex 
Turbulent Shear Flows 
Yuichi Matsuo (Japan Aerospace Exploration Agency, Japan), Takuhito 
Kuwabara and Ichiro Nakamori (Advancesoft cooperation, Japan) 
 
LUNCH 

 
NextGen CFD for Aeroacoustics 
Chair: Kazuomi Yamamoto (Japan Aerospace Exploration Agency, Japan) 
OS1-6 
13:00-13:20 
 
 
OS1-7 
13:20-13:40 
 
 
 
 
OS1-8 
13:40-14:00 
 
 
OS1-9 
14:00-14:20 
 
 

Computational Aeroacoustics by the Near Wall Vortex-Shock Interaction Using 
WCNS 
Zhifeng Zuo, Hiroshi Maekawa (University of Electro-Communications, Japan)
 
Noise Prediction Study from Two-Wheel Main Landing Gear Using Lattice 
Boltzmann Method 
Mitsuhiro Murayama, Kazuomi Yamamoto, Yuzuru Yokokawa (Japan 
Aerospace Exploration Agency, Japan) and Tohru Hirai (Ryoyu Systems. Co., 
Ltd., Japan) 
 
Hybrid LES/RANS Computations for Airframe Noise Problems 
Taro Imamura, Mitsuhiro Murayama and Kazuomi Yamamoto (Japan 
Aerospace Exploration Agency, Japan) 
 
Aeroacoustic Simulation of JAXA Landing Gear by Building-Cube Method 
Akihito Deguchi, Daisuke Sasaki and Kazuhiro Nakahashi (Tohoku University, 
Japan) 
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OS1-10 
14:20-14:40 

Linearized Euler Equation on Block-Structured Cartesian Mesh for Noise 
Propagation from 2D Nacelle Configuration 
Yuuma Fukushima, Sasaki Daisuke and Kazuhiro Nakahashi (Tohoku 
University, Japan) 
 

OS1-11 
14:40-15:00 
 
 
15:00-15:20 

Large-Scale Unsteady Flow Data Compression for Buildng-Cube Method 
Ryotaro Sakai, Akihito Deguchi, Daisuke Sasaki and Kazuhiro Nakahashi 
(Tohoku University, Japan) 
 
BREAK 
 

NextGen CFD by Building-Cube Method 
Chair: Kazuhiro Nakahashi (Tohoku University, Japan) 
OS1-12 
15:20-15:50 
 
OS1-13 
15:50-16:10 
 
 
 
OS1-14 
16:10-16:30 
 
 
OS1-15 
16:30-16:50 
 
 
 
 
 
 
OS1-16 
16:50-17:10 
 
 
OS1-17 
17:10-17:30 
 
 
 
OS1-18 
17:30-17:50 
 
 
 
OS1-19 
17:50-18:10 

Towards Large-scale Practical CFD in Industry (Invited ) 
Kenji Ono , Chisachi Kato (The University of Tokyo, Japan) 
 
Developments of a Directional Ghost Cell Method and the Multigrid 
Acceleration for the Building Cube Method 
Xinrong Su, Daisuke Sasaki and Kazuhiro Nakahashi (Tohoku University, 
Japan) 
 
Aeroelastic Analysis using BCM Euler Compressible Solver 
Yasutaka Nishimura, Daisuke Sasaki and Kazuhiro Nakahashi (Tohoku 
University, Japan) 
 
Performance of Building Cube Method on Various Platforms 
Kazuhiko Komatsu (Tohoku University, Japan), Takashi Soga (Tohoku 
University / NEC System Technologies, Ltd., Japan), Ryusuke Egawa , 
Hiroyuki Takizawa, Hiroaki Kobayashi (Tohoku University / Japan Science 
and Technology Agency, Japan), Shun Takahashi (Tokyo University 
Agriculture and Technology, Japan), Daisuke Sasaki and Kazuhiro Nakahashi 
(Tohoku University, Japan) 
 
Supercritical-fluids Simulator(SFS) coupled with Building Cube(BC) :SFS+BC 
Takashi Furusawa, Kotaro Makino, Ryo Anan and Satoru Yamamoto (Tohoku 
University, Japan) 
 
Overset Grid Approach for Moving Boundary Problem based on Cartesian Grid 
Method 
Shun Takahashi, Norio Arai (Tokyo University of Agriculture and Technology, 
Japan) 
 
Development of Cartesian-Mesh Based CFD Solver combined with 
Unstructured-Mesh 
Michitaro Hashiba, Daisuke Sasaki and Kazuhiro Nakahashi (Tohoku 
University, Japan) 
 
A Hybrid Scheme for the Near Wall Treatment of Building Cube Method 
Xinrong Su, Daisuke Sasaki and Kazuhiro Nakahashi (Tohoku University, 
Japan) 
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OS2: Advanced Control of Smart Fluids and Fluid Flows 
 
FUYOH 
November 10, 2011 
 
Chair: Masami Nakano (Tohoku University, Japan)                       
OS2-1 
9:00-9:30 
 
 
OS2-2 
9:30-10:00 
 
 
OS2-3 
10:00-10:30 
 
 
OS2-4 
10:30-11:00 
 
 
 
OS2-5 
11:00-11:20 
 
 
 
 
OS2-6 
11:20-11:40 
 
 
 
OS2-7 
11:40-12:00 
 
12:00-13:00 

Controlling the Viscosity of Liquid Suspensions by Electromagnetic Fields 
(Invited) 
Rongjia Tao (Temple University, USA) 
 
Transport of Magnetic Nanoparticles: Fundamentals and Applications 
(Invited ) 
Ishwar K. Puri (Virginia Tech, USA) 
 
Physical Modeling of the Electromechanical Behavior of unfilled Polymers 
(Invited) 
Jean-Yves Cavaillé (INSA-Lyon, France) 
 
Electrorotation of Novel Electroactive Polymers in Uniform DC and AC 
Electric Field (Invited) 
Miklós Zrínyi (Semmelweis University, Hungary), Masami Nakano, 
Teppei Tsujita (Tohoku University, Japan) 
 
Effect of Fatty Acid Coating on Dynamic Magnetorheology of Iron 
Particles in Mineral Oil 
Shinya Yamanaka, Toshiyuki Fujimoto, Yoshikazu Kuga (Muroran 
Institute of Technology, Japan), Hiroya Abe and Makio Naito (Osaka 
University, Japan) 
 
Electro-Rheological Effect of Nano-Suspensions based on Titanium 
Dioxide Nano-Particles 
Katsufumi Tanaka, Ryuichi Akiyama (Kyoto Institute of Technology, 
Japan) and Masami Nakano (Tohoku University, Japan) 
 
Control and Inverse Problems for the Models of Magnetic Hydrodynamics
Roman V. Brizitskii (Institute of Applied Mathematics FEB RAS, Russia)
 
LUNCH 

 
Chair: Masaya Shigeta (Tohoku University, Japan)                       
OS2-8 
13:00-13:20 
 
 
OS2-9 
13:20-13:40 
 
 
OS2-10 
13:40-14:00 
 
 

Wavelet Analysis of Particle Fluctuation Velocity near the Minimum 
Conveying Velocity in a Horizontal Pneumatic Conveying 
Yan Zheng, Akira Rinoshika and Fei Yan (Yamagata University, Japan)
 
Transient Flow Field Analysis Around a Lockup Clutch 
Takeshi Yamaguchi (Aisin AW Co., Ltd., Japan), Shogo Ikeda and 
Kazuhiro Tanaka (Kyushu Institute of Technology, Japan) 
 
Vortex Structure around Ideal Elastic Deformation of Flapping Wing 
due to Some Ribs 
Aphaiwong Junchangpood, Masaki Fuchiwaki and Kazuhiro Tanaka 
(Kyushu Institute of Technology, Japan) 
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OS2-11 
14:00-14:20 
 
 
 
14:20-14:30 

Water-Channel Visualization of Flow around a Spiked Body 
Shashank Khurana, Kojiro Suzuki, Yasumasa Watanabe (The 
University of Tokyo, Japan) and Ethirajan Rathakrishnan (Indian 
Institute of Technology Kanpur, India) 
 
BREAK 

 
Chair: Yu Fukunishi (Tohoku University, Japan)                       
OS2-12 
14:30-15:00 
 
 
OS2-13 
15:00-15:20 
 
 
 
OS2-14 
15:20-15:40 
 
 
 
OS2-15 
15:40-16:00 
 
16:00-16:10 
 

Transfer Matrix Modeling for Synthetic Jet Actuators  (Invited) 
Sam Yang, Fei Liu, Matias Oyarzun and Louis Cattafesta (University of 
Florida, USA) 
 
The Variation of Growth Process of Vortex in the Vicinity of a Wall by 
Elastic Deformation 
Tomoki Kurinami, Masaki Fuchiwaki and Kazuhiro Tanaka (Kyushu 
Institute of Technology, Japan) 
 
Vorticity Components of Vortices Rolled up from an Elastic Moving Thin 
Film 
Tetsuji Nagata, Masaki Fuchiwaki and Kazuhiro Tanaka (Kyushu 
Institute of Technology, Japan) 
 
Direct Computation of the Passive Control of a Hole-Tone Phenomenon 
Kazuo Matsuura, Masami Nakano (Tohoku University, Japan) 
 
BREAK 

Chair: Akira Rinoshika (Yamagata University, Japan) 
OS2-16 
16:10-16:30 
 
 
 
OS2-17 
16:30-16:50 
 
 
OS2-18 
16:50-17:10 
 
 
 
 
OS2-19 
17:10-17:30 

Self-Sustained Flow Oscillations and Sound Generation in a Simple 
Axisymmetric Silencer Model 
Mikael A. Langthjem (Yamagata University, Japan), Masami Nakano 
(Tohoku University, Japan) 
 
Flight Velocity Control of Small Flapping Robot by Flapping Frequency 
Tadatsugu Imura, Masaki Fuchiwaki and Kazuhiro Tanaka (Kyushu 
Institute of Technology, Japan) 
 
Droplet Formation of a Continuous Inkjet with Different Viscosities: A 
Comparison of Experiment and Numerical Simulation 
Tameo Nakanishi (Yamagata University, Japan), Masami Nakano 
(Tohoku University, Japan) and Hiroki Tunokake (Yamagata University, 
Japan) 
 
Cancelled 
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OS3: Wind Tunnel Experiment on Unsteady Phenomena 
 
SEIUN 
November 10, 2011 
 
Chair: Yasufumi Konishi (Tohoku University, Japan) 
OS3-1 
12:40-13:00 
 
 
 
OS3-2 
13:00-13:20 
 
 
 
 
OS3-3 
13:20-13:40 
 
 
OS3-4 
13:40-14:00 
 
 
 
OS3-5 
14:00-14:20 
 
 
 
14:20-14:30 
 

The Effect of Surrounding Air Flow Profile to Breakdown Process of a 
Plane Liquid Sheet 
Daisuke Aoki, Masahiro Senchi and Masaharu Matsubara (Shinshu 
University, Japan) 
 
Unsteady Aerodynamic Experiment of NACA0012 Airfoil at Low 
Reynolds Number 
Kei Nose, Nobuaki Sakai, Daiju Numata, Hiroki Nagai, Keisuke Asai 
(Tohoku University, Japan), Tomoaki Ikeda and Takashi Atobe (Japan 
Aerospace Exploration Agency, Japan) 
 
Flow Control of Unsteadily Separating Flow 
Tomoki Hayashi, Hiromasa Oe, Masaya Shigeta, Seiichiro Izawa and Yu 
Fukunishi (Tohoku University, Japan) 
 
Experimental and Theoretical Analyses of Linear Disturbance in a Two 
Dimensional Turbulent Jet 
Shun Tazoe, Shin Aruga and Masaharu Matsubara (Shinshu University, 
Japan) 
 
Linear Disturbance Excited by a Finite Initial Disturbance in a Turbulent 
Boundary Layer 
Kounosuke Matsumoto, Yasuyuki Sendai, Taiki Mishiba, Masaharu 
Matsubara (Shinshu University, Japan) 
 
BREAK 

 

 
Chair: Daiju Numata (Tohoku University, Japan) 
OS3-6 
14:30-15:00 
 
 
 
OS3-7 
15:00-15:30 
 
OS3-8 
15:30-15:50 
 
 
OS3-9 
15:50-16:10 
 
 
 

Unsteady Smoke Dispersion from a Point Source in a Wind Tunnel 
(Investigation of Basic Characteristics) (Invited ) 
Nobumasa Sekishita, Arie Sukma Jaya, Wataru Isebaba (Toyohashi 
University of Technology, Japan) 
 
Unsteady Vortex Structures in the Wake behind Bluff Bodies (Invited ) 
Hitoshi Ishikawa (Tokyo University of Science, Japan) 
 
Measurements in Flow Past Yawed Circular Cylinder 
B. V. Venkata Rao, Shailendra D. Sharma (Indian Institute of Technology 
Bombay, India) 
 
Experimental Investigation of Boundary Layer Transition in Wide Range 
of Free Stream Turbulence Intensity 
Ryohei Norimatsu, Shogo Takai, Yoshihiro Iwatani, Masaharu Matsubara 
(Shinshu University, Japan) 
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OS3-10 
16:10-16:30 
 
 
 
 
OS3-11 
16:30-16:50 

Disturbance Structures in a Low Reynolds Number Channel Flow 
Kenta Watanabe (Shinshu University, Japan),  Tsutomu Natori 
(Naganokeiki, Japan) , Syunsuke Akaoka (Shinshu University, Japan), 
Kvick Mathias (KTH Royal Institute of Technology, Sweden) and 
Masaharu Matsubara (Shinshu University, Japan)  
 
Pressure Measurement On A Hypersonic Lifting Model For The 
Validation Of An Accelerometer Force Balance 
Sharad Trivedi, Viren Menezes (Indian Institute of Technology Bombay, 
India) 
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OS4: Research Frontiers in Green Aviation 
 

La Boaune 
November 11, 2011 
 
Chair: Shigeya Watanabe (Japan Aerospace Exploration Agency, Japan) 
OS4-1 
9:00-9:30 
 
 
OS4-2 
9:30-10:00 
 
OS4-3 
10:00-11:00 
 
 
OS4-4 
11:00-12:00 
 
12:00-13:00 
 

Laboratory Simulation of Quiet Supersonic Flight  (Invited) 
Akihiro Sasoh, Kakuei Suzuki, Takahiro Imaizumi and Atsushi Toyoda 
(Nagoya University, Japan) 
 
Flight Results of D-SEND#1 Drop Test using Stratospheric Balloon 
Masahisa Honda (Japan Aerospace Exploration Agency, Japan) 
 
JAXA’s Environment Conscious Aircraft Technology Program Initiative 
(Invited ) 
Takeshi Ohnuki (Japan Aerospace Exploration Agency, Japan) 
 
Green Aviation: Aircraft Concepts and Enabling Technologies (Invited ) 
Gary A. Dale, Ryan Plumley (AFRL Air Vehicles Directorate, USA)  
 
LUNCH 

 

Chair: Shigeru Obayashi (Tohoku University, Japan) 
OS4-5 
13:00-14:00 
 
 
OS4-6 
14:00-14:20 
 
 
 
OS4-7 
14:20-14:40 
 
 
 
 
OS4-8 
14:40-15:00 
 
 
 

Large-Eddy Simulation of Spatially Developing Aircraft Wake (Invited ) 
Takashi Misaka, Frank Holzäpfel and Thomas Gerz (Deutsches Zentrum 
f r Luft- und Raumfahrt, Germany) 
 
Numerical Analysis of Weak Shock Attenuation Resulting from Molecular 
Vibrational Relaxation 
Kazuaki Hatanaka, Tsutomu Saito (Muroran Institute of Technology, 
Japan) 
 
Sonic Boom Analysis Considering Multiple Atmospheric Uncertainties 
Using a Polynomial Chaos Method 
Daichi Ono (Tohoku University, Japan), Atsushi Hashimoto (Japan 
Aerospace Exploration Agency, Japan), Koji Shimoyama, Shinkyu Jeong 
and Shigeru Obayashi (Tohoku University, Japan) 
 
Development of Measuring Technique on Near-Field Pressure for 
Supersonic Projectiles Using Ballistic Range 
Takahiro Ukai, Kiyonobu Ohtani, Takamasa Kikuchi and Shigeru 
Obayashi (Tohoku University, Japan) 
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OS5: Research Frontiers in Green Hybrid Rocket Propulsion 
 

SEIUN 
November 9, 2011 
 
Chair: Toru Shimada (Japan Aerospace Exploration Agency, Japan) 
OS5-1 
14:00-14:40 
 
 
OS5-2 
14:40-15:00 
 
 
 
 
OS5-3 
15:00-15:20 
 
 
OS5-4 
15:20-15:40 
 
 
 
15:40-16:00 

The European Research Activity on Hybrid Rocket Propulsion (Invited )  
Carmine Carmicino, Annamaria Russo Sorge (University of Naples “Federico 
II, Italy) 
 
Ultrasonic Study on Hybrid Rocket Motor 
Shintaro Iwasaki (The University of Tokyo, Japan), Keiichi Hori, Katsuya 
Hasegawa, Tsuyoshi Yagishita (ISAS/ Japan Aerospace Exploration Agency, 
Japan), Yutaka Wada (Akita University, Japan) and Hideki Sato (Tokai 
University, Japan) 
 
Effectiveness of Concave-convex Surface Grain for Hybrid Rocket Combustion 
Hatagaki Sakashi, Yuasa Saburo, Hirata Kousuke, Sakurai Takashi (Tokyo 
Metropolitan University, Japan) 
 
Effect of Reynolds Number on Regression Characteristics around Jet 
Stagnation Region 
Harunori Nagata, Shunsuke Hagiwara, Masahiro Nohara, Masashi Wakita 
and Tsuyoshi Totani (Hokkaido University, Japan) 
 
BREAK 

 
Chair: Saburo Yuasa (Tokyo Metropolitan University, Japan) 
OS5-5 
16:00-16:40 
 
OS5-6 
16:40-17:00 
 
 
 
 
OS5-7 
17:00-17:20 
 
 
OS5-8 
17:20-17:40 
 
 
 
 
17:40-18:00 

Feed System Coupled Instabilities in Hybrid Rockets (Invited )  
Arif Karabeyoglu (Space Propulsion Group Inc., USA) 
 
Novel Fuels Based on Chemically-Modified Polymers with Si for Hybrid Rocket 
Propulsion 
Koki Kitagawa (Japan Aerospace Exploration Agency, Japan), Paul Joseph, 
Vasily Novozhilov (University of Ulster, UK) and Toru Shimada (Japan 
Aerospace Exploration Agency, Japan) 
 
A Study to Improve Combustion Efficiency of Paraffin-Based Hybrid Rockets 
Takafumi Ishiguro, Kai Ijima, Keiji Sinohara, Kazuki Sakio and Ichiro 
Nakagawa (Tokai University, Japan) 
 
Solid Fuel Regression Rate for Standard-Flow Hybrid Rocket Motors 
Takakazu Morita (Tokai University, Japan), Saburo Yuasa (Tokyo 
Metropolitan University, Japan), Shigeru Yamaguchi (Tokai University, 
Japan) and Toru Shimada (Institute of Space and Astronautical Science, 
Japan) 
 
BREAK 
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Chair: Harunori Nagata (Hokkaido University, Japan) 
OS5-9 
18:00-18:40 
 
 
OS5-10 
18:40-19:00 
 
 
 
19:00-19:20 
 

Nozzle Design for Supersonic Flows of N2O at Supercritical and 
Close-to-Critical Conditions (Invited )  
Alberto Guardone (Politecnico di Milano, Italy) 
 
Enhancement of Multi-Section Swirl Injection Method for Increase of 
Regression Rate and Combustion Efficiency of Hybrid Rockets 
Shigeru Aso, Yoshihide Hirata, Yasuhiro Tani, Takahiro Hayashida and Ryuji 
Nakawatase (Kyushu University, Japan) 
 
BREAK 

Chair: Shigeru Aso (Kyushu University, Japan) 
OS5-11 
19:20-19:40 
 
 
OS5-12 
19:40-20:00 
 
 
OS5-13 
20:00-20:20 

Numerical Simulations of N2O Flow Past a Low-Cost Ball Valve  
Kang-Ming Chuang, Jong-Shinn Wu (National Chiao Tung University, Taiwan) 
and Yen-Sen Chen (Hsinchu Science Park, Taiwan) 
 
Study on Mechanical Characteristic of Paraffin-Based Fuel 
Shinya Maruyama, Takafumi Ishiguro, Keiji Shinohara and Ichiro Nakagawa 
(Tokai University, Japan) 
 
Study on Flow Inside the Nozzle of Ejector Jet by Numerical Analysis 
Keisuke Sotozono, Y. Higa and Ichiro Nakagawa (Tokai University, Japan) 

 
 
SEIUN 
November 10, 2011 
 
Chair: Keiichi Hori (Japan Aerospace Exploration Agency, Japan) 
OS5-14 
9:00-9:20 
 
 
OS5-15 
9:20-9:40 
 
 
 
 
 
OS5-16 
9:40-10:00 
 
 
 
10:00-10:20 

Effect of Oblique Injection on Swirling Oxidizer Flowfield in Combustion 
Chamber for Hybrid Rocket Enginge  
Takaya Koda, Yousuke Ogino and Keisuke Sawada (Tohoku University, Japan)
 
Three-Dimensional Numerical Simulation on Unsteady Compressible Flow 
Using Preconditioning Method: Swirling Injector Flowfield in Hybrid Rocket 
Engine 
Nobuyuki Tsuboi (Kyushu Institute of Technology, Japan), Katsuyoshi Fukiba 
(Shizuoka University, Japan) and Toru Shimada (Japan Aerospace Exploration 
Agency, Japan) 
 
Combustion Characteristics of Paraffin-Fueled Swirling-Oxidizer-Flow-Type  
Hybrid Rocket Engines 
Saito Daisuke, Yuasa Saburo, Hirata Kousuke and Sakurai Takashi (Tokyo 
Metropolitan University, Japan) 
 
BREAK 

 
Chair: Keisuke Sawada (Tohoku University, Japan) 
OS5-17 
10:20-10:40 
 
 
 

3D Simulations of Cold Gas Flow in a Hybrid Single-Port Combustion Chamber 
with a Mixing Enhancer 
TzuHao Chou, Jong-Shinn Wu (National Chiao Tung University, Taiwan) and 
Yen-Sen Chen (Hsinchu Science Park, Taiwan) 
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OS5-18 
10:40-11:00 
 
 
 
OS5-19 
11:00-11:20 

Three-Dimensional Modeling of Hybrid N2O-HTPB Combustion with Mixing 
Enhancers 
Yen-Sen Chen (Hsinchu Science Park, Taiwan), T. H. Chou, B. R. Gu and J. S. 
Wu (National Chiao Tung University, Taiwan) 
 
Some Issues on Hybrid Rocket Internal Ballistics Evaluation 
Toru Shimada and Yuki Funami (Japan Aerospace Exploration Agency, Japan)

 
Chair: Toru Shimada (Japan Aerospace Exploration Agency, Japan) and Keisuke Sawada (Tohoku 
University, Japan) 
11:20-12:00 Wrap-up 
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OS6: Aerodynamics for Mars Exploration Aerial Vehicle 
 
FUYOH 
November 9, 2011 
 
Chair: Hiroki Nagai (Tohoku University, Japan) 
OS6-1 
13:00-13:40 
 
 
OS6-2 
13:40-14:00 
 
 
 
 
OS6-3 
14:00-14:20 
 
 
 
 
OS6-4 
14:20-14:40 
 
 
 
14:40-15:00 

On Planetary Exploration by Deployable Membrane Aeroshell Probes Realizing 
Scattered Landing Points (Invited ) 
Kojiro Suzuki (The University of Tokyo, Japan) 
 
Comparison of Aerodynamic Data of a Wing Tested in 4 Wind Tunnels at Low 
Reynolds Numbers 
Masaru Koike (Osaka Institute of Technology, Japan), Hiroki Nagai (Tohoku 
University, Japan), Kouichi Yonemoto (Kyushu Institute of Technology, Japan) 
and Keisuke Asai (Tohoku University, Japan) 
 
Aerodynamic Advantages of Compulsively-Inflated Paraglider for Mas 
Exploration 
Koju Hiraki, Yasutomo Hidaka (Kyushu Institute of Technology, Japan), 
Takashi Abe, Kazuhiko Yamada (Japan Aerospace Exploration Agency, Japan) 
and Shin’Ichiro Higashino (Kyushu University, Japan) 
 
Airfoil Design for Mars Aircraft Using Modified PARSEC Geometry 
Representation 
Masahiro Kanazaki, Tomoyoshi Yotsuya (Tokyo Metropolitan University, 
Japan) and Kisa Matsushima (University of Toyama, Japan) 
 
BREAK 

 
Chair: Kojiro Suzuki (The University of Tokyo, Japan) 
OS6-5 
15:00-15:20 
 
 
 
 
 
OS6-6 
15:20-15:40 
 
 
 
 
 
OS6-7 
15:40-16:00 
 
 
 
 
 
 
 

Variable-pressure Wind Tunnel Test on Low Reynolds Number Aerodynamic 
Characteristics of Three-dimensional Wings 
Shintaro Shigeoka (Kyushu Institute of Technology, Japan), Hiroshi Ochi 
(Nishinippon Institute of Technology, Japan), Koichi Yonemoto, Takahiro 
Kobayashi, Eiji Kato, Tomohiro Narumi and Takaaki Matsumoto (Kyushu 
Institute of Technology, Japan) 
 
PIV Flow Visualization around Three-dimensional Wings in a 
Variable-pressure Wind Tunnel 
Gaku Sasaki, Kyoshiro Itakura, Eiji Kato (Kyushu Institute of Technology, 
Japan) , Hiroshi Ochi (Nishinippon Institute of Technology, Japan), Koichi 
Yonemoto, Tomohiro Narumi and Takaaki Matsumoto (Kyushu Institute of 
Technology, Japan) 
 
Profile and Induced Drag Decomposition of Low Reynolds Number Flow 
around Three-dimensional Wing by Wake Survey 
Takahiro Kobayashi, Koichi Yonemoto, Tomohiro Narumi and Takaaki 
Matsumoto (Kyushu Institute of Technology, Japan) 
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OS6-8 
16:00-16:20 
 
 
 
 
 
16:20-16:40 
 

Numerical Study on Aerodynamic Characteristics of Two-dimensional Airfoil 
for Mars Exploration UAV 
Ken Nishihara (Kyushu Institute of Technology, Japan), Keiichiro Takato 
(Nishinippon Institute of Technology, Japan), Kouki Ishibashi, Koichi 
Yonemoto, Tomohiro Narumi and Takaaki Matsumoto (Kyushu Institute of 
Technology, Japan) 
 
BREAK 

Chair: Koju Hiraki (Kyushu Institute of Technology, Japan) 
OS6-9 
16:40-17:00 
 
 
OS6-10 
17:00-17:20 
 
 
 
 
OS6-11 
17:20-17:40 
 
 
 
OS6-12 
17:40-18:00 
 
 
 

Aerial Deployment Test of a Small UAV for Mars Exploration Flight  
Koji Fujita, Hiroki Nagai, Keisuke Asai (Tohoku University, Japan) and Hiroshi 
Tokutake (Kanazawa University, Japan) 
 
Design of A Propeller of An Airplane on Mars 
Takashi Hayashida, Shigeru Sunada, Ryohei Ishida, Ken-ichi Kaneko (Osaka 
Prefecture University, Japan), Tetsuya Suwa, Hiroki Nagai, Keisuke Asai 
(Tohoku University, Japan), Yudai Goto, Koichi Yonezawa and Yoshinobu 
Tsujimoto (Osaka University, Japan) 
 
Aerodynamic Characteristics of Ishii Airfoil at Low Reynolds Numbers 
Masayuki Anyoji, Taku Nonomura, Akira Oyama, Kozo Fujii (Japan Aerospace 
Exploration Agency, Japan), Kei Nose, Daiju Numata, Hiroki Nagai and 
Keisuke Asai (Tohoku University, Japan) 
 
Experimental Study of Low-Reynolds-Number Aerodynamic Characteristics of 
Thin Airfoils in a Mars Wind Tunnel 
Hiroki Nagai, Shingo Ida, Kei Nose, Masayuki Anyoji, Daiju Numata and 
Keisuke Asai (Tohoku University, Japan) 
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OS7: Thermal-Fluid Flows and Plasma Physics 
 
La Boaune 
November 9, 2011 
 
Chair: C. C. Wang (National Chiao-Tung University, Taiwan) 
OS7-1 
13:30-14:00 
 
 
 
OS7-2 
14:00-14:20 
 
 
 
OS7-3 
14:20-14:40 
 
 
 
OS7-4 
14:40-15:00 
 
 
 
OS7-5 
15:00-15:20 
 
 
 
OS7-6 
15:20-15:40 
 
 
OS7-7 
15:40-16:00 

Thermal Analysis of a Biological Tissue – Estimation of Its Thermophysical 
Properties (Invited ) 
Subhash C. Mishra, Koushik Das and Rupesh Singh (Indian Institute of 
Technology Guwahati, India) 
 
High Rotation Number Effect on Heat Transfer in a Triangular Channel with 
Discrete V-shaped Ribs 
Ching-Shii Wang, Yu-Shun Lin and Yao-Hsien Liu (National Chiao-Tung 
University, Taiwan) 
 
Heat Transfer Characteristics of Jet Impingement on a Target Surface with 
Grooves 
Yuan-Hsiang Lo, Siao-Jhe Song and Yao-Hsien Liu (National Chiao-Tung 
University, Taiwan) 
 
Diagnosis of Malignances in Human Tissues: A Review of Non-Invasive 
Thermal Techniques  
Arka Bhowmik, Ramjee Repaka (Indian Institute of Technology Ropar, India) 
and Subhash C. Mishra (Indian Institute of Technology Guwahati, India) 
 
Numerical Simulations on Miscible Radial Hele-Shaw Flows with a 
Non-Monotonic Viscosity Profile 
Li-Chieh Wang, C. W. Huang and Ching-Yao Chen (National Chiao Tung 
University, Taiwan) 
 
Performance of Tube in Tube Heat Exchanger with Supercritical CO2 Fluid 
Kai-Hsiang Lin, Chi-Chuan Wang (National Chiao Tung University, Taiwan) 
and Steven Yu (Industrial Technology Research Institute, Taiwan) 
 
Improvement of Cell Attachment and Proliferation of Polylactide Surface Using 
a Two-Step Atmospheric-Pressure Plasma Jet Treatment Procedure 
Yi-Wei Yang, Chi-Liang Kuo (National Chiao Tung University, Taiwan), 
Chun-Chien Wen, Jane-Yii Wu (Da Yeh University, Taiwan), Hao-Yuan Huang, 
Ming-Hung Chiang and Jong-Shinn Wu (National Chiao Tung University, 
Taiwan) 

 
 
HAGI 
November 10, 2011 
 
Chair: Subhash C. Mishra (Indian Institute of Technology Guwahati, India) 
OS7-8 
9:30-10:00 
 
 
 
 

Development of a Parallel 2-D Hybrid Gas Flow and Plasma Fluid Modeling 
Algorithm and Its Application in Atmospheric-Pressure Plasma Jets (Invited) 
K.-M. Lin, M.-H. Hu, C.-T. Hung (National Chiao Tung University, Taiwan) 
and J.-S. Wu (National Chiao Tung University / National Center for 
High-Performance Computing, Taiwan) 
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OS7-9 
10:00-10:20 
 
OS7-10 
10:20-10:40 
 
 
OS7-11 
10:40-11:00 
 
 
OS7-12 
11:00-11:20 
 
 
 
OS7-13 
11:20-11:40 
 
 
 
11:40-13:30 
 

Numerical Study of Rayleigh-B nard Convection Near the Critical Point 
Biao Shen, Peng Zhang (Shanghai Jiao Tong University, China) 
 
Numerical Simulations on Immiscible Rotating Hele-Shaw Flows: A 
Phase-Field Approach 
Yu-Sheng Huang, Ching-Yao Chen (National Chiao Tung University, Taiwan) 
 
Trajectory of Table Tennis Ball – A Visual Study 
Feng-Yun Yu, Po-Lung Tien, Hsien-Kuo Chang, Sien Chi, Huai-Po Lo and 
Chi-Chuan Wang (National Chiao Tung University, Taiwan) 
 
Special Characteristics of Mixed Convection in a Three Dimensional Vertical 
Channel  
Wu-Shung Fu, Yun Huang and Kuan-Lan Liu (National Chiao Tung University, 
Taiwan) 
 
Outflow Boundary Condition in Finite Volume Method for Unsteady-state, 
Variable Density, Incompressible Fluid Flow Calculation in Unstructured Grid
Sohey Nozawa, Yohsuke Matsushita (Kyushu University, Japan), Hiroaki 
Tominaga and Masayasu Mouri (DELIGHT Co., Ltd., Japan) 
 
LUNCH 

Chair: Y. H. Liu (National Chiao-Tung University, Taiwan) 
OS7-14 
13:30-13:50 
 
 
OS7-15 
13:50-14:10 
 
 
 
 
OS7-16 
14:10-14:30 
 
 
 
 
 
OS7-17 
14:30-14:50 
 
 
 
OS7-18 
14:50-15:10 
 
 
15:10-15:20 
 
 

Manipulations of Magnetic Particle Chains in a Vibrating Field  
Yan-Hom Li, Shih-Tsung Shen, Jay-Min Pai and Ching-Yao Chen (National 
Chiao Tung University, Taiwan) 
 
Laminar Forced Convection in the Thermally Developing Region of a Parallel 
Plate Channel with Viscous Dissipation: Wall Heat Transfer and Energy Gain 
by the Fluid 
Ramjee Repaka (Indian Institute of Technology Ropar, India), V. V. 
Satyamurty (Indian Institute of Technology Kharagpur, India) 
 
Experimental Characterization of a Helium Round Atmospheric-Pressure 
Plasma Jet with a Convergent Nozzle 
C.-T. Liu, Y.-W. Yang (National Chiao Tung University, Taiwan), Z.-H. Lin 
(National Taiwan University, Taiwan), P.-T. Shen, C.-J. Wu, J.-R. Lin (National 
Chiao Tung University, Taiwan), K.-C. Liao (National Taiwan University, 
Taiwan) and J.-S. Wu (National Chiao Tung University, Taiwan) 
 
Development of Parallel Fluid Modeling for Low-temperature Inductively 
Coupled Plasma Source in Etching or Deposition Process 
Y.-M. Chiu, C.-T. Hung, J.-S. Wu (National Chiao Tung University, Taiwan) and 
Feng-Nan Hwang (National Central University, Taiwan) 
 
Natural Convection Flow in a Three Dimensional Vertical Wavy Channel with 
Uniform Surface Temperature 
Kuen-Rung Huang, Wu-Shung Fu (National Chiao Tung University, Taiwan) 
 
BREAK 
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Chair: Ramjee Repaka (Indian Institute of Technology Ropar, India) 
OS7-19 
15:20-15:40 
 
 
OS7-20 
15:40-16:00 
 
 
OS7-21 
16:00-16:20 
 
 
 
OS7-22 
16:20-16:40 
 
 
OS7-23 
16:40-17:00 
 
 
 
OS7-24 
17:00-17:20 
 
 
 
 
 
 

Effects of Surface Tension on Ferrofluids in a Radial Field  
Yan-Hom Li, Y-S Yang, W-L Wu, Ching-Yao Chen (Natioanl Chiao Tung 
University, Taiwan) 
 
The Fundamental Research of Jet Acoustic Noise 
Wu-Shung Fu, Wei-Hsiang Wang, Kuei-Yi Lin, Chiou-Jong Chen, Chih-Yong 
Chen and Cheng-Ping Chang (National Chiao Tung University, Taiwan) 
 
Analysis of Radiative Transport in a Cylindrical Participating Medium with 
Collimated Radiative Loading 
Subhash C. Mishra, Praveen Agarwal (Indian Institute of Technology 
Guwahati, India)and Ch. Hari Krishna (Tohoku University, Japan) 
 
An Investigation of Natural Convection in a Three Dimensional Tapered 
Chimney 
Yun Huang, Wu-Shung Fu (National Chiao Tung University, Taiwan) 
 
Streamer Dynamics in Methane/Air DBD Under High Pressure and 
High Temperature Conditions 
Hidemasa Takana (Tohoku University, Japan), Yasunori Tanaka (Kanazawa 
University, Japan) and Hideya Nishiyama (Tohoku University, Japan) 
 
Parallel Fluid Modeling of Large-Area Plasma Enhanced Chemical Vapor 
Deposition of Amorphous Silicon Thin Film 
Chieh-Tsan Hung, Kun-Mo Lin (National Chiao Tung University, Taiwan), 
Jong-Shinn Wu (National Chiao Tung University / National Center for 
High-Performance Computing, Taiwan) and Jen-Perng Yu (Ming Chuan 
University, Taiwan) 
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OS8: Flow-induced Degradations in Piping Systems  
of Nuclear Power Plants 

 
AKEBONO (EAST) 
November 9, 2011 
 
Session1 
Chair: Yutaka Watanabe (Tohoku University, Japan) 
OS8-1 
13:00-13:35 
 
 
OS8-2 
13:35-14:00 
 
 
OS8-3 
14:00-14:25 
 
 
 
OS8-4 
14:25-14:50 
 
 
14:50-15:00 

The Role of Flow in Flow-Accelerated Corrosion under Nuclear Power Plant 
Conditions (Invited)  
John M. Pietralik (Atomic Energy of Canada Ltd., Canada) 
 
On Evaluation of LDI Erosion Rate based on Fluid/Solid Coupled Simulation 
(Invited) 
Toshiaki Ikohagi (Tohoku University, Japan) 
 
Detection and Characterization of Vibration Induced Flaws in Nuclear Steam 
Generator Tubes (Invited) 
Tariq Khan, Amin Tayebi, Lalita Udpa and Satish Udpa (Michigan State 
University, USA) 
 
Pipe Wall Thickness Management for Flow Accelerated Corrosion using EMAT 
Monitoring System (Invited) 
Fumio Kojima, Daigo Kosaka and Kosuke Umetani (Kobe University, Japan) 
 
BREAK 

 
 
Session2 
Chair: Jean-Yves Cavaillé (INSA-Lyon, France) 
OS8-5 
15:00-15:25 
 
 
 
 
OS8-6 
15:25-15:50 
 
 
 
OS8-7 
15:50-16:15 
 
 
 
 
OS8-8 
16:15-16:35 
 
 
 

A Consideration of Effects of Hydrodynamics on Pipe-Wall-Thinning 
Phenomena (Invited)  
Fumio Inada, Kimitoshi Yoneda, Ryo Morita, Masaaki Satake and Kazutoshi 
Fujiwara (Central Research Institute of Electric Power Industry (CRIEPI), 
Japan) 
 
Occurrence of Asymmetric Pipe-wall Thinning behind an Orifice by Combined 
Effect of Swirling Flow and Orifice Bias (Invited)  
Nobuyuki Fujisawa, Takayuki Yamagata, Akihiro Ito, Syo Kanno and Tsuyoshi 
Takano (Niigata University, Japan) 
 
Computational Study of Liquid Droplet Impingement Erosion in Nuclear Power 
Plant (Invited)  
Jun Ishimoto (Tohoku University, Japan), Shinji Akiba, Kazuhiro Tanji 
(Tohoku Electric Power Co., Inc., Japan) and Kazuo Matsuura (Tohoku 
University, Japan) 
 
Overview of Pipe Wall Thickness Management at Tohoku Electric Power 
Hiroaki Kikkawa, Kunihiro Sato and Akira Sato (Tohoku Electric Power Co., 
Inc., Japan) 
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OS8-9 
16:35-16:55 
 
 
16:55-17:05 

Mechanistic Study of Combined Effect of Cr Content and Water Chemistry on 
FAC Rate of Carbon Steels 
Hiroshi Abe, Yutaka Watanabe (Tohoku University, Japan) 
 
BREAK 

 
 
Session3 
Chair: Hak-Joon Kim (Sungkyunkwan University, Korea) 
OS8-10 
17:05-17:30 
 
 
 
 
OS8-11 
17:30-17:55 
 
 
OS8-12 
17:55-18:20 
 
 
 
 
OS8-13 
18:20-18:40 
 
 
 
OS8-14 
18:40-19:00 
 

Nondestructive Investigation of Wall Thinning in Doubled Layer Tube by 
Magnetic Adaptive Testing  (Invited)  
Gábor Vértesy (Research Institute for Technical Physics and Materials Science, 
Hungary), Ivan Tomáš (Institute of Physics, Czech Republic), Tetsuya 
Uchimoto and Toshiyuki Takagi (Tohoku University, Japan) 
 
Can Acoustic Emission Help Monitor Damage of Pipes or Just Understand 
Damage Mechanisms? (Invited) 
Nathalie Godin, Marion Fregonese and Joël Courbon (INSA-Lyon, France) 
 
Reconstruction of Stress Corrosion Crack with Multi-frequency ECT Signals 
(Invited) 
Zhenmao Chen (Xi’an Jiaotong University, China), Shejuan Xie (Tohoku 
University, Japan), Li Wang (Xi’an Jiaotong University, China), Tetsuya 
Uchimoto and Toshiyuki Takagi (Tohoku University, Japan) 
 
Online Monitoring of Pipe Wall Thinning using Electromagnetic Acoustic 
Resonance 
Ryoichi Urayama, Tetsuya Uchimoto, Toshiyuki Takagi (Tohoku University, 
Japan) and Shigeru Kanemoto (The University of Aizu, Japan) 
 
Three Dimensional Wall Thinning Defect Reconstruction from Pulsed Eddy 
Current Testing Signals 
Shejuan Xie (Tohoku University, Japan), Zhenmao Chen, Xiaowei Wang (Xi’an 
Jiaotong University, China), Li Wang (Xi’an Jiaotong University/ Xi’an Posts 
and Telecommunications Institute, China), Toshiyuki Takagi and Tetsuya 
Uchimoto (Tohoku University, Japan) 
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OS9: Fluid-induced Seismicity: Modeling and Application 
 
HAGI 
November 9, 2011 
 
13:00-13:10       Opening Remarks 

          Takatoshi Ito (Tohoku University, Japan) 
 

Chair: Takatoshi Ito (Tohoku University, Japan) 
OS9-1 
13:10-13:50 
 
OS9-2 
13:50-14:30 
 
 
 
14:30-14:45 
 

Seismic and Aseismic Fluid Induced Motions (Invited)  
François Henri Cornet (University de Strasbourg, France) 
 
Seismicity and Geomechanics Associated with the Stimulation of a Tight Well 
on the Boundary of a Producing Geothermal Energy System (Invited)  
Michael Fehler, Alison Malcolm and Maria Silva (Massachusetts Institute of 
Technology, USA) 
 
BREAK 

Chair: Hiroshi Asanuma (Tohoku University, Japan) 
OS9-3 
14:45-15:25 
 
 
OS9-4 
15:25-15:50 
 
 
OS9-5 
15:50-16:15 
 
 
16:15-16:30 

Seismological Aspects about Fluid Induced Seismicity: Insights Gained from 
Recent Studies at Core, Reservoir, and Regional scales (Invited)  
Xinglin Lei (Advanced Industrial Science and Technology, Japan) 
 
Coupled Hydraulic and Microseismic Analysis for Reservoir Stimulation  
Kazuhiko Tezuka, Yusuke Kumano, Tetsuya Tamagawa (Japan Petroleum 
Exploration Co., Ltd., Japan) and Kimio Watanabe (Renergies, Japan) 
 
Characteristics of Earthquakes Observed at Geothermal Fields 
Hiroshi Asanuma, Yusuke Mukuhira, Doone Wyborn, Markus Häring, Masaho 
Adachi and Hiroaki Niitsuma (Tohoku University, Japan) 
 
BREAK 

 
Chair: Takatoshi Ito (Tohoku University, Japan) 
OS9-6 
16:30-16:55 
 
 
OS9-7 
16:55-17:20 
 
 
 
 
OS9-8 
17:20-17:45 
 
 
 
 
17:45-17:55 

Pressure and Flow Structure Estimation from Microseismic Monitoring 
Takatoshi Ito, Hiroyuki Maki (Tohoku University, Japan) and Hideshi Kaieda 
(Central Research Institute of Electric Power Industry, Japan) 
 
Fault-Plane Solution of Acoustic Emission Induced by Pore Pressure Increase 
in a Tri-axial Experiment of Berea Sandstone 
Tsuyoshi Ishida, Daisuke Fukahori, Motoi Ishida, Ryousuke Sato,  Sumihiko 
Murata (Kyoto University, Japan), Shigenobu Onozuka, Kazuhito Oseto and 
Koji Yamamoto (Japan Oil, Gas and Metals National Corporation, Japan) 
 
Distinct Element Modeling of Acoustic Emission Induced by Hydraulic 
Fracturing in Laboratory 
Hiroyuki Shimizu (Tohoku University, Japan), Sumihiko Murata (Kyoto 
University, Japan), Takatoshi Ito (Tohoku University, Japan) and Tsuyoshi 
Ishida (Kyoto University, Japan) 
 
Closing 
Hiroshi Asanuma (Tohoku University, Japan) 
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OS10: Biofluid for Medical Application 
 
HAGI 
November 11, 2011 
 
Chair: Makoto Ohta and Toshio Nakayama (Tohoku University, Japan) 
OS10-1 
9:00-9:45 
 
OS10-2 
9:45-10:30 
 
 
 
 
 
OS10-3 
10:30-10:45 
 
 
OS10-4 
10:45-11:00 
 
 
OS10-5 
11:00-11:15 
 
 
 
 
OS10-6 
11:15-11:30 
 
 

Optimisation of Stents for Cerebral Aneurysm Application (Invited)  
Karkenahalli Srinivas, Chang-Joon Lee (The University of Sydney, Australia) 
 
Computational Fluid Dynamics using Medical Images on Biomechanics 
(Invited ) 
Teruo Matsuzawa, Futoshi Mori (Japan Advanced Institute of Science and 
Technology, Japan), Kiyoshi Kumahata (Fujitsu Nagano Systems Engineering, 
Ltd., Japan) and Sho Hanida (Japan Advanced Institute of Science and 
Technology, Japan) 
 
Visualization of Flow Characteristics of Prosthetic Mono-leaflet Heart Valve 
Sanjeev D. Muskawad, Shailendra D. Sharma (Indian Institute of Technology 
Bombay, India) 
 
Stent Effects on Aneurysms by Changes in Vascular Architecture 
Kenichi Kono, Yuko Tanaka, Ryo Yoshimura, Takeshi Fujimoto, Hideo Okada, 
Aki Shintani and Tomoaki Terada (Wakayama Rosai Hospital, Japan) 
 
Comparison between Ultrasonic-Measurement-Integrated Simulation and 
Ordinary Simulation with Measured Upstream Velocity Condition 
Shusaku Sone, Takaumi Kato, Kenichi Funamoto,  Toshiyuki Hayase (Tohoku 
University, Japan), Masafumi Ogasawara, Takao Jibiki, Hiroshi Hashimoto 
and Koji Miyama (GE Healthcare Japan, Japan)  
 
Effect of Aspect Ratio of Cerebral Aneurysm on Flow Reduction with Stent 
Toshio Nakayama, Makoto Ohta (Tohoku University, Japan) 
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OS11: Micro Channels and Membrane Proteins 
  
FUJI 
November 10, 2011 
 
Chair: Noriko Tomita (Tohoku University, Japan) 
OS11-1 
9:00-9:30 
 
 
 
OS11-2 
9:30-10:00 
 
 
 
 
OS11-3 
10:00-10:30 
 
 
10:30-10:45 

Bacterial Two-component and Hetero-oligomeric Pore-forming Cytolytic 
Toxins: Structures, Pore-forming Mechanism, and the Organization of the 
Genes (Invited)  
Yoshiyuki Kamio (Yamagata University, Japan) 
 
Crystal Structure of the Octameric Pore of Staphylococcal -hemolysin (Invited)
Yoshikazu Tanaka, Keitaro Yamashita, Yuka Kawai, Nagisa Hirano (Hokkaido 
University, Japan), Jun Kaneko, Noriko Tomita, Makoto Ohta (Tohoku 
University, Japan), Yoshiyuki Kamio (Yamagata University, Japan), Min Yao 
and Isao Tanaka (Hokkaido University, Japan)  
 
Three-state Discrete Kinetics of the OpdK Protein Pore (Invited) 
Belete R. Cheneke (Syracuse University, USA), Bert Van den Berg (Program in 
Molecular Medicine, USA) and Liviu Movileanu (Syracuse University, USA) 
 
BREAK 

 
Chair: Makoto Ohta (Tohoku University, Japan) 
OS11-4 
10:45-11:10 
 
 
 
 
OS11-5 
11:10-11:40 
 
 
 
 
OS11-6 
11:40-12:00 
 
 

Characterization and Image Analysis of Heteroheptameric Structure on 
Staphylococcal -hemolysin Transmembarne Pore (Invited)  
Noriko Tomita, Kazuyo Abe, Jun Kaneko (Tohoku University, Japan), 
Yoshiyuki Kamio (Yamagata University, Japan) and Makoto Ohta (Tohoku 
University, Japan) 
 
Structural Analysis of Protein Complexes by Electron Microscopy and Image 
Analysis (Invited ) 
Takuo Yasunaga, Yoshihiro Tsukada, Jin Mingyue, Keita Watanabe, Kaori 
Ogawa, Hiroko Takazaki, Risa Yamashita (Kyushu Institute of Technology, 
Japan) and Takeyuki Wakabayashi (Teikyo University, Japan) 
 
Two-dimensional Numerical Simulation of the Behavior and Deformation of 
Erythrocyte Passing through a Microchannel 
Atsushi Kase, Kiyoshi Bando and Kenkichi Ohba (Kansai University, Japan) 
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OS12: The Seventh International Students/Young Birds 
Seminar on Multi-Scale Flow 

 
AKEBONO (WEST) 
November 9, 2011 
 
13:00-13:05 
 
Session 1 
13:05-(14:05) 
 
 
OS12-1 
 
 
 
 
 
OS12-2 
 
 
 
OS12-3 
 
 
 
 
 
 
OS12-4 
 
 
 
 
 
 
OS12-5 
 
 
 
 
OS12-6 
 
 
 
OS12-7 
 
 
OS12-8 
 
 
 

Opening 
 
-Award Session - 
Short Oral Presentation 
3 min for Short Oral Presentation without PC preparation 
 
X-Ray Computed Tomographic Study of Changes in Packing State of 
Hydrogen Storage Alloys
Masahiko Okumura, Ayaka Ikado, Yasuhiro Saito, Hideyuki Aoki, 
Takatoshi Miura (Tohoku University, Japan) and Yoshiaki Kawakami 
(Takasago Thermal Engineering Co., Ltd. , Japan)
 
Process of Leading Edge Receptivity to Periodic Disturbances 
Yu Nishio, Masaya Shigeta, Seiichiro Izawa and Yu Fukunishi (Tohoku 
University, Japan) 
 
Comparison of Carbon Black Configurations Formed by Benzene and 
Acetylene Pyrolysis
Kiminori Ono, Miki Yanaka, Sho Tanaka, Yasuhiro Saito, Masakazu 
Shoji,  Hideyuki Aoki, Takatoshi Miura (Tohoku University, Japan), 
Okiteru Fukuda, Takayuki Aoki and Togo Yamaguchi (Asahi Carbon Co., 
Ltd., Japan)
 
Quantification of Non-adhesion Particle Boundary by Observation of Coke 
Fracture Cross-section
Tetsuya Kanai, Yoshiaki Yamazaki, Xiaoqing Zhang, Ataru Uchida, 
Yasuhiro Saito, Masakazu Shoji, Hideyuki Aoki, Takatoshi Miura (Tohoku 
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Hyunyul Kim (George Mason University, USA) and Shinkyu Jeong (Tohoku 
University, Japan / George Mason University, USA) 
 
Development of Efficient Hole Searching Algorithm of Overset Grid System 
for Helicopter Rotor Analysis and Design Framework 
Seonhyeong Lee, Sanghyun Chae (Pusan National University, Korea), Shinkyu 
Jeong (Tohoku University, Japan) and Kwanjung Yee (Pusan National 
University, Korea) 
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CRF-9 
 
 
 
CRF-10 
 
 
 
 
 
CRF-11 
 
 
 
 
CRF-12 
 
 
 
 
 
CRF-13 
 
 
 
 
CRF-14 
 
 
 
 
CRF-15 
 
 
 
CRF-16 
 
 
 
CRF-17 
 
 
 
 
 
 
CRF-18 
 
 
 
 
 
 

Improvement of Reality of CG Motion Pictures by Hydrodynamic Effects 
Takashi Ishihara (Nagoya University, Japan), Yuji Hattori (Tohoku University, 
Japan) 
 
Investigation of Hypersonic Flows about Leading Edges of Small Bluntness 
Mikhail Ivanov (Khristianovich Institute of Theoretical and Applied Mechanics, 
Russia), Shigeru Yonemura (Tohoku University, Japan), Yevgeniy Bondar, 
Dmitry Khotyanovsky, Alexey Kudryavtsev (Khristianovich Institute of 
Theoretical and Applied Mechanics, Russia) 
 
Experimental Studies of Sonic Boom Using a Two-stage Light Gas Gun 
Kazuaki Hatanaka, Tsutomu Saito (Muroran Institute of Technology, Japan), 
Kiyonobu Ohtani, Toshihiro Ogawa, Shigeru Obayashi (Tohoku University, 
Japan) and Masahide Katayama (Itochu Techno-Solutions Corporation, Japan)
 
Effect of Electron Behavior in front of Shock Wave on Thermo-Chemical 
Process behind the Shock Wave 
Gouji Yamada, Shota Ago, Shingo Otsuta, Takashi Matsuno, Hiromitsu 
Kawazoe (Tottori University, Japan) and Shigeru Obayashi (Tohoku 
University, Japan) 
 
Development of Force Balance for Its Application to a Silent Supersonic 
Biplane Model in the Low Speed Wind Tunnel 
Hiromitsu Kawazoe, Hiroshi Suemura, Gouji Yamada, Takashi Matsuno 
(Tottori University, Japan) and Shigeru Obayashi (Tohoku University, Japan) 
 
Shock Induced Temperature Measurement using Laser-Induced Thermal 
Acoustics 
Toshiharu Mizukaki (Tokai University, Japan) , Shigeru Obayashi (Tohoku 
University, Japan) 
 
Streamer Propagation Mechanism in Water 
Hidemasa Fujita (Tohoku University, Japan), Seiji Kanazawa (Oita University, 
Japan) and Takehiko Sato (Tohoku University, Japan) 
 
Advancement of Numerical Method for Cavitating Flow around a Hydrofoil 
Yuka Iga, Naoya Ochiai (Tohoku University, Japan), Wang Guoyu, Zhang 
Mindi and Huang Biao (Beijing Institute of Technology, China) 
 
Effect of Neighboring Solid Wall on Generation of Residual Microbubbles after 
Collapse of Laser-Induced Bubble 
Takehiko Sato (Tohoku University, Japan), Marc Tinguely (Swiss Federal 
Institute of Technology Lausanne, Switzerland), Masanobu Oizumi (Tohoku 
University, Japan) and Mohamed Farhat (Swiss Federal Institute of 
Technology Lausanne, Switzerland) 
 
Observation of Bubble Formation and Collapse Process by Generating a 
Plasma 
Takehiko Sato (Tohoku University, Japan), Takashi Miyahara (Shizuoka 
University, Japan) and Tatsuyuki Nakatani (Toyo Advanced Technologies 
Company, Ltd., Japan) 
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CRF-19 
 
 
 
 
CRF-20 
 
 
 
 
CRF-21 
 
 
 
 
CRF-22 
 
 
 
 
CRF-23 
 
 
 
 
 
 
CRF-24 
 
 
 
CRF-25 
 
 
 
 
CRF-26 
 
 
 
 
 
CRF-27 
 
 
 

Analysis of Plasma Flow at Gas-Liquid Interface for Biological Interaction 
Naoya Kishimoto (Tohoku University, Japan), Tetsuji Shimizu, Gregor 
E.Morfill  (Max-Planck Institute for Extraterrestrial Physics, Germany) and 
Takehiko Sato (Tohoku University, Japan) 
 
Anti-bacterial Effect of a Dielectric Barrier Discharge Plasma against 
Biofilm-producing Gram Negative Bacilli 
Yoshihisa Nakano, Shigeru Fujimura and Takehiko Sato (Tohoku University, 
Japan) 
 
Computational Study on Atmospheric RF Discharge with Kinetic-Fluid 
Integrated Model 
Zhi-Bin Wang, Pei-Si Le, He-Ping Li, Cheng-Yu Bao (Tsinghua University, 
China), Hidemasa Takana and Hideya Nishiyama (Tohoku University, Japan) 
 
Radical Generation During Streamer Propagation in Methane/Air DBD 
Under High Pressure and High Temperature Conditions 
Hidemasa Takana (Tohoku University, Japan), Yasunori Tanaka (Kanazawa 
University, Japan) and Hideya Nishiyama (Tohoku University, Japan) 
 
Investigation of Supersonic Hybrid-Stabilized Argon-Water Arc for Biomass 
Gasification: The Role of Radiation Transfer Method Used in Computer 
Simulation 
Jiri Jeništa (Institute of Plasma Physics, Czech Republic), Hidemasa Takana, 
Hideya Nishiyama (Tohoku University, Japan) and Milan Hrabovsk  (Institute 
of Plasma Physics, Czech Republic) 
 
Instability of High-Temperature Premixed Flames 
Satoshi Kadowaki, Takuya Oshima (Nagaoka University of Technology, Japan) 
and Hideaki Kobayashi (Tohoku University, Japan) 
 
Real Time Modeling of Flame Front Evolution by Kinematical Model 
Boris Mazurok, Alex Menschikov, Boris Dolgovesov (Institute of Automation 
and Electrometry SB RAS, Russia), Roman Fursenko, Sergey Minaev (ITAM 
SB RAS, Russia) and Kaoru Maruta (Tohoku University, Japan) 
 
GPU-based Parallel Computations of Low Lewis Number Stretched Premixed 
Flames 
Roman Fursenko, Sergey Minaev (Khristianovich Institute of Theoretical and 
Applied Mechanics, SB RAS, Russia), Kaoru Maruta and Hisashi Nakamura 
(Tohoku University, Japan) 
 
Numerical Studies of the Reacting Rarefied Flows in Tubes 
Yevgeniy Bondar, Georgy Shoev (Khristianovich Institute of Theoretical and 
Applied Mechanics, Russia), Kaoru Maruta (Tohoku University, Japan) and 
Mikhail Ivanov (Khristianovich Institute of Theoretical and Applied Mechanics, 
Russia) 

 
 

Chair: Kaoru Maruta (Tohoku University, Japan) 
10:40-11:30  Progress in Transdisciplinary Collaborative Research Project  
Presenter: Jun Ishimoto, Kaoru Maruta, Takehiko Sato (Institute of Fluid Science, Tohoku 
University, Japan) 
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12:00-13:00 
 

Lunch and Poster Session 
 
 

Chair: Hidemasa Takana (Tohoku University, Japan) 
13:00-14:00 
 
 
CRF-28 
 
 
 
CRF-29 
 
 
 
 
CRF-30 
 
 
 
 
 
CRF-31 
 
 
 
 
CRF-32 
 
 
 
 
 
CRF-33 
 
 
 
 
 
 
 
CRF-34 
 
 
 
 
 
CRF-35 
 
 
 
 
 

Short Oral Presentation 
(3 min for Short Oral Presentation) 
 
Rheological Analysis of the Mechanism of Fetal Brain Hemorrhage 
Takuya Ito, Kenichi Funamoto, Kiyoe Funamoto, Kaori Tanabe, Ai Nakamura, 
Toshiyuki Hayase and Yoshitaka Kimura (Tohoku University, Japan) 
 
Left Atrial Vortex 
Muneichi Shibata (Miyagi Cardiovascular and Respiratory Center /Tohoku 
University, Japan), Tomoyuki Yambe, Kenichi Funamoto and Toshiyuki Hayase 
(Tohoku University, Japan) 
 
Computational Simulation of Blood Flow in Intracranial Aneurysms under 
Patient-Specific Pulsatile Inlet Condition 
Shin-ichiro Sugiyama (Kohnan Hospital, Japan), Kenichi Funamoto, Toshiyuki 
Hayase (Tohoku University, Japan) and Teiji Tominaga (Tohoku University 
school of Medicine, Japan) 
 
Local Blood Flow Instability and Oscillatory Shear in Intracranial Aneurysms 
Shin-ichiro Sugiyama (Kohnan Hospital, Japan), Toshio Nakayama, Makoto 
Ohta (Tohoku University, Japan) and Teiji Tominaga (Tohoku University School 
of Medicine, Japan) 
 
Detection of Microcalcification in Soft Tissue Employing B-Flow "Twinkling" 
Sign 
Lei Liu (GE Healthcare Japan Corporation, Japan), Kei Ozawa, Kenichi 
Funamoto, Makoto Ohta, Toshiyuki Hayase (Tohoku University, Japan) and 
Masafumi Ogasawara (GE Healthcare Japan Corporation, Japan) 
 
Preliminary Experiments for Investigation on Mechanism of Contra-Coup 
Injury in Blast-Induced Traumatic Brain Injury 
Atsuhiro Nakagawa, Kinonobu Ohtani (Tohoku University, Japan), Keisuke 
Goda (University of California, USA), Tatsuhiko Arafune (The University of 
Tokyo, Japan), Toshikatsu Washio (National Institute of Advanced Industrial 
Science and Technology, Japan), Toshiyuki Hayase and Teiji Tominaga (Tohoku 
University, Japan) 
 
Effect of Initial Conditions of Stent Geometry on Optimized Design of Flow 
Diverters 
Hitomi Anzai (Tohoku University, Japan), Jean-Luc Falzone, Bastien Chopard 
(University of Geneva, Switzerland) and Makoto Ohta (Tohoku University, 
Japan) 
 
Friction Analysis of Biometal on PVA Biomodel 
Hiroyuki Kosukegawa (Tohoku University, Japan), Vincent Fridrici, Philippe 
Kapsa, Boyko Stoimenov (Ecole Centrale de Lyon, France), Koshi Adachi and 
Makoto Ohta (Tohoku University, Japan) 
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CRF-36 
 
 
 
 
CRF-37 
 
 
 
CRF-38 
 
 
 
 
 
CRF-39 
 
 
CRF-40 
 
 
 
CRF-41 
 
 
 
CRF-42 
 
 
 
 
 
CRF-43 
 
 
 
 
CRF-44 
 
 
 
 
 
CRF-45 
 
 
 
CRF-46 
 
 
 
 
 

Study of Magnetic Stimulation for the Peripheral Nerve 
Hitoshi Mori (IFG CO., Ltd., Japan), Toshiyuki Takagi, Shinichi Izumi, 
Hiroyasu Kanetaka, Eizaburo Suzuki (Tohoku University, Japan) and 
Toshihiko Abe (IFG CO., Ltd., Japan) 
 
Springtail Jump on Water Surface 
Toshiya Kainuma, Seiichi Sudo (Akita Prefectural University, Japan), Atsushi 
Shirai and Toshiyuki Hayase (Tohoku University, Japan) 
 
Si Single-Electron Transistor with Single-Hole Trap Formed by 
Photo-Irradiation 
Michito Shinohara, Yuki Kato, Masashi Arita (Hokkaido University, Japan), 
Akira Fujiwara (NTT Corporation, Japan) and Yasuo Takahashi (Hokkaido 
University, Japan) 
 
Optical Properties of Quantum Dot Superlattices 
Takashi Kita, Osamu Kojima and Yuikihiro Harada (Kobe University, Japan) 
 
Neutral Beam Fabrication Technology for the Double Gate MOSFET 
Kazuhiko Endo (Advanced Industrial Science and Technology, Japan), Akira 
Wada and Seiji Samukawa (Tohoku University, Japan) 
 
Low Damage Fabrication of Si Photonic Devices by Neutral Beam Technology 
Jingnan Cai (The University of Tokyo, Japan), Seiji Samukawa (Tohoku 
University, Japan) and Kazumi Wada (The University of Tokyo, Japan) 
 
Consolidation of Ti-6Al-4V Powder by a Compression Rotation Shearing 
Method at Room Temperature 
Sou Kato, Noboru Nakayama (Shinshu University, Japan), Hiroyuki Miki 
(Tohoku University, Japan) and Hiroyuki Takeishi (Chiba Institute of 
Technology, Japan) 
 
Development of Structure-controllable Multi-disk Single-electron Transistors 
by Ultimate Etching Technique with Bio-templating 
Ichiro Yamashita (Nara Institute of Science and Technology, Japan), Seiji 
Samukawa (Tohoku University, Japan) 
 
Development of High Performance Strained-Ge Channel Device Utilizing 
Neutral-beam Oxidized Film 
Toru Kurebayashi, Yusuke Hoshi, Kentarou Sawano, Yasuhiro Shiraki (Tokyo 
City University, Japan), Akira Wada and Seiji Samukawa (Tohoku University, 
Japan) 
 
Fundamental Study on Spiking Neuron Devices 
Takashi Morie, Haichao Liang, Yilai Sun (Kyushu Institute of Technology, 
Japan), Makoto Igarashi and Seiji Samukawa (Tohoku University, Japan) 
 
Numerical Simulation of Electronic States of Regularly Arrayed Si Quantum 
Dot System 
Nurrul Syafawati Binti Humam, Nobuhiro Tsumori, Motoki Takahashi, 
Toshiharu Saiki (Keio University, Japan) and Seiji Samukawa (Tohoku 
University, Japan) 
 



－ 60 － － 61 －

CRF-47 
 
 
 
 
14:00-14:15 

Development and Flow Evaluation of Electro-Rheological Nano-Suspensions 
Katsufumi Tanaka, Takanobu Hira, Ryuichi Fukui, Haruki Kobayashi, Ryuichi 
Akiyama (Kyoto Institute of Technology, Japan), Masami Nakano and Shouta 
Enami (Tohoku University, Japan) 
 
BREAK 

 
Chair: Hiroyuki Miki (Tohoku University, Japan) 
14:15-15:21 
 
 
CRF-48 
 
 
 
 
CRF-49 
 
 
 
 
 
CRF-50 
 
 
 
 
CRF-51 
 
 
 
 
CRF-52 
 
 
 
CRF-53 
 
 
 
 
 
 
CRF-54 
 
 
 
 
CRF-55 
 
 
 
 

Short Oral Presentation 
(3 min for Short Oral Presentation) 
 
Study of Contact Alignment for the Slider Specimen of Tribometer 
Minoru Goto (Ube National College of Technology, Japan), Kosuke Ito (Nihon 
University, Japan), Hiroyuki Miki and Takanori Takeno (Tohoku University, 
Japan) 
 
Tribological Behavior and Electrical Contact Resistance of Metal-containing 
DLC Coating for Electrically-Conductive Tribo-elements 
Julien Fontaine, Michel Belin, Sandrine Bec, Thierry Le Mogne (Ecole Centrale 
de Lyon, France), Toshiyuki Takagi, Takanori Takeno, Koshi Adachi and 
Hiroyuki Miki (Tohoku University, Japan) 
 
Optimization of Ink Viscosity of a Continuous Inkjet by Experiment and 
Numerical Simulation 
Masami Nakano (Tohoku University, Japan), Tameo Nakanishi  and Hinoki 
Tsunokake (Yamagata University, Japan) 
 
Impact of Liquid Drops on Heated Grooved Surfaces 
Sivakumar Deivandren (Indian Institute of Science, India), Kazunari Katagiri, 
Tomoki Nakajima, Hidemasa Takana and Hideya Nishiyama (Tohoku 
University, Japan) 
 
Transport Phenomena at Nano-Structured Interfaces 
Masahiko Shibahara (Osaka University, Japan), Taku Ohara and Gota 
Kikugawa (Tohoku University, Japan) 
 
A Classical Molecular Dynamics Study on Thermodynamic Properties of 
Cryogenic Hydrogen/Oxygen System 
Shin-ichi Tsuda (Shinshu University, Japan), Masato Tomi, Nobuyuki Tsuboi 
(Kyushu Institute of Technology, Japan), Hiroki Nagashima, Takashi 
Tokumasu (Tohoku University, Japan) and Mitsuo Koshi (The University of 
Tokyo, Japan) 
 
A Molecular Dynamics Study of Momentum Transport in a Nanoscale Liquid 
Bridge 
Takashi Tokumasu (Tohoku University, Japan), Marie-Hélène Meurisse, 
Nicolas Fillot and Philippe Vergne (INSA-Lyon, France)  
 
Proton Transport in Hydrogen Bond Network of Confined Water 
Nobuya Miyoshi, Ikuya Kinefuchi (The University of Tokyo, Japan), Takashi 
Tokumasu (Tohoku University, Japan), Shu Takagi and Yoichiro Matsumoto 
(The University of Tokyo, Japan) 
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CRF-56 
 
 
 
CRF-57 
 
 
 
CRF-58 
 
 
 
 
 
CRF-59 
 
 
 
CRF-60 
 
 
 
 
CRF-61 
 
 
 
 
 
 
 
 
CRF-62 
 
 
 
 
CRF-63 
 
 
 
 
 
CRF-64 
 
 
 
 
CRF-65 
 
 
 
 

Oscillation Characteristics of Levitated Magnet-Magnetic Fluid System 
Michihiro Shinozaki, Seiichi Sudo (Akita Prefectural University, Japan), 
Hidemasa Takana and Hideya Nishiyama (Tohoku University, Japan) 
 
New Exact Solutions for Vortex Rings with Swirl and Magnetic Field 
Yuji Hattori (Tohoku University, Japan), Stefan G. Llewellyn Smith (UCSD, 
USA) 
 
A Numerical Study of the Effect of Large Deformations of a Trailing Vortex on 
Its Breakdown 
Naoya Takahashi (Tokyo Denki University, Japan), Takeshi Miyazaki (The 
University of Electro-Communications, Japan), Nozomu Hatakeyama, Yuji 
Hattori (Tohoku Univeresity, Japan) 
 
The Instability of a Helical Vortex Tube with Axial Flow 
Yasuhide Fukumoto (Kyushu University, Japan), Yuji Hattori (Tohoku 
University, Japan) 
 
Numerical and Experimental Research on Active Control of the Hole-Tone 
Feedback Problem 
Mikael A. Langthjem (Yamagata University, Japan), Masami Nakano (Tohoku 
University, Japan) 
 
Entropy Flow in Magnetically Ordered Heusler Alloys under Influence of 
Temperature or Magnetic Field 
Vladimir Khovaylo, Ekaterina Avilova (National University of Science and 
Technology, Russia), Hiroyuki Miki, Toshiyuki Takagi, Makoto Ohtsuka 
(Tohoku University, Japan), Vasiliy Buchelnikov (Chelyabinsk State University, 
Russia), Konstantin Skokov (Tver State University, Russia / Leibniz Institute 
for Solid State and Materials Research, Germany) and Oliver Gutfleisch 
(Leibniz Institute for Solid State and Materials Research, Germany) 
 
Simulation Analysis on the Change of B-H Curve Pattern for Sensitized Alloy 
600 
Katsuhiko Yamaguchi, Kenji Suzuki (Fukushima University, Japan), Tetsuya 
Uchimoto and Toshiyuki Takagi (Tohoku University, Japan) 
 
Nondestructive Evaluation of Austenitic Stainless Steel Residual Strain with 
EMAT 
Liqiang Zhong (Tsinghua University, China), Tetsuya Uchimoto, Toshiyuki 
Takagi (Tohoku University, Japan), Naoki Chigusa (Kansai Electric Power 
Company, Inc., Japan) and Luming Li (Tsinghua University, China) 
 
Reconstruction of Wall Thinning from Pulse Eddy Current Signals 
Zhenmao Chen (Xi’an Jiaotong University, China), Shejuan Xie (Tohoku 
University, Japan), Xiaowei Wang, Yong Li (Xi’an Jiaotong University, China), 
Tetsuya Uchimoto and Toshiyuki Takagi (Tohoku University, Japan) 
 
Energy Transfer Simulation and Analysis on Mega-scale Environment 
Noboru Yamada (Nagaoka University of Technology, Japan), Atsushi Sakurai 
(Niigata University, Japan), Atsuki Komiya and Shigenao Maruyama (Tohoku 
University, Japan) 
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CRF-66 
 
 
 
 
CRF-67 
 
 
 
 
CRF-68 
 
 
 
 
 
 
CRF-69 
 
 
 
 
 
 
15:30-16:30 

Heat Transfer Analysis in a Biological Tissue Exposed to Laser Irradiation 
Atsushi Sakurai (Niigata University, Japan), Yoshiyuki Sato, Shigenao 
Maruyama, Junnosuke Okajima and Atsuki Komiya (Tohoku University, 
Japan) 
 
Usage of the Lattice Boltzmann Method Applied to the Analysis of Radiative 
Transfer in a Participating Medium Subjected to Collimated Loading 
Subhash C. Mishra, Rohan Ranganath Vernekar (Indian Institute of 
Technology Guwahati, Indai) 
 
Detection Accuracy Analysis of Several Eddy Current Probes on the Impact 
Damage of Carbon-Fibre Plastic Composite 
Jun Cheng, Jinhao Qiu (Nanjing University of Aeronautics & Astronautics, 
China), Toshiyuki Takagi, Tetsuya Uchimoto (Tohoku University, Japan), 
Fuqiang Wu (Nanjing University of Aeronautics & Astronautics, China) and 
Ning Hu (Chiba University, Japan) 
 
Evaluation of Thin Coating Layers using Non-Specular Reflection of Rayleigh 
Waves 
Hak-Joon Kim, Sung-Jin Song (Sungkyunkwan University, Korea), Sung-Duk 
Kwon (Andong National University, Korea), Toshiyuki Takagi, Hiroyuki Miki 
and Tetsuya Uchimoto (Tohoku University, Japan) 
 
 
Poster Session 
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PS2: 5th Functionality DEsign of the COntact Dynamics:(DECO2011) 
 

HAGI 
November 11, 2011 
 
Chair: Julien Fontaine (Ecole Centrale de Lyon, France) 
PS2-1 
12:30-13:00 
 
 
 
PS2-2 
13:00-13:25 
 
 
 
 
PS2-3 
13:25-13:50 
 
 
13:50-14:00 

Geometrical Effects in Contact Mechanics: From Atomic Membranes to 
Evolving Asperities (Invited)  
Robert W. Carpick, Tevis D. B. Jacobs, Xin Z. Liu and Qunyang Li (University 
of Pennsylvania, USA) 
 
Tribological Properties of Me-DLC Containing Ag and Cu (Invited) 
Minoru Goto (Ube National College of Technology, Japan), Julien Fontaine, 
Sandrine Bec, Michel Belin, Thierry Le Mogne (Ecole Cenrale de Lyon, France) 
Kosuke Ito (Nihon University, Japan), Takanori Takeno and Hiroyuki Miki 
(Tohoku University, Japan) 
 
Structural and Tribological Properties of DLC Films Prepared by Unbalanced 
Magnetron Sputtering (UBMS) (Invited) 
Hirotaka Ito, Kenji Yamamoto (Kobe Steel Ltd., Japan) 
 
BREAK 
 

Chair: Hiroyuki Miki (Tohoku University, Japan) 
PS2-4 
14:00-14:25 
 
 
PS2-5 
14:25-14:45 
 
 
 
 
 
PS2-6 
14:45-15:05 
 
 
15:05-15:15 

Impact - Sliding of Solids: Effect of Contact Conditions (Invited)  
Philippe Kapsa, Maha Messaadi, Gaetan Bouvard and Vincent Fridrici (Ecole 
Centrale de Lyon, France) 
 
Improvement of Vacuum Boundary Lubrication Properties of Multiply 
Alkylated Cyclopentane Oil by the Concurrent use with Diamond-like Carbon 
Coating 
Masanori Iwaki (Tohoku University / Japan Aerospace Exploration Agency, 
Japan), Takanori Takeno, Hiroyuki Miki and Toshiyuki Takagi (Tohoku 
University, Japan) 
 
Deposition and Tribological Behavior of Amorphous Silicon-Carbon Coatings 
Takanori Takeno, Masaki Sawano, Pengfei Wang, Hiroyuki Miki and Toshiyuki 
Takagi (Tohoku University, Japan) 
 
BREAK 

 
Chair: Toshiyuki Takagi (Tohoku University, Japan) 
PS2-7 
15:15-15:35 
 
 
 
PS2-8 
15:35-16:00 

Preparation and Tribological Characterization of Carbon Nitride Coatings in  
a RF PECVD-DC PVD Hybrid Coating Process  
Pengfei Wang, Takanori Takeno, Koshi Adachi, Hiroyuki Miki and Toshiyuki 
Takagi (Tohoku University, Japan) 
 
Multiple Magnetization Reversal in Cr (PO )2 (Invited) 
Alexander Vasiliev, Olga Volkova (Moscow State University, Russia), Andrea 
Schmidt, Robert Glaum (Giessen University, Germany), Marius Millot, 
Jean-Marc Broto (Toulouse University, France), Jiunn-Yuang Lin (National 
Chiao-Tung University, Taiwan), Rüdiger Klingeler, Mahmoud Abdel-Hafiez, 
Anja Wolter and Bernd Buechner (Leibniz Institute for Solid State and 
Materials Research, Germany) 

642 

644 

646 

648 

650 

652 

654 

656 
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PS3: Plasma Medicine and Cell Engineering 
 
FUJI 
November 10, 2011 
 
13:00-13:05       Opening 
                  Takehiko Sato (Tohoku University, Japan) 
 
Chair: Takehiko Sato (Tohoku University, Japan) 
PS3-1 
13:05-13:45 
 
 

Nonthermal Plasma-mediated Cancer Cell Death; Targeted Cancer Treatment 
(Keynote Lecture )   
Byul-Bo Ra Choi, Uk-Kyu Kim, Hae-Jun Lee (Pusan National University, 
Korea), Jae-Koo Lee (Pohang University of Science and Technology, Korea) and 
Gyoo-Cheon Kim (Pusan National University, Korea) 

 
Chair: Toshiro Ohashi (Hokkaido University, Japan) 
PS3-2 
13:45-14:25 
 
 
 
14:25-14:45 
 

Enhancing Skin Repair through a 3D In-Vitro Human Skin Equivalent Model 
 (Keynote Lecture ) 
Kerry Manton, Rebecca Dawson, Yan Xie, Derek Van Lonkhuyzen, David 
Leavesley and Zee Upton (Queensland University of Technology, Australia) 
 
BREAK 

Chair: Takehiko Sato (Tohoku University, Japan) 
PS3-3 
14:45-15:15 
 
 
 
PS3-4 
15:15-15:45 
 
 
15:45-16:00 
 

Experimental Studies of Plasma Medicine on Prevention for the Adhesion 
(Invited )   
Hajime Sakakita, Yuzuru Ikehara (National Institute of Advanced Industrial 
Science and Technology (AIST), Japan) 
 
Regenerative Medicine Using Novel Biomedical Plasma Techniques (Invited ) 
Takamichi Hirata, Chihiro Tsutsui and Akira Mori (Tokyo City University, 
Japan) 
 
BREAK 

Chair: Toshiro Ohashi (Hokkaido University, Japan) 
PS3-5 
16:00-16:30 
 
 
 
PS3-6 
16:30-17:00 
 
 
17:00-17:15 
 

Engineering Tissues From the Bottom up: Designing Microarchitectural 
Features of Tissues (Invited )   
Yukiko T. Matsunaga (The University of Tokyo / Japan Science and Technology 
Agency, Japan) 
 
Biomechanical Regulation of Actin Cytoskeleton Dynamics in Migrating Cells 
(Invited ) 
Taiji Adachi, Kennedy O. Okeyo (Kyoto University, Japan) 
 
BREAK 

Chair: Takehiko Sato (Tohoku University, Japan) 
PS3-7 
17:15-17:45 
 
 
 

Biological and Medical Applications of Pulsed Power (Invited )   
Sunao Katsuki, Masahiko Yano, Kazunori Mitsutake, Keisuke Abe and 
Hidenori Akiyama (Kumamoto University, Japan) 
 
 

660 

662 

664 

666 

668 

670 

672 



－ 64 － － 65 －

PS3-8 
17:45-18:15 
 
 
 
 
 

Advantages of Cascade Plasma Torches for APS and SPS of Bioactive 
Hydroxyapatite Coatings (Invited ) 
Oleg P. Solonenko, Andrey V. Smirnov, Igor P. Gulyaev, Marina V., Chaikina, 
Andrey V. Pefiliev (Shiberian Branch of RAS, Russia) 

FUJI 
November 11, 2011 
 
Chair: Takamichi Hirata (Tokyo City University, Japan) 
PS3-9 
9:00-9:40 
 
 
 
 
PS3-10 
9:40-10:10 
 
 
 
10:10-10:25 
 

Atmospheric Plasma for Wound Treatment: Lab to Clinical Study (Keynote 
Lecture)   
Tetsuji Shimizu, Julia L Zimmermann, Gregor E Morfill (Max-Planck Institute 
for extraterrestrial physics, Germany), Georg Isbary and Wilhelm Stolz 
(Hospital Munich Schwabing, Germany) 
 
Plasma Surface Treatment of Artificial Bones and its Application to 
Regenerative Medicine (Invited ) 
Satoshi Hamaguchi, Dae-Sung Lee, Kazuto Masuda, Yu Moriguchi, Akira 
Myoui and Hideki Yoshikawa (Osaka University, Japan) 
 
BREAK 

Chair: Toshiro Ohashi (Hokkaido University, Japan) 
PS3-11 
10:25-10:55 
 
 
PS3-12 
10:55-11:25 
 
 
PS3-13 
11:25-11:45 
 
 
 
11:45-13:00 

Control of Cell Adhesion and Functions Using 2D and 3D Biocompatible 
Surfaces (Invited ) 
Masaru Tanaka (Yamagata University, Japan) 
 
Effect of Mechanical Loading on Chondrocyte Biosynthesis of Extracellular 
Matrix in Agarose Construct (Invited ) 
Yoshinori Sawae (Kyushu University, Japan) 
 
Involvement of ERK in Morphological Response of Endothelial Cells to Spatial 
Gradient of Shear Stress 
Xiaobo Han, Naoya Sakamoto, Naoki Saito, Masaaki Sato, Makoto Ohta 
(Tohoku University, Japan) 
 
LUNCH 

 
Chair: Takamichi Hirata (Tokyo City University, Japan) 
PS3-14 
13:00-13:30 
 
 
 
PS3-15 
13:30-14:00 
 
 
 
 
 

Modeling and Simulation of Gas Plasma-assisted Wound Healing (Invited ) 
Yukinori Sakiyama, Marat Orazov, David Graves (University of California at 
Berkeley, USA) and Gregor Morfill (Max Planck Institute for Extraterrestrial 
Physics, Germany) 
 
Traction Force Measurement During Cell Migration By Using 
Micropillar-Integrated Device (Invited ) 
Toshiro Ohashi, Akito Sugawara (Hokkaido University, Japan), Justin J. 
Cooper-White (The University of Queensland, Australia) and Eijiro Maeda 
(Hokkaido University, Japan) 
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PS3-16 
14:00-14:30 
 
 
 
14:30 
 

Effect of Chemical Species Generated by a Plasma Flow on Inactivation of 
HeLa Cell Viability (Invited ) 
Takehiko Sato, Mayo Yokoyama (Tohoku University, Japan) and Kohei Johkura 
(Shinshu University, Japan) 
 
Closing  
Toshiro Ohashi (Hokkaido University, Japan) 
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PS4: The 12th Japan-Korea Students’ Symposium 
New Energy Flow for Sustainable Society 

-Properties and Applications of Energy Materials- 
 
AKEBONO (EAST) 
November 10, 2011 
 
Session1 
Chairs: Hyung-Soon Kwon and Riyan Achmad Budiman 
PS4-1 
8:50-9:10 
 
 
 
PS4-2 
9:10-9:30 
 
 
 
 
 
PS4-3 
9:30-9:50 
 
 
 
9:50-10:00 
 

Low-temperature Operating Micro SOFC with Perovskite type Proton 
Conductive Electrolytes 
Yu Inagaki, Kensuke Kubota, Fumitada Iguchi, Syuji Tanaka, Noriko 
Sata, Masayoshi Esashi and Hiroo Yugami (Tohoku University, Japan) 
 
Electrical Characterization of Ni-YSZ Supported Thin Film YSZ 
Electrolyte with GDC Top Buffer Layer  
Eui-Chol Shin, Jung-Mo Jo (Chonnam National University, Korea), 
Pyung-An Ahn, Ho-Sung Noh, Ji-Won Sohn, Jong-Ho Lee (Korea Institute 
of Science and Technology, Korea) and Jong-Sook Lee (Chonnam National 
University, Korea) 
 
Investigation on Oxygen Reduction Reaction on an  La1-xSrxCo1-yFeyO3-  
Thin Film Electrode 
Li Xinxin, Atsushi Unemoto, Shin-Ichi Hashimoto, Koji Amezawa and 
Tatsuya Kawada (Tohoku University, Japan) 
 
BREAK 
 

 

Session2 
Chairs: Jakyu Chun and Yusuke Kawamura 
PS4-4 
10:00-10:20 
 
 
 
PS4-5 
10:20-10:40 
 
 
 
 
 
PS4-6 
10:40-11:00 
 
 
11:00-11:10 
 
 
 

Effect of Nb Doping on the Properties of SrCoO3-  Based Cathode for 
Intermediate Temperature Solid Oxide Fuel Cells 
Fang Wang, Keiji Yashiro, Kazuhisa Sato and Junichiro Mizusaki (Tohoku 
University, Japan) 
 
Fabrication of Anode-Supported Type Protonic Ceramic Fuel Cells 
(PCFCs)  
Sung Min Choi (Korea Institute of Science and Technology / Korea 
University, Korea), Jong-Heun Lee (Korea University, Korea), Jong-Ho 
Lee, Hae-Weon Lee, Ho Il Ji and Byung-Kook Kim (Korea Institute of 
Science and Technology, Korea)  
 
Mass Transport in Perovskite Oxides (La,Sr)(Co,Fe)O3  
Honami Kudo, Keiji Yashiro and Junichiro Mizusaki (Tohoku University, 
Japan) 
 
BREAK 
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Session3 
Chairs: Dasari Hari Prasad and Tomohisa Masumitsu 
PS4-7 
11:10-11:30 
 
 
PS4-8 
11:30-11:50 
 
 
 
 
 
PS4-9 
11:50-12:10 
 
 
 
 
PS4-10 
12:10-12:30 
 
 
 
 
12:30-13:30 
 

In-situ Evaluation of Oxygen Chemical Potential in an SOFC Cathode 
Yoshinobu Fujimaki, Hidetaka Watanabe, Koji Amezawa, Tatsuya 
Kawada (Tohoku University, Japan) and Yasuko Terada (JASRI, Japan) 

 
Study on the Origin and Characteristics of Oxygen Storage Capacity for 
Pr doped Ceria  
Kiyong Ahn (Korea Institute of Science and Technology / Hanyang 
University, Korea), Yong-Chae Chung (Hanyang University, Korea), 
Hae-Weon Lee and Jong-Ho Lee (Korea Institute of Science and 
Technology, Korea) 
 
Effects of Redox Cycling on the Mechanical Properties of Ni-YSZ Cermets 
for SOFC Anodes  
Taihei Miyasaka, Shinji Sukinou, Satoshi Watanabe, Kazuhisa Sato, 
Tatsuya Kawada, Junichiro Mizusaki and Toshiyuki Hashida (Tohoku 
University, Japan) 
 
Thermo-Mechanical Analysis of Cyclic Reduction and Oxidation Behavior 
of SOFC Ni-YSZ Cermets  
Shinji Sukino, Taihei Miyasaka, Satoshi Watanabe, Kazuhisa Sato 
Tatsuya Kawada, Junichiro Mizusaki and Toshiyuki Hashida (Tohoku 
University, Japan) 
 
LUNCH 
 

 

Tutorial1 
Chairs: Taewon Lee and Hidetaka Watanabe 
13:30-14:15 
 
 
14:15-14:30 

Tutorial Lecture 
Kisuk Kang (Seoul National University, Korea) 
 
BREAK 
 

Session4 
Chairs: Dae-Hee Kim and Yu Cheol Shin 
PS4-11 
14:30-14:50 
 
 
 
PS4-12 
14:50-15:10 
 
 
 
 
 
PS4-13 
15:10-15:30 
 
 

Investigation of Fracture Mechanism in Carbon Nanotube Reinforced 
Alumina Composites and Its Relation with Nanostructure  
Keiichi Shirasu, Go Yamamoto, You Nozaka, Mamoru Omori, Toshiyuki 
Takagi and Toshiyuki Hashida (Tohoku University, Japan) 
 
Gradient Structure Modification of LSC Cathode for Performance 
Improvement of Thin Film SOFCT  
Jaeyeon Hwang (Korea Institute of Science and Technology / Korea University, 
Korea), Doo-Hwan Myung (Korea Institute of Science and Technology / Yonsei 
University, Korea), Hae-Weon Lee, Byung-Kook Kim, Jong-Ho Lee and Ji-Won 
Son (Korea Institute of Science and Technology, Korea) 
 
Evaluation Method of Stress Conditions in Operated SOFC by In-Situ 
Raman Scattering Spectroscopy 
Syo Onodera, Masafumi Nagai, Fumitada Iguchi, Noriko Sata, Tatsuya 
Kawada and Hiroo Yugami (Tohoku University, Japan) 
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PS4-14 
15:30-15:50 
 
 
 
PS4-15 
15:50-16:10 
 
16:10-16:25 
 

Study of Alcohol Fueled Single Chamber Solid Oxide Fuel Cells 
Ryusuke Mihara, Noriko Sata, Kohei Oba, Yuu Sugawara (Tohoku 
University, Japan), Yuki Nagao (Kyoto University, Japan), Fumitada 
Iguchi and Hiroo Yugami (Tohoku University, Japan) 
 
Nonstoichiometry and Thermoelectric Efficiency of -Ag2+ Te  
Wonhyo Joo (Seoul National University, Korea) 
 
BREAK 

Session5 
Chairs: Ji-Hyun Kim and Tetsuya Hori 
PS4-16 
16:25-16:45 
 
 
 
 
 
PS4-17 
16:45-17:05 
 
 
 
 
PS4-18 
17:05-17:25 
 
 
PS4-19 
17:25-17:45 
 
 
 
PS4-20 
17:45-18:05 
 

Effects of Temperature and Oxygen Partial Pressure on Mechanical Properties 
of La0.6Sr0.4Co1-yFeyO3-  
Yuta Kimura, Takuto Kushi, Shin-Ichi Hashimoto, Satoshi Watanabe, Koji 
Amezawa, Tatsuya Kawada, Yasuhiro Fukuda, Atsushi Unemoto, Keiji Yashiro, 
Junichiro Mizusaki, Kazuhisa Sato and Toshiyuki Hashida (Tohoku 
University, Japan) 
 
Evaluation of High Temperature Mechanical Properties of La1-xSrxMnO3+  
under Controlled Atmosphere 
Yoshikazu Shirai, Yuta Kimura, Takuto Kushi, Shin-Ichi Hashimoto, Kazuhisa 
Sato, Keiji Yashiro, Koji Amezawa, Junichiro Mizusaki and Tatsuya Kawada 
(Tohoku University, Japan) 
 
Electrical Conductivity of La-doped BaTiO3 Thin Film via Pulsed Laser 
Deposition  
Hannah Cho (Seoul National University, Korea) 
 
Oxygen Potential Measurement in Oxygen Nonstoichiometric Oxides under the 
Stress  
Tomohisa Masumitsu, Satoshi Watanabe, Shin-Ichi Hashimoto, Koji Amezawa 
and Tatsuya Kawada (Tohoku University, Japan) 
 
Insulation Resistance Degradation of BaTiO3 under D.C Bias  
Hyung-Soon Kwon (Seoul National University, Korea) 

 
 
AKEBONO (EAST) 
November 11, 2011 
 
Session6 
Chairs: Eui-Chol Shin and Li Xinxin 
PS4-21 
8:50-9:10 
 
 
 
PS4-22 
9:10-9:30 
 

Development of Evaluation Techniques of the Electrochemically Active 
Zone in a Ni-GDC Cermet Anode for SOFC 
Hidetaka Watanabe, Shin-ichi Hashimoto, Koji Amezawa and Tatsuya 
Kawada (Tohoku University, Japan) 
 
A Correct Access to Hydration Phenomenon of the Proton Conductor, 
Barium Zirconate, and Effects of NiO as a Sintering Aid. 
Euisung Kim (Seoul National University, Korea) 
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PS4-23 
9:30-9:50 

Electrochemical Oxygen Reduction Process on LaNi0.6Fe0.4O3 Electrode 
Riyan Achmad Budiman, Shin-Ichi Hashimoto, Koji Amezawa and 
Tatsuya Kawada (Tohoku University, Japan) 
 

9:50-10:00 
 

BREAK  

Session7 
Chairs: Sung Min Choi and Fang Wang 
PS4-24 
10:00-10:20 
 
 
PS4-25 
10:20-10:40 
 
 
PS4-26 
10:40-11:00 
 
 
11:00-11:10 

Stress Effect for Conductivity Characteristics of Functional Ceramics 
Yusuke Kawamura, Kazuhisa Sato, Keiji Yashiro and Junichiro Mizusaki 
(Tohoku University, Japan) 
 
The Effect of Electric Field on Ternary Oxides – Electrotransport and 
Decomposition in Model System NiTiO3 
Jakyu Chun (Seoul National University, Korea) 
 
Conductivity Variation in Mixed Ions Electric Conductor under Uniaxial Stress
Shusaku Nakakawaji, Kazuhisa Sato, Keiji Yashiro and Junichiro Mizusaki
(Tohoku University, Japan) 
 
BREAK 
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Design of Surface Periodic Microstructure on Refractory Metals for Solar 
Selective Absorbers 
Kiyotaka Konno, Makoto Shimizu, Hiroaki Kobayashi, Fumitada Iguchi and 
Hiroo Yugami (Tohoku University, Japan) 
 
Structural Characterization and CO Oxidation of Ce0.65Zr0.25RE0.1O2 
Nano-composite Oxides Synthesized By Glycine-nitrate-process 
D.Hari Prasad, S.Y.Park, H. Ji, H.-R. Kim, J.-W. Son, B.-K.Kim, H.-W. Lee and 
J.-H. Lee (Korea Institute of Science and Technology, Korea) 
 
The Evaluation of Solar Selective Absorbers Using Refractory Metal in 
Concentrated Solar Power System 
Hiroaki Kobayashi, Kiyotaka Konno, Makoto Shimizu, Fumitada Iguchi and Hiroo Yugami 
(Tohoku University, Japan) 
 
Development of High Temperature Solar Selective Absorber Using Refractory 
Material with Surface Microstructures 
Makoto Shimizu, Kiyotaka Konno, Fumitada Iguchi and Hiroo Yugami (Tohoku 
University, Japan) 
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Influence of Oxygen Nonstoichiometry Change on Thermal Properties of 
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Yu Cheol Shin, Atsushi Unemoto, Shin-ichi Hashimoto, Koji Amezawa and 
Tatsuya Kawada (Tohoku University, Japan) 
 
Partial Conductivities and Onsager Transport Coefficient Matrix of 
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Taewon Lee (Seoul National University, Korea) 
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Yuta Fujiwara, Yoshikazu Shibata, Fumitada Iguchi, Noriko Sata and Hiroo 
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Multi-Protons Migration in Barium Zirconate Using Density Functional Theory
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Energy Sustainability: A Combustion Perspective

Suk Ho Chung 
Clean Combustion Research Center 

King Abdullah University of Science and Technology 
Thuwal, Saudi Arabia 

sukho.chung@kaust.edu.sa 

ABSTRACT 
Combustion is one of the key subject areas associated with the energy and environmental issues related to air pollution, global
warming, and climate change. Considering the limited reserve of petroleum fuels, various options for energy sustainability will be 
discussed including the perspectives of alternative and renewable energy sources. Combustion will remain as a critical element for 
the sustainability in the next several decades and this presentation covers several key combustion research topics. 

1. Introduction 
Over 80% of world energy is consumed through 

combustion processes for energy conversion from fossil 
fuels. About 70% of petroleum is utilized for 
transportation fuels due to high energy density and easy 
of handling. Although there is a growing concern on the 
petroleum depletion issue related to the sustainability, 
there are plenty of other hydrocarbon fuel sources 
including heavy oil, tar sand, oil shale, gas to liquid 
(GTL) and coal to liquid (CTL), which are expected to 
last about 100 years in the future. Although there is a 
growing interest in renewable energy sources including 
biofuels and solar energy, the economical 
competitiveness of such sources is yet to be required for 
appreciable usage. Details will be covered in the 
presentation. 

One of the near-term solution for the energy and 
environment issues is efficiency increase and emission 
reduction from internal combustion engines. Engine 
efficiencies have been increases about 2.5 % per year 
during last 25 years through the advances in control and 
injection technologies. Recent researches are focused on 
advanced engines such as low temperature concept 
engines.  

The understanding of combustion science has been 
advanced significantly during last 30 years. This is 
based on the development of supercomputing capability 
and of chemical kinetic mechanisms. Supercomputing 
power becomes 1000 times faster in every 10 years. 
Chemical kinetic mechanisms have been developed for 
the application to realistic fuels such as gasoline, diesel, 
and aviation fuels up to C20 hydrocarbons. As a result, 
prediction capability in combustion phenomena has 
been advanced to cover such fuels. Although, 
science-based detailed calculations in engine 
combustion are still limited at this stage, it will be 
promising in next two decades. 

In such development, understanding of autoignition 
behavior and emission characteristics of soot and NOx 
of fuels are important. Autoignition is an ignition mode 
of diesel engines and efficiency limiting factor for 
gasoline engines. Also it is a controlling factor for 
advanced concept engines of low temperature concept 
engines and premixed-charge compression ignition 
(PCCI) engines. Soot is a source of particulate matter 
emission in combustion systems and strictly regulated 
since it is carcinogenic and mutagenic. Research 

activities on these topics will be introduced in the 
following. 

2. Soot Formation 
Soot formation is one of the most complex 

phenomena, which involves gas-phase kinetics, particle 
inception, surface growth, aerosol dynamics and 
oxidation. Fuel pyrolysis generates C2 or C3 species 
which react to form incipient rings such as benzene. The 
hydrogen-abstraction-C2H2-addition (HACA) process 
and odd-carbon chemistry lead to polycyclic aromatic 
carbons (PAHs), from which inception proceeds to form 
soot particles. Soot is growing its size through HACA, 
odd carbon chemistry or PAH coagulation, and 
coalescence. Subsequently, soot can be oxidized by OH 
or O2 species. Various chemical species are involved in 
soot formation process such that fuel constituents are 
important. 

Binary mixtures of n-heptane/toluene and 
iso-octane/toluene have been investigated in 
counterflow diffusion flames to test soot behavior of 
gasoline surrogate fuels [1]. Laser-induced 
incandescence and laser-induced fluorescence 
techniques were employed for soot volume fraction and 
PAH concentrations. Figure 1 shows the maximum LII 
and LIF signals in the flame zone as a function of 
toluene ratio in iso-octane/toluene mixture fuels, 
normalized at the condition of toluene fuel. The PAH 
concentration represented by the LIF signal shows an 
interesting non-monotonic behavior in that certain 
mixture fuels exhibited higher PAH concentrations as 
compared to toluene. The soot volume fraction does not 
affected much by toluene addition up to about 40% and 
then increases reasonably linearly, which implies a 
tolerance of toluene on soot formation. Note that toluene 
is used as octane booster in gasoline fuels. 

Existing kinetic mechanisms having pyrene (A4) as 
largest molecule cannot predict such behavior for 
various diffusion flames tested. Therefore, a new kinetic 
mechanism has been proposed by adopting the density 
functional theory (DFT) and the transition state theory 
(TST) for reaction energetic and kinetics [2].  This 
consists of 231 species and 2126 reactions covering up 
to coronene (A7). Figure 2 shows the reaction path 
diagram from benzene (A1) to coronene. The 
mechanism can successfully predict PAH formation 
behavior for various diffusion flames of gasoline 
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surrogate fuels. 

Fig. 1 PAH and soot behavior for iso-octane/toluene 
mixture fuels. 

Fig. 2 Reaction path diagram from benzene to coronene.

3. Autoignition behavior in jets 
Typical experimental procedure for autoignition 

study is using a shock tube which utilizes reflected 
shock to determine ignition delay time of homogeneous 
mixture of fuel and oxidizer, with available time of 
O(1-10 ms). There can be two issues in this experiment: 
one is that for low temperature combustion, the ignition 
delay time can be much longer than the available time 
and the other is that autoignition process frequently 
occurs in inhomogeneous mixtures, typically in jets. 

Autoignition behavior of fuel jets has been studied in 
coflow air at elevated temperature [3,4]. For the 
temperature higher than a certain ignition temperature, 
the jet was autoignited and stabilized as a lifted flame. 
Near the blowout condition, a critical autoignition was 
observed, having repetitive extinction and reignition. 
This process can be explained based on the effect of 
buoyancy.  

Near the blowout condition when the system is 
autoignited, the burnt gas could induce local 
acceleration in the streamwise velocity due to the 
buoyancy, leading to blowout (extinction). As the local 
velocity decelerates by the mitigation in the buoyancy, 
an autoignition could occur again (reignition). Thus, the 
extinction and reignition repeats. In such a case, the 

location of autoignition can be determined 
experimentally.  

A characteristic flow time can be defined from 
autoignition height divided by jet velocity. It can be 
conceived that the characteristic flow time balances with 
ignition delay time. However, heat loss is associated 
with heat generation, which occurs with the square root 
of time through transverse diffusion, the characteristic 
flow time correlated with the square of ignition delay 
time as exhibited in Fig. 3. 

The ignition delay times calculated from various 
existing kinetic mechanisms are quite different in the 
temperature range we have tested. The values are differ 
by O(10). Accurate kinetic mechanism should be 
developed in the future. 

Fig. 3 Correlation of flow time with ignition delay time. 
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ABSTRACT 
The use of computer models in biomedical engineering has grown very substantially in the last two decades, but it is only very 
recently that such techniques are finding their way into the clinical setting. In this paper, we present concepts and methodologies, at 
different stages of maturity, that promise to tackle unmet clinical needs and help diagnosis, treatment planning and prognosis. The 
cases we shall be concerned with involve both focal diseases of the vascular system such as aneurysms, but also ailments that involve 
entire organs and cannot therefore be localized, but need to be addressed in an integrative manner, like hydrocephalus.

1. Introduction 
Transport phenomena are dominant in the human 

physiology and pathophysiology, and that is why 
biological fluid mechanics, or biofluids, have received 
so much attention in both the engineering and the 
medical communities [1]. At the same time, 
cardiovascular diseases – where flow of blood is a 
dominant process – are responsible, directly or indirectly, 
for the majority of deaths worldwide, [2] (when 
compared to other causes, like cancers or accidents), 
with a percentage that approaches 50% in the western 
world. This is a staggering demographic that 
substantiates further the widespread involvement of 
engineers, applied mathematicians and computer 
scientists in the effort to enhance our understanding of 
these conditions through modelling. Diseases like 
myocardial infarction, aneurysms, dissections, oedemas, 
hydrocephalus, ischemic strokes, valve deficiencies, and 
numerous others, are all necessitating intense research, 
since progress needs to be made in their diagnosis and 
treatment.  

In this paper, we shall focus on three examples that 
involve recent efforts in addressing unmet clinical needs 
in transport phenomena-related diseases. Namely, we 
shall discuss cerebral aneurysms, in two aspects – first, 
evaluation of rupture risk using growth and remodelling 
simulation concepts and second, interventional planning 
via the simulation of implanted flow diverter 
performance. Finally, we shall discuss a newly 
developed multicompartmental poroelasticity model, 
which is used for the evaluation of transport of 
cerebrospinal fluid (CSF) and blood in the entire brain. 

2. Cerebral aneurysms: Growth & Remodelling 
Cerebral aneurysms are pouch-like deformations of 

the cerebral vasculature. They are relatively 
commonplace in the general population (3.6 % found in 
autopsies, up to 6.0% discovered angiographically, [3]), 
but they rarely rupture – between 9-20/100,000, [4]. The 
ubiquitous availability of diagnostic brain scans today 
has resulted in an ever-increasing number of incidental 
detection of asymptomatic aneurysms. The markedly 
grave consequences of rupture introduce a dilemma for 
patients and doctors: to intervene, or to follow-up? So 
far, this decision has been based almost exclusively on 

statistical measures of the geometric features, an 
approach that has repeatedly proven inadequate. This 
need, and the pressure on healthcare systems worldwide 
for more rational decision making, has led to the 
development of sophisticated computational frameworks 
that account for hemodynamic features as aneurysm 
inception triggers, [5], or for coupled vascular wall 
biomechanics & hemodynamic platforms that are 
capable of simulating the remodelling processes of 
arterial components (elastin and collagen fibres, 
fibroblasts, smooth muscle cells and endothelium) and 
capture the evolution of such aneurysms, either towards 
stabilization or rupture, [6]. 

Such techniques bring together high specificity CFD 
computations of blood flow (which often feature 
patient-specific flow boundary conditions and 
image-based reconstructions of the computational 
domains), high accuracy computation of deformations of 
the vascular wall under fluid forces, and sophisticated 
remodelling concepts that account for fibre deposition, 
degradation and crosslinking – thus allowing for the 
development of evolving constitutive relationships for 
the vascular wall. Figure 1 demonstrates the results 
obtained for an aneurysm from such a computation.

Fig 1 Wall Shear Stress Gradient (WSSG, the spatial 
gradient of WSS): First row, a1 corresponds to a  

steady computation and a2 to a pulsatile flow one.  
Both images depict an early stage of aneurysm 

development. In the second row, b1 corresponds  
to a steady computation and b2 to a pulsatile one,  
for the later stages of aneurysm development, [6].
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3. Cerebral aneurysms: Intervention planning 
Large scale clinical studies have shown that 

minimally invasive interventions for cerebral aneurysms 
have measurably better long-term patient outcome, [7].

Fig 2 Isosurface of velocity magnitude (v = 0.1m/s) for 
an unstented (a) and a stented (b) aneurysm.  

The prevailing technique for such interventions has 
been the implantation of thin platinum wires in the 
aneurysm sac (Guglielmi Detachable Coils). These coils 
increase the flow resistance, induce blood stagnation, 
trigger thrombosis and thus obliterate the aneurysm 
through the formation of a stable clot, [8]. 

Fig 3 Velocity magnitude contours on an aneurysm 
midplane. Two different flow diverters (S1 and S2) and 

different deployment positions for these diverters (4 
positions for S1 and 2 for S2). The unstentend aneurysm 

flow is shown in A. 

Recently, coils are being replaced by open stents, or 
flow diverters, devices that are placed in the parent 
vessel and induce a similar increase in resistance, since 
they result in the placement of a grid across the 
aneurysm neck, Figure 2. It is becoming clear nowadays 

that the specifics of the implant (and also its positioning, 
Figure 3) must match the particular aneurysm that is to 
be treated. Computational simulation is currently the 
only viable way to help interventionists decide on the 
appropriate flow diverter for each individual aneurysm, 
and how it should be positioned. The spatial scale 
discrepancy (aneurysm scale O(10-2m), wire scale 
O(10-4m)) results in very substantial requirements 
regarding resolution (often tens of millions of elements 
for grid independent solutions), and appropriate grid 
generation techniques become important, [9]. 

4. Hydrocephalus: MPET 
There are numerous, often very serious, conditions 

of the brain that involve the transport of all fluids in that 
environment; blood and CSF (or, to put it differently, the 
transport of water within the cranial cavity). Oedemas, 
hydrocephalus, vasospasms etc. often engage responses 
of the cerebral system as a whole and thus do not allow 
the isolation of elements or sections for investigation. 

A recently developed approach that allows for such 
integrative modelling is the Multicompartmental 
Poroelasticity framework or MPET, [10]. This technique 
is based upon the idea that the brain is an elastic matrix 
permeated by a number of networks, with pores of 
different size (but distinct within each network) that may 
or may not communicate with each other. This technique, 
applied for a paradoxical brain ailment called Normal 
Pressure Hydrocephalus (a disease resulting in 
substantial ventricle dilatation and hydrocephalus-like 
clinical symptoms, but without any radiographically 
significant aqueduct occlusion to explain the 
ventriculomegaly), showed that such a multiscalar 
model can account for both macroscopic and 
microscopic interactions. It is found that combinations 
of microscopic effects, like stiffening of vessels and 
increased leakiness of capillaries can indeed result in 
macroscopic effects, like clinically relevant ventricular 
enlargement. 

5. Concluding remarks 
Computational modelling of flow and transport 

phenomena in biomechanics is finding its place in 
clinical medicine. Techniques span the range from 
aiming at basic disease understanding to practical day to 
day clinical support. As the computational models gain 
in maturity, we expect to see an ever increasing 
penetration of such techniques in the clinic. 
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ABSTRACT 

Multidisciplinary optimization of fuel-efficient aircraft requires the use of effective low order models. These provide rapid structural, 
aerodynamic, and propulsion sizing and analysis, and thus allow global optimization of the aircraft and operating parameters for 
minimum mission fuel burn. Current modeling approaches are reviewed, and their importance for obtaining the lowest fuel burn 

designs is demonstrated. Recent transport aircraft concepts developed with such a method will be presented. 
 

1. Background and Motivation 
Fuel efficiency is one of the most important design 

considerations for modern transport aircraft, for reasons 
of operating cost and low emissions. Because fuel burn 
depends on many competing drivers, effective 
conceptual transport aircraft design must address the key 
features of all the disciplines involved. As a minimum, 
the airframe structure and weights, the aerodynamic 
performance, the propulsion performance, and the flight 
trajectory must all be represented with sufficient fidelity. 
Many conceptual design formulations have been 
developed, for example Roskam [1], Torrenbeek [2], 
Raymer [3], and others. Most of these methods have 
relied on historical correlations for estimating weight, 
drag, and engine performance, so that they are reliable 
only for conventional configurations and engine 
parameters.  

Recently there has been interest in unconventional 
configurations such as the Strut-Braced Wing (SBW) of 
Pfenninger [4], the BlendedWing Body (BWB) of 
Liebeck [5], and the D8 concept of Drela [6]. The 
traditional correlation-based conceptual design 
formulations are not reliable for the evaluation and 
optimization of these configurations. Instead, methods 
based more on physics rather than correlations are 
required, such as those by Jayaram [7], Wakayama 
[1][8], Kroo [9], and that author’s TASOPT method [10]. 
The presentation will outline the modeling techniques 
and calculation methods used by these physics-based 
methods, with specific examples drawn from the 
TASOPT methodology. 

 
2. Physical Modeling 

The physical models in TASOPT are sketched in 
Figure 1, and can be summarized as follows. 

� Beam and pressure-vessel theory for 
primary-structure sizing and weight prediction. 

� Variable wing airfoils and viscous/inviscid CFD 
for all profile drag prediction. 

� Full engine flowpath simulation. 
� Variable flight trajectory. 
 
These models do not use historical primary-structure 

weight correlations, wetted-area drag prediction 
methods, engine lookup tables or correlations, or fixed 
climb and cruise profiles. Hence they are expected to be 
reliable for unconventional configurations, or for 

evaluating the influence of unusual aircraft parameter or 
technology combinations for which historical data does 
not exist. 
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Figure 1: TASOPT structural, weight, aerodynamic, 

engine, and operation models. 
 

3. Applications 
Example applications will show the importance of 

using sound physical modeling of the component 
disciplines for obtaining an effective and realistic 
conceptual design. The examples will also show the 
importance of using global optimization spanning all the 
disciplines for obtaining the true minimum-fuel design 
which meets all operating constraints. 

The power of physics-based conceptual design goes 
beyond obtaining an optimum design. Also shown will 
be the computed dependence of fuel burn on various 
technology parameters such as material strength/weight, 
engine metal temperature and overall pressure ratio, and 
skin-friction reduction via riblets or laminar flow. 
Finally, a few novel configurations will also be 
evaluated, such as the D8 concept developed for the 
NASA N+3 program [11], and shown in Figure 2. 

 
 

  
 
 

 
 
Figure 2: D8 fuselage on the D8.0 and D8.2 variants, 

compared with a B737-800 fuselage. 
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ABSTRACT 

The aim of this research is to enhance the heat transfer rate on surface of impinging jet in crossflow. The round orifice (AR=1) was 
replaced by elongated round orifices with aspect ratio AR=4 in based on identical exit area. Effect of attacking angle (�=0o, 45o) and 
jet to crossflow velocity ratio VR=3 and 7 were studied. The numerical simulation was employed to gain insight into the fluid flow, 
and thermochromic liquid crystal was used to visualize heat transfer characteristic on a target surface. Results show that the orifice 
with AR=4 and �=45o can increase the heat transfer rate at stagnation region under the low crossflow velocity (VR=7). 

 
1. Introduction 

A jet impingement is a high performance technique 
for heating, cooling or drying process. When high and 
uniform heat transfer rate on surface are required over a 
large area, multiple of impinging jets are applied. An 
important factor that influences on the multiple jet 
impingements in a confined space is crossflow. The 
crossflow is produced by accumulating spent jets from 
upstream to downstream of the confined space. The 
crossflow has been found to significantly reduce the 
heat transfer of impinging jet [1].  

The aim of this research is to enhance the heat 
transfer rate on the impinged surface with crossflow. 
The conventional round orifice was replaced by 
elongated round orifices with identical exit area. The 
effect of velocity ratio and attacking angle were also 
studied. 

 
2. Model and parameters 

The model is the jet discharging from orifice and 
impinging normal to opposite surface in rectangular duct 
as shown in Fig. 1. The crossflow is generated by 
introducing air through the rectangular duct, flow 
normal perpendicular to the impinging jet. An origin of 
coordinate is located on the impinged surface as shows 
in Fig.1. The X-, Y- and Z-axes are along the crossflow 
streamwise, normal to the streamwise, and along the 
spanwise directions, respectively. 
 

    

Fig. 1. The model of the impinging jet in the crossflow 
 

The investigation was conducted for orifice aspect 
ratios (ratio of orifice length to orifice width) AR=4 
(Fig.2) for compare the results with the round orifice 
(AR=1). The comparisons of flow and heat transfer 
characteristics are based on the constant jet velocity and 
varied crossflow velocity according to the velocity 
ration (jet to crossflow velocity) VR=3 and 7. The 

orifice diameter of round jet was D=13.2 mm, and 
jet-to-plate distance was H=2D. The attacking angle of 
major axis of elongated round orifice to the crossflow 
direction (�=45o) also studied. During the elongated 
round orifice test run, the jet mass flow rate was set 
based on the exit area identical with the conventional 
round orifice for the required Reynolds number 
(ReE=13,400).  

 
Fig. 2. Orifice geometry with identical area 
cross-section (AR is length over width of orifice) 
 
3. Method 

The flow characteristic was illustrated by using 3-D 
numerical simulation (ANSYS ver.12.0). The standard 
k-� turbulent model with general wall-function mode 
was used for solving numerical simulation problems. A 
non-uniform grid was finely generated in orifice hole 
and impingement regions. A solution method is based on 
SIMPLE algorithm with second order upwind for all 
spatial discretization. The experimental investigation 
was carried out the heat transfer characteristic by using 
thermochromic liquid crystal (TLC) sheet, and Nusselt 
number distribution was evaluated by using image 
processing method. The details of both numerical and 
experimental method were explained in ref. [2]. 
 
4. Results and Discussion 

The velocity vectors and contours of Y-component 
velocity (direction from orifice plate to target surface is 
positive velocity) in XZ-plane at 1.0-mm-height from 
the targer surface were shown in Fig. 3. The area of 
highest Y-component velocity represent the region of 
stagnation point. Due to high crossflow velocity, the 
stagnation point of VR=3 is shifted to downstream of 
crossflow (X/D>0) when compare with each identical 
experimental condition for VR=7.  

The area of high Y-component velocity expands in 
–Z-axis (pressure side) slighly larger than in +Z-axis 
(suction side) in the case of �=45o under low crossflow 
velocity (Fig. 3 (e)). Moreover, due to the high velocity 
crossflow, the area of high Y-velocity expands in 
+Z-axis and contracts in –Z-axis (Fig. 3 (f)). The 
expansion area of high Y-velocity in +Z-axis can be 
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explained that the wall jet flows in same direction with 
crossflow. In contrast to the contraction area of high 
Y-velocity in -Z-axis, the wall jet collide with the 
counter direction of crossflow, and wall jet in -Z-axis 
rapidly turn to downstream direction of crossflow.  
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Fig.3. Velocity vectors and Y-velocity contours in 
XZ-plane at 1.0-mm-height from the targer surface 
 

Vectors and contours of velocity in YZ-plane for the 
case of AR=4, �=45o and VR=7 is shown in Fig. 4. The 
circulation flow was appeared in +Z-axis, and the size of 
circulation flow become larger at far X/D to downstream. 
The circulation flow in +Z-axis turn to the jet flow; 
consequencetly, the jet is more entrain in +Z-axis than in 
–Z-axis. 
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Fig.4 Vector and contour of velocity in YZ-plane for 
AR=4, �=45o and VR=7 at different X/D 
 

The distributions of Nusselt number on target 
surface are shown in Fig. 5. The results show that the 
area of high Nusselt number (Nu>180) appears in 

stagnation region for the case of low crossflow velocity. 
In the case of high crossflow velocity, the areas of high 
Nusselt number are shifted to downstream of crossflow 
due to the higher crossflow velocity. The location of 
high Nusselt number coincide the locations of high 
Y-component velocity that illustrated in Fig.3.   

The peak of Nusselt number is highest for AR=4, 
�=0 with VR=3 (Fig.5(d)), because the jet can penertrate 
into the crossflow and strongly impinges on target 
surface despite high crossflow velocity. In the case of 
AR=4, �=45o with VR=7 (Fig.5(e)), the area of high 
Nusselt number expand in +Z-axis and contracts in 
–Z-axis coincide with the results illustrated in Fig. 3(e). 
Moerover, the area of high Nusselt number in -Z-axis is 
smaller when crossflow velocity increases (Fig.5(f)). 
Finally, the area of high Nusselt number is largest in the 
case of AR=4, �=45o and VR=7 (Fig.5(e)) 
corresponding to largest area of high Y-velocity as 
shown in Fig. 3(e).  
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Fig.5. The Nusselt number distribution (experimental 
results) on the impinged surface 
 
5. Concluding remarks 

The jet from orifice with AR=4 can increases heat 
transfer on stagnation region when compare with the 
AR=1. In the case of AR=4 with �=45o under low 
crossflow velocity (VR=7), the area of high Nusselt 
number is largest corresponding to the large area of high 
velocity that impinges on target surface, and the areas of 
high Nusselt number expands in +Z-axis and contracts 
in –Z-axis when crossflow velocity increases to VR=3.  
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The analysis of liquid injection into gas is practiced by applying the MARS method for simulating free surface of two phase flow. 
The characteristic features of the initial liquid injection shape and break-up are investigated to understand the effects on surrounding 
pressure, initial velocity, initial liquid level and the throttling effect due to the nozzle configuration. Focus is the pressure irregularity 
near the nozzle wall which causes initial perturbation on liquid column at the exit of the nozzle. It induces large eddies at the surface 
of the liquid column and promotes the disintegration of the liquid film.

1. Introduction 
   A lot of investigations of transient injection flows of 
the liquid into gas were made concerning the processes 
of self-ignition engines, for example [1]. Observations 
of the injection flows with both continuous shooting and 
single shot, have been made focusing on the 
magnification technique of the initial shape of injection 
flows [2] ,[3]. Various surrounding pressures were used 
for understanding the initial shape of the injection [4]. 

The MARS method [5] for simulating free surfaces 
is applied and the initial shape of the injection flow is 
analyzed to get various influences paying attention to 
the flow in the nozzle.  

2. Fundamental Equations and Boundary 
Conditions 

Fundamental equations are the equations of 
continuity and motion for both gas and liquid. The 
MARS (multi-interface advection and reconstruction 
solver) method is applied to the free boundary between 
the liquid and gas. Two types of computation domain 
are used as shown in Figs. 1 (a) and (b).The domain in 
Fig. 1 (a) consists of a cylindrical chamber with lengths 
of 3-6 mm in the axial direction and 1 mm in the radial 
direction. At the center of the chamber bottom, a 
circular nozzle with 0.3 mm diameter and 2 mm length 
is installed, and liquid is injected upward through the 
nozzle. Figure 1 (b) shows another computation domain. 
The diameters of the chamber and nozzle are the same 
as before but the axial length of the nozzle is 0.75 mm. 
This nozzle can induce the throttling effect. The left and 
bottom boundaries of the domain in Fig. 1 (a) are no-slip 
walls. The boundaries forming the throttle in Fig.1 (b) 
are also no-slip walls. The right boundary of each 
domain is a symmetrical axis. The upper boundary of 
each domain is the outlet, where the natural in-out 
boundary condition is defined. The lower boundary in 
Fig.1 (a) is the inlet of the nozzle and the initial flow 
velocity vinj is uniform. In the domain in Fig.1 (b), the 
liquid flows uniformly at the boundary, and the average 
velocity is set to be the initial flow velocity vinj at the 
nozzle. The initial liquid surface is set to be flat.

3. Computation Conditions 
The surrounding gas is air and the injected liquid is 

light oil. The initial liquid velocity vinj is 50 and 170 m/s. 
At the beginning of liquid injection, the gas in the 
chamber and nozzle is stagnant. No turbulence or 
cavitation is assumed to be formed. The flow is 
axisymmetric and the fluids are assumed to be 
incompressible.�

The temperature is 20� for both the gas and liquid. 
The surrounding pressure is selected to be 0.1-3.0 MPa. 
The liquid is assumed to have a density of 840 kg/m3, a  
viscosity of 2.0×10-3 Pa.s and a surface tension of 
20×10-3 N/m. The viscosity of air is assumed to be 
17.98×10-6 Pa.s. The density of air is predicted from the 
ideal gas law. The effect of gravity is neglected. 

The computations are transient ones with a time step 
of 1.0×10-9 s when initial liquid velocity is 170 m/s. 
However, when it is 50 m/s, the time step is increased 
depending on the inverse of the initial velocity. The 
mesh size is almost 2 mµ in the radial and axial 
directions. Computations are performed using STREAM 
for Windows V8 [6]. 

4. Results 
Figure 2 shows the computed liquid contours and 

pressure in a color distribution based on the  
surrounding pressure Pa = 0.1 MPa, initial liquid 
velocity vinj = 170 m/s and nozzle length L = 2 mm at 
the computation domain Fig.1(a). The tip of the liquid 
extends along with the flow in the nozzle and it collides 

(a)               (b) 
Fig.1 Computation domain (unit:mm) 
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at the center line to form a thin string. This phenomenon 
was observed in experiments[2],[4]. The pressure 
nonuniformity is observed near the nozzle wall. But, it 
does not yet go through the nozzle exit and then it would 
not influence on the initial shape. When the initial 
velocity is lowered to be 50 m/s, fundamental features 
of the initial shape is similar.  

Figure 3 shows the computed liquid contours and 
pressure in a color distribution based on the  �
surrounding pressure Pa =3.0 MPa, initial liquid velocity 
vinj = 170 m/s and nozzle length L = 2 mm at the 
computation domain Fig.1(a). The tip of the liquid does 
not extend and is almost flat under the surrounding 
pressure of 3 MPa. The pressure nonuniformity is 
observed near the nozzle wall. It goes downstream along 
with the flow. When the low pressure part goes out of 
the nozzle, the pressure drop becomes large and the 
shape of the interface between the liquid and gas tends 
to make a small depression. After the depression goes 
out of the nozzle, it grows to form a large eddy and then 
large disturbances at the interface. The low pressure 
parts go out of the nozzle successively and the formation 
of the injection flow is determined.      

When initial velocity vinj = 50 m/s, the pressure 
nonuniformity in the nozzle is not formed.  Instead,  
the ripples are formed which may be induced by the 
shear stress between the liquid and air. There may be no 

interference between the nozzle flow and the flow in the 
chamber. 
   Figure 4 is a case with throttling effect. Liquid initial 
surface is the outlet of the nozzle. Even though the 
initial injection velocity vinj is 50 m/s, the pressure 
nonuniformity in the nozzle is observed. Separation due 
to the throttling effect may be the reason for the 
nonuniformity. It goes downstream along with the flow.  
When the low pressure part goes out of the nozzle, a 
small depression is made at the interface between the 
liquid and gas. After the depression goes out of the 
nozzle, the story is the same as Fig.3. 
   Figure 5 is a case as Fig.4, but the liquid initial 
surface is the inlet of the nozzle. The liquid involves the 
air bubbles. That has the same effect as the low pressure 
part of Fig.3 and Fig.4. 
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Fig.2 Liquid contours and pressure profiles  
(Pa = 0.1 MPa, vinj= 170m/s, L=2 mm)

Fig.3 Liquid contours and Pressure profiles  
(Pa = 3.0 MPa, vinj =170 m/s, L = 2 mm)  

Fig.4 Liquid contours and pressure profiles (Pa = 3.0 
MPa, vinj= 50m/s, L=0.75 mm, Throttling effect, 
Liquid initial surface is the outlet of the nozzle. )

Fig.5 Liquid contours and pressure profiles (Pa = 3.0 
MPa, vinj= 50m/s, L=0.75 mm, Throttling effect, 
Liquid initial surface is the intlet of the nozzle. )
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ABSTRACT 

The volume penalization method can be used for numerical simulations of a flow around moving intricately shaped bodies. It can be 
easily implemented to a conventional hydrodynamics code. In the method, solid bodies are regarded as porous media with small 
permeability η. We intend to reduce an error caused by the penalization term depending on η and the mask function χ (x). In this study, 
we show that displacement of χ (x) makes the penalization error decrease with increasing spatial resolution. 

 
1. Introduction 

Many kinds of flows around solid bodies have been 
investigated by means of numerical simulations for both 
engineering and academic significances. A method of 
imposing boundary conditions on surfaces of bodies 
with a boundary-fitted computational grid has been 
normally used in hydrodynamic simulations. However, a 
numerical procedure with a boundary-fitted 
computational grid can become very complicated one if 
bodies are movable, deformable, and shaped intricately. 
The volume penalization method (VPM), which is a 
kind of the immersed boundary methods (IBMs)[1], is 
one of the simplest ways to calculate a flow around 
intricately shaped bodies which deform and move. 
Furthermore, VPM can be implemented to a numerical 
code with a high accuracy space discretization scheme 
such as the spectral method[2].  

In the previous study, we used VPM for solving the 
one-dimensional Burgers’ equation discretized with a 
high-resolution finite difference method, the compact 
scheme[3]. We confirmed that the total error converges 
to a constant which depends on η with decreasing grid 
spacing, where the penalization error dominates[4]. In 
this study, we show one way to reduce the penalization 
error. 

 
2. Numerical Method 

In VPM, solid bodies are approximated by porous 
media having permeability η. Existence of the solid 
bodies is represented by adding a damping force term, 
called a penalization term, to the equations of motion. In 
this paper, we solve the one-dimensional Burgers 
equation with a penalization term 

,           (1) 

where t, x, u, ν, η and χ(x) denote time, spatial 
coordinate, velocity, kinetic viscosity coefficient, 
permeability, and mask function, respectively. Solutions 
of the diffusion equation with a penalization term 
converge to those of the original diffusion equation 
when η is close to zero. The penalization error from the 
original diffusion equation is O((νη)0.5)[5]. As for the 
Navier-Stokes equations, the penalization error is 
O(η0.5)[6]. This means that the penalization error can be 
less than the discretization error for a sufficiently small 
η. However, if we use an explicit time integration 

scheme, η must be larger than the time step t because 
of numerical stability. The asymptotic behaviors 
described above have been proved for the case of 

  ,              (2) 

where Ωs denotes solid regions, and Ωf fluid regions.  

   In this study, Ωf is set to be for 0 ≤ |x| < LVP, and Ωs 
for LVP ≤ |x| ≤ Lb. The size of the computational region 
Lb is about 2π. The absolute value of the wall locations 
Lw is fixed to π, and that of the penalization boundaries 
LVP, satisfying χ(±LVP)=0.5, is changed adequately. The 
whole region |x| ≤ Lb is equally divided into N. Each 
node point is termed as i=0, 1, , N in order. Arbitrary 
physical quantities at i are expressed as fi. The terms of 
spatial derivative in Eq.(1) are evaluated by the 
4th-order Padé type compact finite difference scheme[3]. 
The 4th-order compact scheme for the first derivative at 
i=1, 2, , N-1 is given by 

,                 (3) 

where α1=1/4, a1=3/2. At i=0 and N, we use 

 ,     (4) 

where α1b=3, a1b=-17/6, b1b=3/2, c1b=3/2, d1b=-1/6. The 
4th-order compact scheme for a second derivative at  
i=1, 2, , N-1 is given by 

,          (5) 

where α2=1/10, a2=6/5. At i=0 and N , we use 

, (6) 

where α2b=10, a2b=-145/12, b2b=-76/3, c2b=29/2,d2b=-4/3, 
e2b=1/12.  
   The initial values are 

   .                (7) 

The 4th-order Runge-Kutta method is used for time 
development of Eq. (1) with Δt=10-5. The permeability η 
is set to meet the stability condition η ≥ Δt.  
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   The actual distributions of χ(x) are shown in Fig.1. 
Here we consider two types of mask functions. One is 
the normal type: penalization boundaries located at the 
middle of two adjacent grid points are set to x = ±LVP = 
±Lw (Fig. 1(a)). The other is the modified type: 
penalization boundaries located in the same way are set 
to x = ±LVP = ±[Lw (ην)1/2] (Fig. 1(b)). 
 

0.0

0.2

0.4

0.6

0.8

1.0

-3.20 -3.15 -3.10 -3.05

M
as

k 
fu

nc
tio

n,
 �

(x
)

x

���������������Normal Grid

N = 350
N = 450
N = 550
N = 650
N = 750
N = 850
N = 950

 
(a) Normal type 

 

0.0

0.2

0.4

0.6

0.8

1.0

-3.20 -3.15 -3.10 -3.05

M
as

k 
fu

nc
tio

n,
 �

(x
)

x

������������Modified Grid 
�������=10-1.0, �=10-2.0

(��)0.5

N = 350
N = 450
N = 550
N = 650
N = 750
N = 850
N = 950

 
(b) Modified type 

 
Fig. 1 The mask functions on (a) the normal type grid 
and (b) the modified type one.  
 
 
3. Results and Discussion 

We show the dependence of the total error on the 
grid number in Fig.2. When the grid number N is large 
enough for the penalization error to be larger than the 
space discretization error, the total errors converge to 
constants which depends on η for the normal-type mask 
function (Fig.2 (a)). The smaller the permeavility η, the 
smaller constant values they have. This is why the 
penalization error is proportional to η0.5. On the other 
hand, for the modified type mask function (Fig.2 (b)), 
the total error decreases continuously with increasing N. 
Moreover, the errors for the modified type mask 
function are lower than those for the normal type one 
when η is comparatively large. The penalization term 
with smaller η less affects numerical solutions than a 
discretization of the basic equation. Thus the effect of 
changing the mask function would appear for larger N. 

 
4. Concluding remarks 

We found a way to reduce the penalization error for 
the one-dimensional Burgers equation. If the 
penalization boundaries between the flow and solid 
regions are displaced (νη)0.5 toward the flow regions, the 

total error continuously decreases with increasing grid 
number. 
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Fig. 2 The L2-norm error averaged in the range of 
0<|x|<LVP  for (a) the normal type mask function and  
(b) the modified type one.  
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ABSTRACT 
It is very common that derivative stellar masses, i.e., satellites and stellar rings, discretely distributes around a large star. Aihara’s 
work on account of formation of Saturn’s rings is revisited. Based on Chandrasekhar’s formalism mathematically rigorous treatments, 
i.e., generation of a general solution to the first-order PDE and use of similarity solution, lead to an analytic closed-form solution 
consisting of a couple of special functions. The solution shows the existence of many potential wells in the equatorial plane around 
the stellar core. This theory gives a clue to explanations for the Titius-Bode relation and formation of Saturn’s rings. 

 
1. Introduction 

Chandrasekhar[1] paved the way to construct a basis 
for physics of stellar structures by use of fluid dynamics, 
gas dynamics and the gravitation potential. Aihara[2] 
made use of Chandrasekhar’s formalism to annotate 
Saturn’s rings. We revisit Aihara’s work and show we 
can get the analytic closed-form solution. 
 
2. Theory 

The framework of this theory is within the classical 
celestial physics[1]: we assume that stellar materials are 
the perfect gas that changes in a polytropic manner; we 
also treat stellar materials as to obey compressible fluid 
dynamics; the entire system is governed by law of the 
gravitation. 

Figure 1 shows the coordinate systems to be used in 
our study. In Cartesian system Zenith is located at (0, 0, 
�), whilst Nadir is at (0, 0, -�). We fix the origin to the 
centre of our stellar structures, and hence in the 
equatorial plane z is equal to naught. Another 
independent variable is the time t. 

The basic equations consiste of the Euler’s equations, 
the equation of state in polytropic gas and the equation 
of the gravitational potential, respectively given by 

,0div =+
∂
∂ uρρ

t
         (1) 

 ,gradgrad
D
D Ω−−= ρρ p

t
u                  (2) 

 ,γρ ′= Kp                                 (3) 

and 

 ,42 ρπG=Ω∇  (4) 

 
 
 
 
 
 
 
 
 
Fig. 1 Cartesian and spherical coordinates; the polar 
angle θ and the azimuth angle φ. 

where the variables ρ, u, p and Ω respectively designate 
the mass density, the velocity vector, the pressure and 
the gravitational potential, whilst the parameters K, 
γ’ and G respectively designate a product of the gas 
constant and the polytropic temperature, the polytropic 
specific-heat ratio and the gravitation constant. 
 
3. Theoretical Results and Discussion 

We shall consider the steady-state stellar structure 
with rotation about z-axis: we neglect �/�t terms in 
equations (1) and (2); we make use of the spherical 
coordinate and assume the velocity vector has only one 
non-zero component in θ-direction, i.e., uθ. 
   Introducing one-component assumption upon u in 
equation (1), we find ρ uθ is independent of θ. 

Using this information as well as one-component 
assumption upon u, θ-direction equation in (2) leads us 
to the fact that p and Ω are also independent of θ. 
Eliminating p, by use of (3), from r- and φ-direction 
equations in (2), we obtain a set of simultaneous PDEs 
upon ρ and Ω. This set has a general solution: 

( ),
1

1 ξρ
γ

γ γ Ψ=Ω+
−′
′ −′K                   (5) 

where ξ = rsinφ; there is a boundary condition for Ψ: 

   .
d
d 2

r
uθ

ξ
=Ψ                               (6) 

That is the centrifugal acceleration that must be in 
equilibrium with the centripetal gravitation. The 
argument above shows that ρ and Ω have similarity 
solutions with respect to ξ. 

Using (5), we can eliminate ρ from (4); introducing 
the compound variable ξ into the Laplacian in (4), we 
obtain an ODE for the gravitation potential. 

( ) .
d
d

d
d1 1/1 −′Ω−Ψ=Ω��

�

�
��
�

� γ

ξ
ξ

ξξ
              (7) 

The equation above is already made legible by 
introducing the scaling parameter defined by 

   
( )

.
1/

4
1/1 −′−′′

= γγγ
πλ

K
G  

The equation (7) is an extension of the Lane-Emden 
equation, and hence we need to have recourse to 
numerical integration to get the solutions for general 
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values of γ '. We can, however, get a mathematically 
rigorous and analytic solution of (7) in case of γ ' = 2, 
which is a plausible value for our solar system. So let us 
solve (7) for this case. 

We shall use the solution to the classical 
Lane-Emden equation for formation of the central stellar 
core. This is given by the spherical Bessel function of 
the first kind of degree zero, i.e., –j0(ξ). It is shown in 
Fig.2. The solution is valid within the radius π. Although 
there exist both positive and negative regions for ξ > π, 
it is not feasible to generate spherical shell layers 
containing vacuum gaps among themselves. Therefore 
there is one core sphere only. 

To close our problem we need to give a physical 
explanation to the arbitrary function Ψ: rigid rotation in 
the stellar core and inverse-square law for outer space. 
After some computation we get the following form: 

( )
[ ]

�
�
�

��
�

�

∈−

>−
=Ψ

, ,0for    
2
3

2

,for                 

2
3 πξ

π
κξ

π
κ

πξ
ξ
κ

ξ          (8) 

where κ is a gravitation-related constant; the rotation is 
continual at the surface of the stellar core. Substitution 
of (8) for Ψ in (7) leads us to the equation for the 
gravitational potential with rotation. 

Assuming a quadratic function of ξ within the stellar 
core, we get the particular solution as follows. 

( )
24

2
4

341
ππ

ξ
π

ξ −−=Φ ,                  (9) 

where Φ = 2Ω/πκ. The stellar core is spherical but the 
above potential is cylindrical. 

In the outer space the centrifugal force due to the 
stellar core in the equatorial plane only. We shall 
rewrite the equation in a following form: 

( )
πξξξξ
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This is a Struve’s differential equation of degree zero, 
and hence the solution is given by 

( ) ( ) ( ) ( )
( ) ,

Y
Y24

0

0
2400 π

ξ
ππ

πξξ
�
�
�

�
�
� −−+−=Φ HH  (10) 

where H0 and Y0 denote the Struve function of degree 
zero and Bessel function of the second kind of degree 
zero, respectively. The homogeneous solution is added 
to assure the continuity of the potential at the surface of 
the stellar core. Its graphical representation is given in 
Fig.3. We notice there are many potential wells that 
accommodate dense mass distributions. 

In case of the cylindrical potential (10) in the 
equatorial plane it is possible to allow the existence of 
vacuum gaps between stellar material distributions, 
which may become spherical structures or ring 
structures. If we presume the existence of orbiting 
spherical structures smaller than the stellar core, this toy 
model corresponds to the Titius-Bode relation. If we 
assume the existence of orbiting ring structures, that toy 
model corresponds to Saturn’s rings. 

 
Fig. 2 The normalised spherical potential –j0(ξ) plotted 
against the normalised distance ξ from the centre of the 
stellar core. 
 

 
Fig. 3 The normalised cylindrical potentialΦ (solid line) 
with centrifugal acceleration Ψ (dash-dot line) plotted 
against the normalised distance ξ from the centre of the 
core stellar; the broken line shows the boundary of the 
stellar core. 
 
4. Concluding remarks 

We revisit Aihara’s work on formation of Saturn’s 
rings and reformulate it in a mathematically rigorous 
way. This leads us to the analytic closed-form solution 
that gives us a clue to explanations to the Titius-Bode 
relation or formation of Saturn’s rings.  
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ABSTRACT 
 It is known that some of the statistical properties of turbulence depend sensitively on the initial conditions. However, the details 

of the dependence have not been explored for compressible turbulence yet. In this study we carry out direct numerical simulations 
(DNS) of isotropic homogenous two-dimensional decaying compressible turbulence. We consider eight types of initial conditions 
(two types of energy spectrum and four types of pressure and density distributions). It is found that the initial energy spectrum 
affects the exponent of the direct cascade. Moreover, tangential discontinuity is seen to form for some initial pressure and density 
distributions. 

 
 
1. Introduction 
  Compressible turbulent flows appear in a lot of 
engineering problems. However, because of the 
limitation of the computational capacity, it is difficult to 
carry out DNS of these flows. Therefore, we need to use 
turbulence model which reduces the degrees of freedom. 
Until today, various turbulence models have been 
proposed, but their validity is verified only in limited 
situations.  

To improve the turbulence models, we should know 
the statistical properties of turbulence. Our goal is to 
understand the statistical properties of compressible 
turbulence and thereby propose a new turbulence model 
which is applicable for various types of turbulent flow. 
As a first step, we study the statistical properties of the 
compressible turbulence by direct numerical simulation. 
We concentrate on the two-dimensional weakly 
compressible turbulence since it is possible to simulate 
turbulence at sufficiently high Reynolds number in two 
dimensions and to study the compressibility effects in 
details. 

There are several well-known statistical properties of 
two-dimensional turbulence. For isotropic homogenous 
forced two-dimensional incompressible turbulence,  
Kraichnan[1] predicted theoretically the double cascade 
scenario; when the turbulence is sustained by an 
external forcing acting on a typical scale lf, an inverse 
cascade of kinetic energy E=1/2<u2> to large scales  
(l>>lf) and a direct cascade of enstrophy Z=1/2< 2> to 
smalls scales (l<<lf) develop. It also predicts the kinetic 
energy spectrum E(k) k-5/3 for the inverse cascade and 
E(k) k-3 for the direct cascade. Recently, Boffeta et 
al.[2] carried out DNS with high resolution and showed 
the double cascades clearly. However, in compressible 
turbulence, whether Kraichnan’s theory applies or not 
has not been known yet. 

In addition the statistical properties of turbulence 
depend on the initial conditions, particularly on those of 
density and pressure distributions. Samtaney et al.[3] 
carried out DNS of three-dimensional compressible 
turbulence and found that the initial conditions affect the 
development of shocklet statistics.  

In this paper, we consider eight types of initial 
conditions and study how the properties of the isotropic 
homogenous decaying two-dimensional weakly 
compressible turbulence depend on the initial conditions  
by DNS.  

 
2. Method 
2-1. Equation 
  The compressible Navier-Stokes equations in the 
following form is used 
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where is density, m is momentum, u is velocity, p is 
pressure, ij is viscosity stress tensor, is ratio of 
specific heat,  is thermal conductivity, T is 
temperature and  is viscosity dissipation.  
 
2-2. Numerical Method 
  We integrate eqs. (1)-(3) by spectral method (Fourier 
collocation) on a doubly periodic square domain of side 
Lx=Ly=2  with spatial resolution N =10242. For time 
integration, we use 4th-order Runge-Kutta method. We 
normalize the variables by the initial speed of sound, the 
length 2 , and the initial density.  
 
2-3. Initial Condition 
  The initial velocity field is solenoidal  
 

0��� u                        (4) 
 

with mean Mach number M = 0.1. We consider two 
types of initial kinetic energy spectrum below 
  
 Run A: 2

1)( �� kkE �                         (5) 
Run B: )/exp()( 2

0
2

2 kkkkE �� �               (6) 
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where k is wave number, k0 is the wave number at which 
the spectrum peaks, and 1, 2 are constants chosen 
to obtain a specified value of initial kinetic energy. 
  We also consider four different types IC1-IC4 of 
initial density and pressure fields which are determined 
by the following equations:  
 
IC1: Constant total energy, constant entropy  

����
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1,
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1
12
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IC2: Poisson equation, constant density  
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IC3: Poisson equation, constant entropy [3] 
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IC4: Constant density, constant pressure 

0,1 pp ���                    (10) 
 
In all simulations, we set the viscosity =2.5 10-5.  
 
3. Results and Discussion 
  The Reynolds number for the direct cascade or 
enstrophy cascade and the dissipative scale are given by 
R =Z3/2/  and l = 1/2/ 1/6, respectively, where Z 
is the enstrophy and  is the kinematic viscosity. In 
Run A, R 11 and l 0.0139, while in Run B, R 50 
and l 0.0205. 
  We show the energy spectrum in Fig.1. We see that 
the energy spectrum depends on the initial spectrum.  

 
Fig.1 Energy spectrum at t=70. 

 
The solid lines show Run A and the dotted lines show 

Run B. In the inertial range, the spectra of Run A are 
E(k) k-3, while for Run B they are close to E(k) k-4. In 
contrast, there are little differences between the four 
types of the initial density and pressure distributions. 
Comparing the exponent for IC1(A) and IC1(B), they 
are -3.78 and -4.11 each. 
  However, there are remarkable differences in the 

density fields between the four types of density and 
pressure initial conditions IC1-IC4. Figure 2 shows the 
density and pressure fields for IC2(A) at t=40. In the 
density field, discontinuities emerge, but they do not 
appear in the pressure field. Therefore, we confirm these 
discontinuities are not shocklets but tangential 
discontinuities. They are found for IC2 and IC3. The 
other features are independent of the initial conditions. 
  

 
(a)                  (b)  

Fig.2 (a) Density field, (b) pressure field for IC2(A) at 
t=40. 
 
Figure 3 shows the density spectrum at t=40. The 
remarkable point is that IC2 and IC3 have larger 
components at high wave numbers than IC1 and IC4 
which reflects the presence of tangential discontinuities. 
It should be noted that the Poisson equations are solved 
to obtain density and pressure in IC2 and IC3. 

 
Fig.3 Density spectrum at t=40. 
 

4. Concluding remarks 
We carried out DNS of isotropic homogenous 

two-dimensional decaying compressible turbulence with 
eight different types of initial conditions. We found that 
the exponent in the inertial range of the energy spectrum 
depends on the initial spectrum. Furthermore, for the 
initial conditions which involve the Poisson equation 
there emerge tangential discontinuities.  
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ABSTRACT 
To clarify the pressure fluctuation characteristics of the coolant in the cold-leg piping of JSFR, a pressure measurement test for a 

dual elbow piping was conducted. From the results, a prominent peak appeared in a profile of pressure fluctuation PSD obtained in 
and downstream of first elbow of a dual elbow, which also appeared in a single elbow experiment. However, another peak with 
smaller frequency appeared in and downstream of the second elbow. This peak could be inferred to be generated by an interaction of 
separation vortices shed from the intrados of the first elbow. 

 
1. Introduction 

A two-loop cooling system is adopted for the 
conceptual design of the Japan Sodium-cooled Fast 
Reactor (JSFR) [1] in order to reduce plant construction 
costs substantially. For a compact layout of the system, 
triple-short-elbow piping is designed for its cold-legs, 
and therefore, the flow in the piping can be assumed to 
be very complicated. It is essential from the viewpoint 
of integrity evaluation of the piping to evaluate 
flow-induced vibration which is triggered by pressure 
fluctuation. For this purpose, therefore, it is very 
important to elucidate the characteristics of pressure 
fluctuation in the piping. 

In this study, an experiment for pressure fluctuation 
measurement is conducted by using a 1/7-scale model 
with high Reynolds number region up to one million 
referred to as a postcritical corresponding to [2], the 
JSFR operating flow condition. In our previous [3], 
studies the pressure measurement test for a single elbow 
piping has been already performed to analyze the 
pressure fluctuation characteristics. A prominent peak in 
the power spectrum density of the pressure fluctuation 
appeared especially in the downstream of the elbow, and 
the profiles of pressure fluctuation characteristics did 
not depend on Reynolds number. In this paper, a pressure 
measurement test for a dual elbow piping is carried out to 
evaluate and analyzed, and then differences between 
results from the single and dual elbow piping, i.e., an 
effect of multiple elbows, and flow structure in the dual 
elbow piping. 
 
2. Experimental Method 

The test section used in the study is a three- 
dimensionally connected dual-elbow piping, as shown in 
Fig. 1, made of SS304 with a diameter, D, of 126.6 mm. 
The curvature ratio of the elbows is 1.0, and the elbows 
are connected with a straight pipe of 0.57 D in length 
away. Tap water heated up to 45 �C is used in the 
experiment, and Reynolds number is varied from 
320,000 to 1,000,000. An entrance region of 27 D in 
length is set upstream of the test section, and the water 
flow becomes almost fully developed turbulence before 
entering into the dual-elbow. Figure 2 shows installation 
locations of pressure sensors in the circumferential 
direction on the test section. The degree of 0� is set right 
at the each intrados side of the first and second elbow. 

Sensors for pressure measurement are installed as shown 
in Figs. 2 and 3. Near the intrados of the first elbow 
where the separation vortices are assumed to affect 
largely to pressure fluctuations, many sensors are 
installed in the circumferential direction. The sampling 
frequency of the pressure data is set at 500 Hz and a 
time-series of 65,536 data points are obtained from each 
sensor every measurement. 

The time series of the pressure data is analyzed in 
terms of PSD (power spectrum density) obtained by FFT. 
Results obtained from different Reynolds number are 
discussed by using dimensionless frequency, St, and 
dimensionless PSD, P which are frequency f [Hz] 
divided by u/D and pressure fluctuation PSD [kPa2s] 
divided by {(�u2/2)2 �D/u}, respectively, where u and � 
correspond to mean fluid velocity and fluid density, 
respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) On the first elbow   (b) On the second elbow 
Fig. 2 Installation locations of sensors in the 

circumferential direction  

Fig. 1 Schematic view of the dual elbow piping 
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3. Results and Discussion 

It is found from the frequency analysis that near the 
first elbow, there are remarkable peak in the PSD 
profiles at St of about 0.5 obtained at �30� in the 
circumferential direction in the downstream of the first 
elbow. This is quite similar to the single elbow result [3], 
and can be considered that the peak is attributed to 
separation vortices generated in the intrados of the first 
elbow. However, PSD profiles 0.4D and more 
downstream of the first elbow become different from 
those of the single elbow; peaks appearing in the PSD 
profiles become smaller than those of the single elbow 
and the circumferential positions where the peaks appear 
are different from the single elbow. These differences 
can be inferred because the separated vortices are drawn 
to the intrados of the second elbow and their paths are 
changed.  

Figures 4 show pressure fluctuation PSD profiles 
obtained at 0D downstream of the second elbow. There 
are remarkable peaks at St of about 0.5 in the all profiles, 
and the same results are observed in the PSD profiles 
obtained 0D and more downstream of the second elbow. 
The reason can be considered that two kinds of 
separation vortices from �30�  in the first elbow one 
passing through the second elbow with swirling motion, 
and therefore, all sensors installed in the circumferential 
direction detect the pressure fluctuation by the 
separation vortices. From these results, the effect of 
multiple elbows can be expressed that the flow 
downstream of the first elbow is bent toward the second 
elbow inlet and swirling motions are added to it. From 
the above-mentioned, the paths of the two kinds of 
separation vortices can be illustrated as shown in Fig. 5. 

On the other hand, there appears another peak at 
0.2 0.3St � � at the location of 180� and -90� in the 

circumferential direction, as shown in Figs. 3. It has not 
been clarified yet what this peak means and what 

generates this peak. However, there seems to be a 
possibility of the interaction of the two kinds of 
separation vortices by the swirling motions as the effect 
of multiple elbows. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. Concluding Remarks 

The experiment was conducted by using a 1/7-scale 
model of a dual elbow piping to evaluate the 
characteristics of pressure fluctuations. As a result, it 
was clarified that the characteristics of the dual elbow 
flow is very similar to that of the single elbow flow in 
and near the first elbow. Large characteristics 
differences in the single and dual elbow flow appeared 
0.4D and more downstream of the first elbow. In this 
region, it could be considered that the influence of the 
second elbow became large and the flow in the dual 
elbow changed drastically compared with that in the 
single elbow. Moreover, another peak in the PSD profile 
at 0.2 0.3St � �  appeared in the second elbow flow. 
This could be inferred to be caused by an interaction of 
the separation vortices shed from the first elbow, and 
this has to be elucidated in future. 
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Fig. 4 Pressure fluctuation PSD at 0D downstream 
 of the second elbow 

Fig. 5 Expected flow of separation vortices 

Fig. 3 Installation locations of sensors 

(a) On the first elbow and the downstream 

(b) On the second elbow and the downstream 
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ABSTRACT 
A pressure estimation system using velocity data measured by PIV experiment has been developed and validated. It could be 
regarded as an inverse problem, which recovers three dimensional flow patterns from limited data on a two dimensional plane. Two
formulations of 2D and 2.5D models are prepared. They are examined to estimate pressure in the wakes of an automobile and a wing.
Through the examination, it has been found that 2.5Dmodel works excellently.  

1. Introduction 
The purpose of this paper is to examine a method for 

pressure estimation using velocity data by stereo PIV. 
The stereo PIV has advantages as an experimental tool 
[1, 2]. However, it does not measure pressure that is 
needed to develop aerodynamic shape of vehicles. Thus, 
we have developed a pressure estimation method using 
velocity data as well as a drag calculation tool using 
properties on a PIV plane in vehicles and airplane wake. 

2. Pressure Estimation Method – Formulation - 
Formulation is based on 3D incompressible 

Navier-Stokes (N-S) equations. First, we take the 
divergence of three momentum balance equations letting 
time dependent terms zero, then we obtain 3D Poisson 
equation for pressure. Next, we assume the x gradient of 
flow variables were zero, the 3D Poisson equation yields 
to the 2D Poisson equation for pressure, Eqs. 1 and 2.
The estimation using them is called 2D model. 
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2 2

2 2
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If the flow has three-dimensionality, additional terms 
should be needed to account three-dimensional effect. 
Thus, we derive Eqs. 3 and 4 with some considerations 
[3]. In this article, the estimation by them is called 2.5D 
model. 
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3. Results and Discussion 
In this research, everything has been done by 

computational fluid dynamics (CFD) to examine the 
pressure & drag estimation method, which is the first 
stage of the construction of an aerodynamic design 
system using PIV measurement. At first, instead of PIV 
experiment, three-dimensional CFD simulation was 
conducted about a realistic car as well as a rectangular 
wing and we obtained velocity data on several wake 
planes (see Figs. 1 and 2). The data on wake planes are 
called pseudo PIV data. Then, pressure estimation was 
computationally conducted by solving Poisson equation 
of the 2D and 2.5D models. As input data, the pseudo 
velocity data on one two-dimensional plane were used 
for the 2D model, while the data of three planes were 
used for 2.5D one.  

Figures 3 and 4 show the estimated Cp distributions 
using pseudo PIV data. Figure 3 is of a car. Figure 4 is 
of a wing. The area indicated by thick white broken 
lines corresponds to the car (Fig. 3(c)) or wing (Fig. 
4(c))  location in the Y-Z plane. 

Figure 3(a)1 is the result of the three-dimensional 
CFD simulation which serves as correct Cp for the 
present examination. The wake plane location in stream 
wise (X) direction is at 0.1L behind the car body end. L
means the total length of the car. Figures 3(b) and 3(c) 
are estimated Cp contours by the 2.5D and 2D model, 
respectively. Because the flow field on the wake plane 
of 0.1L still varies along X direction, the estimation 
result in Fig. 3-3 using a single plane PIV data is poor. 
The estimated result can be much improved when the 
pseudo PIV data on three planes are used as shown in 
Fig. 3(b). As for estimation pressure by the 2.5D model, 
the error rate to the correct value is 0.5% in average and 
5% at most.  

In the same way, Figure 4(a) is the correct Cp 
distribution to evaluate estimated results on wing wake 
planes. The wake plane location is at 0.2C behind the 
wing trailing edge. C means the chord length. Making a 
comparison of Figs. 4(b) and 4(c), referencing Fig. 4(a), 
the 2.5D model gives almost identical Cps to the correct 
ones, while the 2D model can estimate trailing vortices, 
but does not do the wake region of wings. The error rate 
of Fig. 4(b) (2.5D model) to Fig 4(a) is less than 
0.065%.    

--- Eq.(3) 
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Car Body End 

Free Stream Direction 

PIV Measurement 
Plane in Car Wake 

0.1L

Quarter 
Model of FIT 

     

Fig. 1 CFD simulation serving as PIV for Honda Fit 
wake [4]. 

Fig. 2 CFD simulation serving as PIV for wing wake. 

(a)  3D CFD (Correct Phenomena). 

(b) 2.5D model Three Planes). 

 (c) 2D model Single Plane). 
   Fig. 3 Cp distributions of a car wake plane. 

(a)  3D CFD (Correct Phenomena).

       (b) 2.5D model Three Planes). 

Fig. 4 Cp distributions of a wing wake plane. 

4. Concluding remarks 
A computational method was proposed and validated 

to estimate pressures for the PIV measurement in the 
automobile and wing wake planes. We established the 
basic equation of the 2.5D model which included proper 
gradient terms in the free stream direction because the 
wake had three-dimensionality. The pressure estimation 
using the 2.5D model gave excellent results, while that 
using 2D one did poor results in wake planes which is 
cross section of free stream direction. Consequently, for 
pressure estimation there, the gradient of flow properties 
in free stream direction should be accounted. 
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ABSTRACT 
This paper discusses the difference between remote field eddy current testing and conventional low-frequency eddy current testing 

from the viewpoint of inspecting flaws in large diameter tubes from outside through finite element numerical simulations. The 
discussions are carried out on the basis of the dependency of the amplitude of signals on the depth of a flaw. The results show that the 

conventional low-frequency eddy current testing is comparable to remote field eddy current testing when exciting frequency is 
sufficiently low. 

 
1. Introduction 

Remote field eddy current testing (RFECT) has been 
used for the inspection of tubes[1,2] because it can detect 
inner and outer flaws with almost the same sensitivity. 
Whereas conventional remote field eddy current testing 
aims at the inspection from inside for a tube, the inner 
surface of a tube is not always accessible and thus several 
studies have proposed the application of RFECT from 
outside for a tube, using a probe encircling the tube [3,4]. 

When the diameter of a tube is large, however, it is 
difficult to handle a probe encircling the tube and thus a 
probe facing the outer surface of the tube is preferable. 
Since a tube with a large diameter can be regarded as a 
flat plate, reports on the application of RFECT to the 
inspection of flat plates indicate that it is possible to 
inspect a tube with a large diameter from outside the tube 
using a probe facing the surface. The RFECT technique 
firstly was extended to the inspection of metallic plates 
by Y. S. Sun et al. 1996[5]. N. Kasai et al. used the 
RFECT for the evaluation of back-side flaws of the 
bottom plates of an oil-storage[6]. H. Wang et al. utilized 
the new remote field eddy current transducer for testing 
flat conductive plate by the corresponding simulations 
and experiments[7]. However, the advantage of RFECT 
over low-frequency eddy current testing (LECT) has not 
been fully evaluated yet. Actually recent reports have 
implied that remote field eddy current phenomena are not 
always necessary to inspect back-side flaws appearing in 
a thick metallic plate[6]. 
   In the present study, we evaluate the difference 
between RFECT and LECT using finite element 
simulations. Signals due to inner and outer flaws are 
evaluated by the numerical simulations, in order to 
discuss the sensitivities of the RFECT and LECT against 
the flaws. 
 
2. Materials and methods 

Figure 1 illustrates a finite element model used in 
this study. A long flaw situated at a ferromagnetic plate is 
inspected. The size of plate is 300 mm in length, 300 
mm in width and 10 mm in thickness. Flaws with the 

same width (2 mm) but different depth (2 mm, 4 mm, 6 
mm, 8 mm) shown by character of d in Figure 1 are 
considered. A shield to attenuate direct flux and realize 
remote field effect is a U-type one with 300 mm in 
length, 34 mm in width, 24 mm in height and 10 mm in 
thickness. There is no air gap between the shield and the 
plate. The axes of exciter and detector are both 7 mm far 
from the surface of plate. Material characteristics of 
model and parameters of coils are shown in Table 1. The 
frequencies are 20 Hz and 200 Hz, which provides skin 
depths of 17.8 mm and 5.6 mm, respectively. The 
distance between the exciter and the detector is decided 
on the basis of preliminary simulations to evaluate the 
effect of the shields. 

 

 
Fig. 1 geometric model of simulation 

 
The simulations were carried out using the AC/DC 

module of commercial software Comsol multiphysics 
4.2. The magnetic flux density is small (B 4e-3 T) in 
these simulations, so the governing equation is  
      (��� − ���)� + ���� × � × � = ��                       (1) 
whereω is the angular frequency,σ is the conductivity,
ε is the permittivity, A is the magnetic vector potential, 
μ is the permeability, Je is the current density of exciter. 
The model was discretized using edge elements. The size 
of computational domain is 800 mm 800 mm 800 
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mm; boundary condition was imposed so that the 
tangential component of magnetic vector potential is 
zero. The total number of elements of the model is 
340,881.  
 

Table 1. Material characteristics of model and 
parameters of coils 

Item Value 
Conductivity of plate and shield 4 106 S/m 

Relative permeability of plate and 
shield 

10 

Inner radius of exciter and detector 2 mm 
Outer radius of exciter and detector 5 mm 

Length of exciter and detector 10 mm 
Current density of exciter 1.25 106 A/m2 

The number of detector coil turns 120 
 
3. Results and Discussion 

Figure 2 shows the effect of the distance between the 
exciter and the detector on induced voltage when there is 
no flaw. The figure indicates that indirect flux is 
dominant if the detector is situated more than about 50 
mm away from the exciter for the two frequencies. Then 
60 mm coil distance is utilized.  

 

 
Fig. 2 The effect of coil interval on the amplitude of 

induced voltage 
 
 

 
Fig. 3 normalized change of amplitude as a function of 

flaw depth with frequency of 20Hz. 

Figures 3 and 4 present the maximum signals 
obtained using RFECT and LECT. The distance between 
the exciter and the detector was set to 60 mm. The signals 
are normalized with respect to the signals obtained due to 
the deepest inner flaw. Figure 3 indicates that the 
sensitivity of LECT is similar to that of RFECT from the 
viewpoint of their sensitivity to outer flaws. In contrast, 
there is clear difference between RFECT and LECT 
when frequency is higher. 
 

 
Fig. 4 normalized change of amplitude as a function of 

flaw depth with frequency of 200 Hz. 
 

4. Concluding remarks 
The study evaluated the application of remote field 

eddy current testing for inspecting flaws in large 
diameter tubes from outside. The results revealed that 
when sufficiently low frequency is adopted, the 
sensitivity of LECT is comparable to that of RFECT. 
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ABSTRACT 
Elasticoluminescent materials, so far, has been used in visualization of stress distribution of constructions, such as a bridge or a 
building, under normal temperature condition. In this paper, it is used under high temperature condition to seek the possibility of the 
visualization of the distribution of thermal stress. Test section was designed to be able to generate thermal stress. Luminescence data 
from the elasticoluminescent materials, strain data and temperature distribution data were derived. The comparison between the 
luminescence data and the strain data show the elasticoluminescent material can measure the distribution of thermal stress qualitative.

1. Introduction 
Today, more than fifties Boiling Water Reactors are 

in operation in Japan and those constructed in earlier 
days have been operated more than 30 years. For these 
reactors, aging degradation is a problem needs more 
researching. Damage due to thermal stress that caused 
by thermal fluid is considered being one reason for the 
aging degradation. It is therefore necessary to monitor 
the stress and its distributions for a reactor structure. 

Stress strain gauge can be used for the measurement 
of the thermal stress. By setting the gauge on the 
structure surface, we can get the stress of the point 
accurately. In other words, the gauge has the advantage 
to give out the reading of stress to a certain point but is 
difficult to indicate where the point that has the 
maximum stress is.  

Recently, a new elasticoluminescent material, which 
is a kind of mechanoluminescence, has been developed 
by National Institute of Advanced Industrial Science and 
Technology (AIST) [1][2][3]. The material has the 
characteristic that can produce luminescence repeatedly 
even at very small elastic deformation. By coated to the 
surface of a structure, the material can visualize the 
distribution of stress and can make a diagnosis to the 
soundness of the structure. So far, this has been carried 
out for building, bridge, etc, under normal temperature 
condition. Because this material has a characteristic that 
luminescence not only with the change of stress, but 
also with the change of the temperature and even the 
temperature changing rate, it is considered being 
difficult to be used under high temperature condition. 

In this paper, we tried to use the elasticoluminescent 
material under high temperature condition to seek the 
possibility of the visualization of the distribution of 
thermal stress.  

2. Experiment 
Test section for the experiment is shown in Fig.1.The 

test section is made of copper. It consists of two 
rectangular flow channels. One is for high temperature 
water and the other is for low temperature water. The 
test section is silver brazed into the flanges made of sus. 

The test section is fixed by fixing the upper and the 
lower flanges with bolts. 

50 mm

A A�

A - A�

Cu

triaxial stress sensor

1 mm

High temperature 
water

Low temperature 
water

2mm
9.6mm

18.8mm
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 m
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m

m
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1      2        3 
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5              6

Sus

�
��
�
�
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Fig.1 Test section used for the experiment. 

In the experiments, we measured: (1) the stress 
distributions from 6 triaxial strain sensors, whose setting 
positions are shown in Fig.1. (2) Surface temperature of 
the test section with a thermograph and (3) 
luminescence data from elasticoluminescent material. 

To measure the surface temperature with a 
thermograph, we painted one surface of the test section 
with blackbody painting. To measure the illumination 
information, we coated the other surface of the test 
section with the elasticoluminescent material. 

The experiment condition is summarized in Table1. 
In the experiments, we firstly flow the two flow 
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channels with low temperature water. After a steady 
state is reached, high temperature water is flowed into 
the high temperature water channel at the desired flow 
rate whilst the low temperature channel is kept flowing 
the low temperature water. Thermal stress is generated 
in this heating process. After the steady state is reached, 
low temperature water is flowed again into the high 
temperature channel to decrease the temperature of the 
test section. Measurements were performed for the 
heating process. 

Table 1 Experiment conditions 
 High temperature 

water 
Low temperature 
water 

Temperature 120 oC 25 oC
Flow rate 2.1-11.5 L/min 12 L/min 

3 Experiment Results 
Experiment results for the case that flow rate for 

high temperature water is 2.1 L/min is reported below. 
Fig.2 shows the von Mises stress of each point 
calculated from the measured triaxial strain data. Time 0 
corresponds to the time the high temperature water is 
flooded into the high temperature water channel. We 
found the point 2 has the highest Mises stress at the 
initial stage of the heating process.  

Fig.3 shows luminescence image at t = 1.6s. In the 
figure 3, there are 2 abnormal luminescence points. 
They are points 1 and 2. Point 1 is an abnormal over 
luminescence point due to the over flow of coating glue, 
which has an effect to enhances the luminescence. Point 
2 is an abnormal under luminescence point because the 
elasticoluminescent material is failed to be glued on the 
point. As the result, we found that the most 
luminescence point in fig.3 is point 3, which matches 
the highest von Mises stress in fig.2. 
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Fig.2 The von Mises stress in the heating process. 

4. Analysis Results 
The change of thermal stress in the experiment is 

tried to be analyzed. The analyzation is performed in 
two steps. Firstly, the temperature distribution in the test 
section is calculated by ACE-3D code, which is a 
thermal fluid code developed by JAEA. With using the 
calculated structure temperature, ABAQUS code is run 

to get the thermal stress distribution. In the calculation, 
the up and the down sides of the test section are set 
being fixed entirety. The calculation result is shown in 
Fig.4. Compared to the fig.3, fig.4 gives the highest 
thermal stress at four corners. This is reasonable for this 
complete fixing assumption, which, however, is some 
different from the experimental fixing condition. Fig.4 
shows a high thermal stress region A at the left center of 
the test piece, which matches the point 3 in fig.3 
qualitatively. 

Fig.3 Experimental result of luminescence of 
elasticoluminescent material in a heating process. 

Fig.4 Distribution of thermal stress by ABAQUS code 

5. Concluding remarks 
The elasticoluminescent material is used under high 

temperature condition. It is confirmed being able to measure 
the distribution of thermal stress qualitative. 
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ABSTRACT 

In this work, the molecule-based pressure sensor technique was applied in the microscale pressure measurements to investigate the 

flow fields inside straight and constricted PDMS microchannels. The pressure distributions inside these microchannels were acquired 

at Reynolds number ranging from 9 to 78 and Knudsen number changing from 0.0001 to 0.021. The experimental results acquired in 

the straight microchannel showed good agreement with the analytical solution. The results acquired in the constricted microchannel 

showed the pressure drop near the constricted area which indicated the flow recirculation.  

 

1. Introduction 
The physics in the micro scale has drawn great 

attention due to the extensively applications of the micro 

devices [1]. Not only the researchers are interested in 

studying the physical phenomena at the micro scale but 

also the industry is eager to know the flow fields in 

order to improve the performance of these micro devices. 

However, most of the studies are focused on theoretical 

analyses and simulations due to the difficulty of sensor 

implantation inside the micro devices. Micro-sized 

mechanical sensors for pressure and temperature 

measurements have been fabricated using standard 

lithography processes, but they require complicated 

procedures to fabricate. Additionally, these sensors have 

sizes around several hundred micrometers and 

consequently, they are mostly deployed outside the 

micro devices to acquire the pressure and temperature at 

the inlet and the exit. Even if the mechanical sensors 

were embedded inside micro devices, only discrete 

points can be obtained due to the size effect [2, 3]. The 

complexity of fabrication and the limitation of data 

points have limited the resolution of mechanical sensors 

and therefore encumber the understandings of the micro 

scale flow fields. Around a decade ago, a new 

experimental method which was originally applied to 

macro scale experiments in aerospace engineering and 

mechanical engineering has been adapted to micro scale 

measurement [4]. This pressure sensitive technique has 

the advantages of straightforward application and 

non-intrusive measurement, providing an alternative 

method for pressure measurements. It uses pressure 

sensitive luminescence molecules and translates the 

luminescence signal to pressure data. It can acquire 

global pressure profiles with great spatial resolution as 

fine as just a few micrometers. Promising results have 

been acquired in varies micro devices such as 

microchannels, micronozzles, microturbines, and 

microjets [5, 6]. The results have also been validated by 

the numerical data [7]. In this study, the pressure 

profiles inside straight and constricted PDMS 

microchannels have been obtained using the 

molecule-based pressure sensor and more than 

thousands of data points have been acquired for the 

whole channel with spatial resolution as fine as a few 

micrometer apart.  

 

2. Method 
To study the pressure profiles inside the 

microchannels with different geometries, the 

molecule-based pressure sensor, Pt(II)meso-tetrakis- 

(pentafluorophenyl)Porphine (PtTFPP), mixed with the 

Polydimethylsiloxane (PDMS) has been selected as the 

pressure probe for the experiments. The binder, PDMS, 

is selected due to its comparability to microchannel 

devices. These microchannel devices were fabricated 

using the standard soft-lithography technique with 

PDMS as the material. In the experiments, straight 

microchannel devices with geometry of 1 cm long, 100 

µm wide and 67 µm deep was constructed with two 

reservoirs positioned at the channel entrance and exit. 

The constricted microchannel devices have the same 

design as the straight channel, except for a pair of small 

square ribs at the center inside the channel to provide the 

channel constriction ratio of 1:2. The experimental 

arrangement of microchannel measurements with 

molecule-based pressure sensor is shown in Figure 1. 

 

 
Fig. 1 The experimental setup of molecule-based 

pressure sensor measurements for microchannel devices 

 

3. Results and Discussion 

Due to the large ratio between the channel length and 

width, the pressure measurement inside the straight 

microchannel was divided into three parts without 

sacrificed the spatial resolution in the cross-section 

direction. Combining the three measurements taken 

inside the microchannel, more than 3000 data points 

from the channel inlet to exit have been obtained and the 

results provided detailed pressure distribution inside the 

channel. The experimental data acquired with the 
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molecule-based pressure sensor have been compared 

with the analytical solution and plotted in Fig. 2. The 

analytical solution is obtained using Navier-Stokes 

equations with the 1st order slip boundary condition [8]. 

The experimental results show good agreement with 

analytical solutions in all the test conditions. Some 

experimental data points near the inlet have been 

removed due to the entrance effect or the reflection from 

the inlet reservoir. These phenomena require further 

investigations which are not included in this study. To 

avoid confusion, the excluded results have been replaced 

with the extrapolated values from the pressure 10% 

downstream from the inlet. The results acquired with 

molecule-based pressure sensor have superior spatial 

resolution up to 3 µm and more than 3000 data points 

were acquired inside the channel, which was much 

better than the conventional pressure measurements. In 

the pressure measurements inside constricted 

microchannel devices, in-situ calibration and 

pixel-by-pixel calibration method were applied to 

correct the non-uniform illumination due to the single 

UV LED array for excitation. The pressure map 

acquired with the molecule-based pressure sensor is 

shown in Fig. 3. Fig. 4 shows the pressure distributions 

along the center line inside the constricted microchannel 

device. The pressure dropped while flow passing 

through the constricted region, indicating the increasing 

of speed while flowing around the ribs.  

 

 
Fig. 2 The pressure distribution inside straight 

microchannel acquired with molecule based pressure 

sensor and compared with analytical solution 

 

 
Fig. 3 The pressure map of constricted microchannel 

acquired with molecule-based pressure sensor at the 

Reynolds number of 78 

 
Fig. 4 The pressure distributions near constriction region 

inside the constricted microchannel 

 

4. Concluding remarks 
The flow fields inside straight and constricted PDMS 

microchannel have been studied with experimental 

approach utilizing molecule-based pressure sensor 

technique. The PtTFPP/PDMS pressure sensor has been 

applied to acquire detailed pressure distribution in the 

microchannel devices with fine spatial resolution. The 

pressure distribution acquired with the molecule based 

pressure sensor show good agreement with the 

theoretical analysis calculated with 2D Navier-Stokes 

equations with the 1st order slip boundary condition. 

The pressure drop around the constriction area inside the 

microchannel has also been investigated with the 

molecule-based pressure sensor. The pressure drops 

identified the recirculation region generated from the 

constricted structure.  
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ABSTRACT 

This paper presents comprehensive discussion of a calibration method while applying molecule-based pressure sensor at micro scale 

measurements. The calibration method utilized every pixel on the photo detector as an individual pressure sensor to correct the 

deviation caused by non-uniform irradiation and shadow due to the geometrical effect, which is apparent at micro scale. The 

pixel-by-pixel calibration method has been demonstrated in the pressure measurements inside PDMS microchannels.  

 

1. Introduction 
Molecule-based pressure sensor technique, also 

known as pressure-sensitive paint (PSP), was developed 

for macro scale measurements in aerospace and 

mechanical engineering applications in the early 80’s. 

Promising results including global pressure profiles as 

well as detailed pressure distributions have been 

acquired either in wind tunnel experiments or even 

during flight tests [1]. This technique uses 

photo-chemical reaction of luminescence molecules to 

reveal the pressure data through optical arrangements. 

Molecule-based pressure sensor technique provides a 

simple and fast way to conduct non-intrusive 

experiments and it had been further extended to the 

micro scale measurements in 2002 [2]. Before 

molecule-based pressure sensor technique was 

introduced in the micro scale experiments, the studies of 

micro scale flow fields are mostly limited in the 

theoretical analysis and simulations due to the difficulty 

of embedding sensors inside micro devices. There are 

not many reports for the experimental approaches, 

especially for the inner flow fields; and most of the 

experimental results can only provide discrete data 

points from the measurements [3-5]. With the 

introduction of molecule-based pressure sensor 

technique, several studies at micro scale have been 

performed and detailed pressure maps have been 

successfully acquired with resolution as fine as several 

micrometers in various micro devices such as 

micronozzles [6] and microchannels [7]. The detailed 

pressure maps provide valuable information for 

investigations of the physical phenomena in the flow 

fields at micro scale. This technique has been proven as 

one of the powerful tools for experimental investigation 

and compared with numerical simulations in the MEMS 

research [8] 

 

2. Method 
For micro scale measurements, PDMS microchannel 

devices are selected to examine the single point and 

pix-by-pixel calibrations using intensity data acquired 

inside the devices. The microchannel device is made 

with PDMS using soft lithography, and the 

microchannel is 10 mm long, 100 µm wide and 67 µm 

deep with a rectangular cross section. The measurement 

region is focused at the area near the channel exit where 

will experience the most effect from background noise 

due to light feeding and reflection from connected 

reservoir and tubing. The detailed experimental setup is 

shown in Fig. 1. 

 

 
Fig. 1 The experimental setup of molecule-based 

pressure sensor measurements for microchannel devices 

 

3. Results and Discussion 

To examine the pixel-by pixel calibration method, 

PDMS microchannels were selected as the micro-size 

environment to perform the pressure measurements with 

the molecule-based pressure sensor. During the 

measurement, the single light source, a UV LED array, 

was used as the excitation light source and positioned at 

the right. There was one circular reservoir at each end of 

the inlet and the exit of the microchannel. It has been 

observed that the luminescence light from the reservoir 

fed back into the microchannel through the exit during 

the calibration and measurements. The reflection from 

the connected tubing also contributed the luminescence 

as the background noise, and that luminescence intensity 

did not represent the true physical phenomena in the 

flow fields. This situation changed the luminescence 

response of the PSP molecules to pressure at different 

locations inside the microchannel and the extent of the 

variation depended on the distance to the reservoir and 

to the reflection of the tubing. The calibration curves 

obtained at different locations inside the microchannel 

in the region from x/L of 0.75 to the exit have been 

selected and plotted in Fig. 2. It should been noticed that 

the deviation can be as high as 77% in the pressure data 

between these calibration curves. Fig. 3 shows the 
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pressure distribution along the center of the 

microchannel in the region near the exit. The pressure 

data were calculated by selecting three calibration 

equations at x/L equaled to 0.75, 0.87, and 1. Three 

pressure distributions showed similar trend when 

calibrated with the single point method but the pressure 

difference among them was as high as 7 kPa. This 

phenomenon can cause false information and 

misinterpretation of the physical behavior during the 

experiment. To prevent this error, the pixel-by-pixel 

calibration method was applied to obtain the correct 

pressure distribution in the microchannel. The 

pixel-by-pixel corrected pressure distribution is shown 

in Fig. 3 and the corrected pressure profile is shown in 

Fig. 4. 

 

 
Fig. 2 Calibration curves acquired at different locations 

x/L from 0.75 to 1 inside the microchannel device 

 

 
Fig. 3 Pressure distributions inside the microchannel 

device near exit area with single point calibration and 

pixel-by-pixel calibration 
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Fig. 4 Pressure profile inside the microchannel near the 

exit after applying the pixel-by-pixel calibration 

 

4. Concluding remarks 
In this work, a new calibration method has been 

proposed for micro scale measurements using 

molecule-based pressure sensor. The conventional 

calibration method with single reference point 

(equation) can be applied to the macro scale 

measurements, but not sufficient in correcting the 

problems arose with the reduced scale in micro scale 

measurements, such as environment light or shadow 

from the geometry in a limited space. This situation will 

greatly change the intensity response in the affected 

region and the calibration curves at different locations in 

that area have been observed with great deviation. Up to 

77% of the pressure deviation has been observed at the 

near exit region in the microchannel experiment if the 

single-point calibration equation is applied. With the 

help of the pixel-by-pixel calibration, most of the 

problems aforementioned can be corrected and true 

pressure distribution near the channel exit can be 

presented. With the benefit of molecule-based pressure 

sensors and the pixel-by-pixel calibration method, the 

pressure profiles inside the micro-sized flow field, and 

the subsequent physical phenomena, can be acquired 

with detailed information.  
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ABSTRACT 
A linear scale used in an interferential 2-DOF linear encoder is evaluated by the Fizeau interferometer. Firstly, the Z-directional 
out-of-flatness eZ(x,y) of the linear scale is evaluated from the wavefront of the 0th-order diffracted beam reflected from linear scale. 
The linear scale is then tilted to align the axes of the 1st-order diffracted beams with that of the interferometer so that the 
X-directional period deviation eX(x,y)of the linear scale can be evaluated from the wavefronts of the ±1st-order diffracted beams. 
Finally, the Z-directional out-of-flatness eZ(x,y) and X-directional period deviation eX(x,y) were then verified by comparing them 
with the nonlinear components of the 2-DOF linear encoder using the evaluated linear scale. 

 
1. Introduction 

The 2-DOF linear encoder can measure not only 
displacement along the moving axis (X-axis) but also 
out-of-straightness. The graduations of the linear scale 
with a uniform period are read by the optical read so that 
the actual position of the moving table can be obtained. 
On the other hand, the measurement accuracies of the 
2-DOF linear encoder are mainly determined by the 
X-directional scale period deviation and the 
Z-directional out-of-flatness of the linear scale. The 
period deviation and the out-of-flatness of the linear 
scale are calibrated from the wavefronts of the 0th-order 
diffracted beam, the X-directional �1st-order diffracted 
beams from the scale, which are measured by a 
commercial Fizeau interferometer. The evaluation 
principle and evaluation experiment are reported. 

 
2. Evaluation Method 

A Fizeau interferometer is employed to evaluate not 
only the out-of-flatness but also the period deviations of 
a linear scale [2]. Let the X-directional period deviations 
and the Z-directional out-of-flatness of the linear scale 
be eX(x,y) and eZ(x,y), respectively [3]. Fig. 1 shows the 
evaluation procedure for the Z-directional 
out-of-flatness eZ(x,y). The wavefront of the 0th-order 
diffracted beam from the linear scale is measured by the 
Fizeau interferometer. The 0th-order phase output I0(x,y)
can be expressed by: 

�
�

),(22),(0
yxeyxI Z��       (1) 

where � represents the wavelength of the light source. 
The Z-directional out-of-flatness eZ(x,y) can thus be 
calculated as follows: 
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4

),( 0 yxIyxeZ ��
�
�       (2) 

The X-directional period deviation eX(x,y) of the 
linear scale causes a phase shift in the wavefront of the 
X-directional +1st-order diffracted beam as can be seen 
in fig. 2. Meanwhile, an opposite phase shift is caused in 
the wavefront of the X-directional -1st-order diffracted 
beam. The two opposite phase shifts are employed to 
evaluate eX(x,y). Fig. 3 shows the measurement of the 
wavefront in the X-directional +1st-order diffracted 
beam, which was included not only Z-directional 
out-of-flatness but also X-directional period deviation in 
the phase output. As can be seen in the figures, the linear 

scale is inclined to superimpose the X-directional 
+1st-order diffracted beams on the light beam from the 
reference optical glass plate of the Fizeau interferometer. 
The inclination angle is equal to half of the 1st-order 
diffraction angle. The wavefront of the -1st-order 
diffracted beam can also be measured by turnning the 
linear scale on the counter clockwise of �/2. The 
X-directional �1st-order phase outputs from the Fizeau 
interferometer IX±1(x,y) can be expressed by: 
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where g and � represent the nominal pitch of the linear 
scale and the �1st-order diffraction angle, respectively. 
The X-directional period deviation eX(x,y) can be 
calculated as: 
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Fig.1 Evaluation of the out-of-flatness. 
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Fig. 2 Influence of the pitch deviation in the wavefront of the 

1st-order diffracted beam. 
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Fig.3 Wavefront of the +1st-order diffracted beam. 
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Fig. 4 Measurement results of the out-of-flatness 
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The influence of the setting error of the inclination 
angle can be reduced by adjusting the manual tilt stage, 
on which the grating is mounted, to make the number of 
the interference fringes of the Fizeau interferometer 
minimum. 

 
3. Experiments & Results 

A Fizeau interferometer using He-Ne laser was used 
in the experiment. The field of view of the 
interferometer was 100 mm in diameter. The resolution 
and accuracy of the Fizeau interferometer in the Z-axis 
were 0.05 nm and �/20, respectively. A linear scale, 
which was fabricated with pitch of 1.67 �m in area of 45 
mm x 45 mm, was used as the measurement surface. Fig. 
4 shows the measurement result of the out-of-flatness 
and The period deviation of a linear scale. The 
peak-to-valley values of the Z-directional out-of-flatness 
and the X-directional period deviations were 208 nm 
and 231 nm respectively. The out-of-flatness was mainly 
determined by that of the grating substrate. The period 
deviations were mainly caused by the fabrication 
process of the grating. It took approximately 3 minutes 
to finish all the measurements. 

Fig. 5 shows the experimental setup for evaluation of 
the measurement errors of the 2-DOF linear encoder, 
which can measure not only X-directional displacement 
but also Z-directional out-of-straightness along the 
X-position of the linear air bearing stage. The laser 
interferometer (X) and the capacitive sensor (Z) were set 
to compensate X-directional displacement and 
Z-directional straightness of the linear air bearing stage 
with 2-DOF linear encoder. Fig. 6 shows the noise 
components in the compensated sensor outputs. The 
corresponding grating errors, which were extracted from 
the results shown in Fig. 4(a) and Fig. 4(b), are also 
plotted in the figures for comparison. It can be seen that 
the grating errors and the encoder errors had high 
correlations with each other, indicating that the grating 
errors are the main error sources of the encoder. Other 
factors influencing the accuracy of the encoder include 
assembling errors of optical elements in the optical 
sensor head, tilt error motions of the stage, which caused 
the differences between the grating errors and encoder 
errors shown in Fig. 6. 
 
4. Conclusion 

The Z-directional out-of-flatness and X-directional 
period deviation of the linear scale has been analyzed by 
using Fizeau interferometer in a short evaluation time. 

The X-and Z-directional error maps of the linear scale 
with a pitch of 1.67 �m were obtained over an area of 45 
mm x 45 mm. The evaluated grating has been employed 
in the 2-DOF linear encoder. Experimental results have 
confirmed that the measurement errors of the 2-DOF 
linear encoder were mainly caused by the corresponding 
errors of the linear scale. 
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ABSTRACT 

A new optimization method in designing pigmented coatings which considers both thermal and aesthetic effects has been introduced 
by authors in previous works. The spectral radiative properties of pigment powders in solar spectrum range are required to find the 
optimum design parameters. In this work, an inverse analysis to obtain the spectral scattering and absorption coefficients using 
experimental reflectivity measurement was conducted. The method was applied to evaluate the radiative properties of Cr2O3:Fe2O3 
black pigment powder. The results show that this pigment powder has good performance for our objective.  

 
1. Introduction 
     Pigmented coatings with dark visual appearance 
which can stay cool in sun are desired to paint buildings 
and cars in warm climates to satisfy simultaneously both 
aesthetic and thermal demands. To design such these 
coatings Baneshi et al. [1] proposed a design method by 
controlling the material, size and concentration of 
pigment particles in order to control the spectral 
behavior of paint layer. The share of visible (VIS) and 
near infrared (NIR) lights in global solar irradiance is 
about 43% and 52%, respectively. Our proposed 
pigmented coatings have low visible (VIS) reflectivity 
to keep the brightness low and have high NIR 
reflectivity to reduce the unwanted thermal heating. [1].  
     To find the optimum design, the radiative 
properties are calculated using Mie theory. However, for 
some pigment powders the required data for obtaining 
the radiative properties from Mie theory such as 
complex index of refraction or size distribution of 
particles are not available. Thus, the radiative properties 
cannot be obtained using Mie theory. On the other hand 
measuring these required data is a time consuming work 
which needs enough proficiency and special 
experimental apparatuses. However, what we need to 
evaluate the spectral behavior of a pigmented coating 
are reduced scattering coefficient and absorption 
coefficient. To find these coefficients, an inverse 
analysis that uses experimental reflectivity 
measurements has been proposed. 
     In this work, the Newton-Raphson method usually 
used for inverse analysis in radiative transfer problems 
is utilized. For the direct method the radiation element 
method by ray emission model (REM2) [2] is used. 
Finally, the inverse analysis is applied to the 
experimental reflectivity measurement of 
chromium-iron oxide (Cr2O3:Fe2O3) pigmented coatings. 
Cr2O3:Fe2O3 pigment powder is a commercial black 
powder but there is no catalogue data available for the 
size distribution of particles and the ratio of Cr2O3 and 
Fe2O3 in this powder.  The spectral absorption and 
reduced scattering coefficients are obtained for this 
powder in the solar spectrum range from 0.3 µm to 2.5 
µm. The effects of using this powder on VIS and NIR 

reflectivity are discussed.    
  
2. Experiment 
     To conduct the inverse calculation in order to 
obtain the absorption and reduced scattering coefficients 
two experimental reflectivity measurements are used. 
Two coating samples with different thicknesses volume 
fraction of about 5% were made on black and white 
substrates. The standard black and white papers were 
introduced by Japan Industrial Standards (JIS). Spiral 
bar coaters (Elcometer 4360) installed on a motorized 
film applicator (Elcometer 4330) were used to make the 
coatings with desired thickness. The spectral reflectance 
measurement is performed in the wavelength range of 
0.3–0.85 µm using UV-VIS spectrometer (Shimadzu 
UV-2450) and in 0.85–2.5 µm by infrared spectrometer 
(Shimadzu FTIR-8000).  

3. Method of inverse calculation  
     The unknown parameters required are absorption 
coefficient (�) and reduced scattering coefficient (�/) 
defined as follows: 
 
�/= �(1-g)                                   (1) 
 
where g is asymmetry factor. For the inverse analysis 
using Newton-Rophson method, the first step is to 
construct a database for Jacobin matrix which involves 
the information of how the reflectivity of samples 
change with control parameters; � and �/. To make the 
database the REM2 code was employed by using a 
one-dimensional parallel plane model as shown in Fig. 1. 
The incident angle of direct beam was set according to 
experimental condition. The specular reflection 
produced by the difference between the refractive 
indices at the top boundary is calculated using Fresnel’s 
equation.  
     The calculation at each wavelength starts with 
initial guesses for � and �/. The reflectivities of two 
samples are calculated using REM2 code. Then, the 
calculated and measured reflectivities are compared and 
the new values of � and �/ for the next iteration are 
obtained using Newton-Rophson method as follows: 
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where R1 and R2 are the reflectivities of samples 1 and 2, 
and � shows the difference between calculated and 
measured reflectivities. This procedure continues until 
the difference between measure and calculated 
reflectivities becomes less than desired error.  
            

 
Fig. 1 Analysis model and boundary conditions 

 
4. Results and discussions     
     Two different coatings with fv=5% were made on 
black and white substrates. The measured spectral 
reflectivities of these two samples and both black and 
white substrates are shown in Fig. 2. As seen in Fig. 2, 
the Cr2O3:Fe2O3 powder can produce a large difference 
between VIS and NIR reflectivities especially when it is 
applied on a white substrate. The predicted spectral 
distribution of reduced scattering and absorption 
coefficients are shown in Fig. 3. The results have a 
logical tendency and in agreement with observed 
behavior in spectral reflectivities. There are two peaks in 
scattering coefficient at �=0.7 �m and 1.2 �m. The 
absorption coefficient is very high at UV region; almost 
uniform at VIS region and near zero for �>1.3 �m.   

 
Fig. 2 Spectral reflectivity measurements of two 
samples and substrates 

     The properties of two samples are given in Table 1. 
The sample with black substrate has 19.8% of NIR 
reflectance and 5.3% of brightness, which shows very 
dark gray color. For the sample with white substrate the 
NIR reflectance is about 52.7% and brightness is 6.1% 
which again represents very dark gray color. It should be 
noted that this high value of NIR reflectance is due to 
high NIR reflectance of white substrate in addition to 
low absorption of Cr2O3:Fe2O3 pigment powder at this 
region.  
 

 
(a) Reduced scattering coefficient 

 
(b) Absorption coefficient 

Fig. 3 Results of inverse analysis  
 

Table 1. Properties of two Cr2O3:Fe2O3 pigmented 
coating samples with fv=5%

Subs. t 
(�m) 

NIR 
Reflec.  

(%) 

Total  
Sunlight 

Reflec. (%) 

Brightness 
Y(%) 

Black 8 19.8 12.2 5.3 
White 12 52.7 27.5 6.1 

 
5. Concluding remarks 
     An inverse analysis to find the spectral 
distribution of scattering and absorption coefficients of a 
pigmented coating sample was conducted. The 
Cr2O3:Fe2O3 powder shows good performance for our 
objective to have dark coating with high NIR 
reflectance. 
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ABSTRACT 
This report described about optical measurement campaign of Hayabusa capsule reentry with NASA DC-8 Airborne laboratory. 

JAXA original 4-wavelength spectroscopy was developed and applied on the spectroscopic measurement when Hayabusa reentry to 
the atmosphere at super-orbital speed. Although the spectroscopy system has several technical issues, history of radiation temperature 
of the capsule at reentry was successfully obtained. Analyzing scheme and measurement results were discussed.

1. Introduction 
Hayabusa SRC (Sample Return Capsule) was 

successfully re-entered into atmosphere at 13:51 on June 
13, 2010(UT) after the return flight from the asteroid 
ITOKAWA [1]. The reentry speed of SRC was 
approximately 12km/s at an altitude of 200 km and its 
estimated peak heat flux was 14MW/m2. In order to 
observe Hayabusa super-orbital reentry, a flight 
observation campaign was conducted with the NASA 
DC-8 flight observatory. The campaign was 
international cooperation including the U.S., Germany, 
the Netherland, Australia and Japan. In this airborne 
measurement campaign, JAXA tried to measure 
radiation temperature of the SRC surface or its shock 
layer with a flight-onboard spectroscopy system, which 
can measure radiation intensity of four-different 
wavelength. Since the measurement data obtained in real 
flight was quite rare, it is important to verify and to 
validate numerical codes for the prediction of surface 
condition. In addition, to provide knowledge to possible 
future missions which will adopt similar TPS material, 
the real flight data is also quite important.  

2. JAXA 4-camera spectroscope 
A general view and a schematic diagram of the JAXA 

4-wavelength spectroscopy system are shown in Fig. 1. 
To reduce manufacturing time and cost, the system had a 
quite simple configuration with the following 
components; (1) Telephoto lens (BORG 45ED 
f=300mm) and reducer lens (Celestron f/6.3), (2) Band 

path filter (Semrock laser line filter - MaxLine), (3) 
High sensitivity CCD video camera (Watec 
WAT-120N+) and (4) Video recorder (SONY GV-D800). 
Since the system was designed to measure intensity of 
four different wavelengths, the system had four-channels 
of above configuration for each wavelength.  
When Hayabusa reentry, the predicted distance 

between SRC and the mother spacecraft was 1.8km. 
Namely, the view angle of the SRC and the mother 
spacecraft will be about 1-degree. While the distance 
between Hayabusa and the airborne observatory was 
predicted to be approximately 200km. Hence 
high-power lens will be required for high-resolution 
observation. However, high-magnification may easily 
receive disturbances caused from back ground 
mechanical vibration on the airplane. A trade-off study 
between resolution and the disturbances decided to 
adopt a telephoto lens of focal-length 300mm and of 
view-angle 3-degree.  

The wavelength of filters was selected from the 
preflight numerical prediction. In the numerical 

Fig.1 Top: the four-camera spectroscope installed on the
flight observatory NASA-DC8. Bottom: The block
diagram of observation system (one channel) 

Fig.2 Wavelength characteristics of the 4-wavelength 
spectroscopy (A: 514nm, B:543nm, C:785nm and 
D:1064nm). Red thick lines showed the 
characteristics of the whole system. Green thin lines 
showed the characteristics of the CCD with lens of
the system. 



－ 112 － － 113 －

prediction, we assumed that the radiation from the 
capsule was similar to the black body radiation. Since 
the estimated surface temperature was at most 4000K, 
we selected wavelength 514, 543, 785, and 1064 nm. 
The band path filters were laser-line band path filters, 
which filters have quite narrow-bandwidth of FWHM 
2-4 nm. As shown in the Fig.2 the whole wavelength 
characteristics of each filter with CCD camera became 
worse as the filtering wavelength increase, these 
characteristics were incorporated in the data reduction 
procedure. 

3.  Analysis of observed Results 
With the four-wavelength spectroscopy, each of four 

video images was recorded on four sets of videotapes. 
The images of Hayabusa reentry were recorded for 
50sec (about 1500 frames), which images were 
converted to BMP format on PC. The recorded GPS 
time stamps provided through KIWI box were used as 
the reference time for time correction of each video tape 
images. Since these images were recorded at different 
exposure timing, time-gap compensation between each 
image was necessary.  
For the data reduction procedure, we build a model of 

the optical characteristics for the spectroscopy system. 
The relation with the output ���� �� of intensity  �� of 
the light which enters into an observation system, and 
CCD of a certain pixel (i, j) 
����� �� � � � ����� ����������������� (1) 
��[J .s-1 .m-2 .sr-1 .nm-1]:Intensity   
����:   Transmittance of lens 
�����:   Transmittance of optical filter k 
����[count .J-1]: quantum efficiency of CCD 
where, K [s .m2 .sr1] is a coefficient of cameras A-D, 

and it will be theoretically cancelled-out because the 
coefficient should be same for each camera. If we 
assume the spectrum of radiation is a function of 
temperature (assumed to be black body radiation), 
intensity of radiation �����recorded with the camera k 
at temperature T is shown as follows. 
����� � � ���� �����������������     (2)   
where, ���� �� is the normalized function and it shows 

relative intensity of radiation with T and �.
Fig.3 showed intensities of each camera A-D, which 

intensities were calculated with Eq.(2) from T=1000 to 
8000K. It should be noted that the equation cannot be 
solved because radiation model ���� �� is normalized 
function. Radiation temperature will be obtained by the 
inverse function of Eq.(2)  
�� � �������  (3)   
If intensity �� and arbitrary coefficient � are given, 

radiation temperature �� , �� , ���  and ��  will be 
calculated. The radiation temperature will be determined 
when standard deviation of each temperature became 
minimum value. In the Fig.3, examples of radiation 
temperature determination procedure were plotted. For 
instance, when intensity of each camera and �  are 
given like the value shown in the figure, the mean 
temperature can be determined to 4800K with standard 
deviation (�) of 162. If � was varied from 10-6 to 100,  

� became minimum (�=0) at ��=3.6, and radiation 
temperature was determined to 4000K. 
In the Fig.4, measured temperature of the Hayabusa 

reentry was shown as crosses and the smoothed curve 
was shown as green thick line. In addition, a result of 
the flight environment computation was also overlapped 
(radiation equilibrium temperature) as a thick line, 
which peak was 4ms advanced than the measurement. It 
should be noted that the measured results reasonably 
agreed with the computation although it was 
approximately 10% less than the computation. In our 
arc-tunnel experiments, radiation temperature was 
approximately 10% lower than those of radiation 
equilibrium temperature. The Fig.4 may show same 
tendency in the real-flight measurement. 
4.  Summary 
Radiation temperature measurement of Hayabusa 

reentry capsule was performed with the JAXA 
4-wavelentgh spectroscopy system. The measurement 
was one of the Hayabusa reentry observation campaign 

from the NASA flight observatory DC-8. Radiation 
temperature history was successfully obtained, which 
history agreed reasonably with the computation. 
Although the peak temperature was 10% lower than 
those of the computations, the tendency was similar to 
the preflight arc-tunnel test.  
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Fig.3 Relationship of radiation temperature and
intensity of each four camera .   

Fig.4 Radiation temperature extracted from the
recorded image.   
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ABSTRACT 
The temperature-dependent characteristics of thermographic phosphor YVO4:Eu, ZnS:Ag and La2O2S:Eu were investigated for 
developing temperature coating sensor. The phosphor film was continuously excited by ultraviolet lamp. The emitting fluorescence 
from phosphor film was introduced through bandwidth filter and lens to monochromic CCD camera for measuring intensity 
distribution. By repeating the temperature calibrations, the empirical relationships for temperature prediction for each phosphor film 
were developed. The phosphor film ZnS:Ag was applied to measure temperature distribution on surface impinged by a hot air jet. 

1. Introduction 
Various temperature measurement methods have 

been developed: the contact measuring method by a 
thermocouple, the non-contact measuring method by an 
infrared radiation thermometer and so on. However, 
these methods are easily affected by the conditions of 
the measuring parts and surrounding environment. 
Especially, it is difficult to measure surface temperature 
on a rotating part like turbine blade in hostile 
environment. Thermographic phosphor (TP) method has 
been studied and developed as an indirect and 
non-contacting measuring method [1, 2]. This method is 
optical technique of measurement by using the 
temperature-dependence of fluorescence emitted from 
excited phosphors. It has many advantages over 
conventional methods. Unlike thermocouple, it is 
absence of lead wires and allows to measure at high 
spatial and temporal resolution at fast response time. In 
addition, it is not easily affected by radiation variation 
on measurement surface and surrounding environment 
like as infrared radiation thermometer. Moreover, the 
measurement principle is relatively simple, and it is easy 
to apply. However, the temperature-dependent 
characteristics of phosphor should be evaluated before 
using for temperature measurement. 

2. Experimental Apparatus and Method 
In this study, commercial phosphor powder 

YVO4:Eu, ZnS:Ag and La2O2S:Eu (Phosphor 
Technology Co.) were used. The phosphor films were 
prepared by mixing phosphor powder with Cerama-bind 
No.643-1 (Aremco Co.), and it were painted by spaying 
on a surface using airbrush. We selected this method 
because it was practical and easy for preparing uniform 
coating on a large surface. In this study, the phosphor 
film was coated on the test piece which made of 
stainless with 2 mm in thickness. 

To investigate the emission spectrum from phosphor 
film, the phosphor film was excited by UV lamp which 
has a maximum peak at 254 nm. The fluorescence 
emission was measured at arbitrary point on phosphor 
film with CCD based spectrometer USB4000 (Ocean 
Optics Co.) through a fiber optic. 

Fig. 1 shows the schematic diagram of experimental 
apparatus. The test piece with phosphor film coating is 

attached on the temperature controllable ceramic heater 
plate. In this experiment, the phosphor film was 
continuously excited by two of 10W ultraviolet lamps 
which have a maximum emission peak at 254 nm. The 
emission fluorescence from phosphor film was then 
passed through bandwidth filter to cut unnecessary 
emissive wavelength and then condensed with a lens to 
monochromic CCD camera. The CCD camera was very 
sensitive to light (>0.2 lux) with resolution of 768x494 
pixels. The signal from the camera was transmitted 
through RS-170 video output and then was digitized to 8 
bits digital image using a commercial image grabber 
board. To evaluate the temperature-dependent 
characteristics of phosphor films, the fluorescence 
intensity variation was investigated with increasing the 
temperature on the test piece. For calibration 
measurement, the thermocouples type K was attached 
on the surface of test piece, and the temperature was 
monitored using programmable data acquisition system. 

Fig. 1 Schematic of experimental apparatus 

3. Results and Discussion 
The red emission spectrum has maximum intensity, 

and its wavelength of sharp peak was about 624 nm and 
619 nm for phosphor film La2O2S:Eu and YVO4:Eu, 
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respectively. For phosphor film ZnS:Ag, the maximum 
intensity is obtained around the wavelength of 450 nm 
(blue emission). Table 1 shows the characteristics of 
bandpass filter used in temperature calibration and 
measurement for each phosphor film. 

      (a) For phosphor film La2O2S:Eu

   (b) For phosphor film YVO4:Eu

       (c) For phosphor film ZnS:Ag 
Fig. 2 Variation of relative fluorescence intensity at 
different temperature 

Table 1. Characteristics of bandpass filter  

Bandwidth 
filter for 
phosphor 

Central 
Wavelength 

(CWL) 

Full Width-Half 
Maximum 
(FWHM) 

La2O2S:Eu 600 nm 80 nm 
YVO4:Eu 620 nm 10 nm 
ZnS:Ag 450 nm 10 nm 

Fig. 2 shows the variation of relative intensity ratio 
at different temperature for each phosphor film. The 
relative ration was calculated by that the intensity of 
each temperature dividing by referent intensity at 33oC
(room temperature). In order to ensure the repeatability, 
the experiment was repeated at least 5 times. The 
intensity for each point of temperature was an average 
intensity of 100x100 pixels selected from the central 
region of test piece. Employing the regression analysis, 
the variations of temperature-dependent relative 
intensity were fitted to empirical relationships as 
indicated in each graph in Fig. 3. The solid lines which 
appear in each graph are plots of segmented empirical 
relationships. The maximum percentage errors between 
temperature measurement with thermocouples and the 
temperature calculated using the obtained empirical 
equation were approximately within 10% for all 
phosphor films. 

Fig. 3 shows the example of temperature 
measurement on the surface with hot air jet 
impingement. The phosphor film ZnS:Ag was coated on 
the rear side of jet impingement surface. 

Fig. 3 Temperature distribution on rear side of surface 
with hot air jet impingement using phosphor film 
ZnS:Ag (Tj=240oC)

4. Concluding remarks 
In this study, the temperature-dependent 

characteristics of some thermoghaphic phosphors were 
investigated, and the empirical relationships between 
relative intensity and temperature were developed for 
temperature measurement on hot air jet impinged 
surface. However, this study is still in early stages. It 
needs more experiments to verify the accuracy of this 
technique.   

Acknowledgements 
This study was supported by the fund of National 

Research Council of Thailand. 

References 
[1] S.W. Alison and G.T. Gilles, Rev. Sci. Instrum., 68
(1997), pp. 2615-2647.  
[2] D.M. Cunningham, S.W. Alison and D.B. Smith, 
Proceeding of the 39th International Instrumentation 
Symposium, Albuquerque, USA, (1993), pp.561-567.  

T = 3840.184 IR
3-10164.11 IR

2

+ 8163.021 IR - 1805.521

T = -115.2701 IR
2 - 335.6749 IR

+ 737.8611

T = -992.3025 IR
2 + 

1325.785 IR- 296.102

T = 41.93883 IR
2 - 

126.4904 IR + 201.3015

oC



Eighth International Conference on Flow Dynamics
November 9 - November 11, 2011

－ 116 － － 117 －

Insight into Heat Conduction from the Thermomass Dynamics 
 
 

Bing-Yang Cao, Yuan Dong, Zeng-Yuan Guo 

Key Laboratory for Thermal Science and Power Engineering of Ministry of Education,  
Department of Engineering Mechanics, Tsinghua University, Beijing 100084, P. R. China 

caoby@tsinghua.edu.cn
 

ABSTRACT 
   We show that diffusive heat conduction in media can be characterized by the thermomass, equivalent mass of thermal energy 
defined by the Einstein’s mass-energy relation, dynamics through the first principle. A general heat conduction law, including driving 
force, inertia and resistance, is derived from both the macroscopic conservation equations and the microscopic Boltzmann transport 
equation. It shows that the physical essence of Fourier’s law of heat conduction is a balance between the driving force and the 
resistance, and that the non-Fourier heat conductions are caused by the inertia effects in space or in time. 
 

 
1. Introduction 

Heat conduction in media is generally characterized 
by the famous Fourier’s law, which was proposed by 
Fourier at as early as 1822. Though Fourier’s law of heat 
conduction is just an empirical relationship, it has been 
verified in numerous engineering designs and has been 
widely applied. However for transient heat conduction, 
Fourier’s law leads to the nonphysical conclusion that 
the heat propagation speed is infinite since the heat 
conduction equation based on Fourier’s law is parabolic. 
This physical drawback has attracted many attempts to 
improve Fourier’s model. Cattaneo[1] and Vernotte[2] 
developed a new heat conduction model, often called the 
CV equation, to replace Fourier’s law. The CV equation 
is hyperbolic due to the additional term including the 
derivative of the heat flux with respect to time, which 
makes the heat propagation speed finite. Later, more 
general heat conduction equations, similar to the CV 
equation, were also developed. 

In recent years, the applicability of Fourier’s heat 
conduction law has been questioned even for steady 
state conditions. Lepri et al. (Lepri et al., 1997) 
numerically studied the heat transport in a nonlinear 
one-dimensional harmonic-vibrator chain and found that 
its thermal conductivity is approximately proportional to 
the square root of the particle number (chain length), 
which indicates the breakdown of Fourier’s law. Such 
non-Fourier phenomena were attributed to the effect of 
low dimension of the materials by Livi and Lepri. [3,4] In 
the stead state cases, the obtained thermal conductivity 
was based on Fourier’s law, that is, equal to the ratio of 
the heat flux to the temperature gradient. Hence, this 
method to estimate the thermal conductivity is 
inappropriate when Fourier’s law breaks down. 

Recently, Prof. Guo et al. [Refs. 5-8] proposed the 
thermomass theory to characterize heat conductions. 
The basic concept introduced in the thermomass theory 
is called thermomass, which is defined as the equivalent 
mass of thermal energy according to the Einstein’s 
mass-energy relation. A general heat conduction law has 
been proposed based on the thermomass concept. Heat 
conduction mechanisms are discussed based on the 
thermomass dynamics in this paper. 

 

2. Thermomass theory 
   In the thermomass theory, the thermal energy in 
media has an equivalent mass defined by the Einstein's 
mass-energy equivalence relation 

2
D

h

E
M

c
� . 

 
(1)

The thermal vibration energy is assumed to be ED. c is 
the speed of light in vacuum. The density of the 
thermomass contained in the media is �CvT/c2. The 
thermomass density has a unit of kg·m-3. The drift 
velocity of the thermomass uh is defined as 
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q is the heat flux. The thermomass pressure is related to 
the energy by the state equation of a phonon gas as 
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In the thermomass theory, Einstein’s mass-energy 
relation is just used to determine the equivalent mass of 
a phonon gas, while Newton/fluid mechanics is used to 
investigate the motion of the phonon gas, since the drift 
velocity of a phonon gas is normally much less than the 
speed of light. We have 

( )h
h h

d d
m u

dt dt
� �

p
F . 

 
(4)

3. Thermomass dynamics and general heat 
conduction law 
(1) Conservation equations for thermomass 
   For heat transport in a solid without an internal heat 
source, the equivalent mass of the phonon gas remains 
constant during the motion of the phonon gas. The 
continuity equation is  

� � 0h
h hdiv U

t
�

�
�

� �
�

, 
 

(5)

The driving force for heat transport is the pressure 
gradient. The momentum variation in the phonon gas 
results in a change of the inertia. In addition, a resistance 
must exist because of the non-linearity of the lattice 
vibrations and defects in the solid. The resistance is 
assumed to be linearly related to the velocity 
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 � �2

h h 2

2 V VC C T

c

� �
�

�
� � � � hf u u , 

 
(6)

Thus, the momentum conservation equation of motion 
for the phonon gas can be written as in fluid mechanics 
 

0h
h h h

dU
P f

dt
� �� � � , 

 
(7)

Since the motion equation of the thermomass is based 
on the first principle, it is just a general heat conduction 
equation. Substituting Eqs. (5) into Eq. (6), we can get 
the equation for one-dimensional heat conduction in 
dielectrics as follows: 
 

TM 0q T q T Tl C l bk k q
t t x x x

� �� � � � �
� � � � �

� � � � �
�

� ��� � �2
h TM/ 2l qk C CT u

,
 

(8)

Here ,2
TM / 2k C T � � �� �

3

, 
and . 2 2 3/ 2b q C T���
(2) Boltzmann transport equation for thermomass 
  The phonon Boltzmann equation focuses on the 
distribution function of phonons to describe its deviation 
by operators as 
 s s

s s E D
D

R

f f
f

t �
��

� �� �
�
� �
� �
� �

v , 
 

(9)

where s is the index of phonon branches, fE is the Planck 
distribution, fD is the displaced Planck distribution, �R 
and is the relaxation time.  

In the transport theory for gases, multiplying the 
Boltzmann equation by the momentum of molecules mv 
gives the momentum conservation equation. Multiplying 
Eq. (9) by �� and ��vi respectively and integrating it in k 
space yields 

� �s s

D Es s

D

R

f f
f

t
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D
f� �

�
�
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� � � �
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,   (10a)
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�k k

k
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With a Taylor expansion of fD around equilibrium up to 
second order, we can get the governing equation of heat 
conduction from the Boltzmann equation as 
 

� �215 1

16 3
s si ji i

j j E

R

q qq
f v

t E
�

q

�

�
� � � � � �

�
� �

k
, 

 
(11)

The transport equation could be compared with the 
general heat conduction obtained by the conservation 
equations. 
(3) General heat conduction law 

I. Fourier’s law: If the first four terms on the 
left-hand side of Eq. (8) are neglected, the general heat 
conduction law will degenerate to Fourier’s law. When 
the inertial force is negligible, the resistant force is 
proportional to the velocity of the phonon gas. Therefore, 
the physical essence of Fourier’s law of heat conduction 
is the motion of a phonon gas when its driving force (or 
pressure gradient) is in equilibrium with its resistant 
force. When any of the four inertial terms are taken into 
account, the heat transport will deviate from Fourier’s 

law, say non-Fourier heat conduction takes place. 
Essentially, the non-Fourier heat conduction arises from 
the inertial effects of the thermomass. 

II. Thermal wave model: If the second to fourth 
inertial terms on the left-hand side of Eq. (8) have been 
neglected, we get 
 

TM 0q Tk q
t x

� � �
� � �

� �
, 

 
(12)

which possesses a similar appearance to the CV model. 
It is worth noting that the physical meanings of their 
characteristic times are intrinsically different. The 
characteristic time �CV in the CV model is the relaxation 
time as the energy carriers approaching the 
thermodynamic equilibrium. The characteristic time �TM 
in the thermomass model, on the other hand, describes a 
lagging response, in time, between the heat flux (the 
drift velocity of the phonon gas) and the temperature 
gradient (the driving force of the phonon gas). Hence, 
their values and predicted wave propagation velocities 
are different. 

4. Concluding remarks 
Based on the thermomass theory, diffusive heat 

conduction in media can be characterized by the 
thermomass dynamics through the first principle. From 
both the macroscopic conservation equations and the 
microscopic Boltzmann transport equation, we can 
derive a general heat conduction law, including driving 
force, inertia and resistance. It shows that the physical 
essence of Fourier’s law of heat conduction is a balance 
between the driving force and the resistance, and that the 
non-Fourier heat conductions are caused by the inertia 
effects in space or in time. 
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ABSTRACT 

We report and discuss the experiment and numerical simulation of heat transfer by natural convection inside the autoclave for the 
solvothermal growth of GaN bulk crystal. The inner diameter and height of the autoclave are ��20 and 335 mm, receptivity. When the 

bottom heater is removed and the space between upper and lower heaters becomes wider, the growth rate is increased. From the 
axisymmetric numerical simulation, a rising flow from the center hole of the baffle cause such fast grow rate because the rising fluid 

is GaN-rich and it reaches the GaN seed crystal soon. 
 

1. Introduction 
The GaN bulk single crystal is expected to be 

suitable for application as a substrate in 
high-quantum-efficiency light-emitting diodes and 
high-frequency/high-power electronic devices. The 
solvothermal crystal growth process is one of the 
methods used for growing GaN single crystals. In this 
method, the autoclave is filled with supercritical 
ammonia. A baffle is used to divide the inner autoclave 
into two zones—an upper zone and a lower zone. The 
two zones are heated independently, and the heater is 
controlled to maintain the lower zone at a higher 
temperature than the upper zone. In view of the variation 
in the solubility, the raw material (polycrystal) is 
dissolved in the lower zone and the GaN crystal is 
grown on a seed crystal in the upper zone. In this paper, 
we report and discuss the experiment and numerical 
simulation of heat transfer by natural convection inside 
the autoclave for the epitaxial growth of GaN bulk 
crystal. 

 
2. Experimental Results 

The experimental autoclave and the heater are shown 
in Fig.1. The inner diameter is ��20 mm and inner height 
is 335 mm. The upper and the lower parts are divided by 
a baffle. The upper zone is a crystal growth zone and the 
lower zone is a raw material zone. The pressure of 
ammonia sets 140 MPa. We have employed NH4Cl as an 
acidic mineralizer. For further details, refer to Ref. [1]. 
We have to make the bottom-heater temperature higher 
than the top-heater one because the solution of raw 
material efficiently moves toward the crystal growth 
zone in order to generate a strong natural convection.  

Fig.1 Experimental autoclave and two cases of heater 
arrangement 

Thus we set up the top temperature and bottom one are 
450 °C and 550 °C, receptivity. 

Two cases of heater arrangement are employed to 
growth GaN crystal. In case1, the autoclave is inserted 
to the sealed heater. Since the gap of the upper heater 
and the lower heater is only 10 mm, a sudden 
temperature change is observed by the height direction 
near a baffle plate. In case2, the bottom heater is 
removed and the space between upper and lower heaters 
becomes wider. In order to reduce heat loss, heat 
insulators are installed at the top, bottom and the space 
between the heaters.  

The grown GaN crystal and the growth time and 
growth rate are shown in Table 1. In both cases, 
epitaxial growth on the GaN seed crystal is possible in 
the autoclave and the heater in Fig.1. However, we 
observed the difference of the GaN growth rate between 
two cases. The growth rate in case1 and case2 are 0.29 
and 0.50 �m/day, receptivity. Furthermore, it is found 
that a long time growth is possible in case2. We 
measured the inner temperature in the autoclave and 
found that the temperature difference of case2 between 
the raw material zone and crystal growth zone become 
smaller than the difference of case1. In general, we can 
consider that the growth rate is larger when the 
difference of temperature (solubility) is large. However, 
the experimental result does not agree. Therefore, it is 
necessary to calculate heat and fluid flow in the 
autoclave. 
 

Table 1 Cross-sectional SEM images and the GaN 
growth time and growth rate 

 
 
3. Numerical Simulation 

Fig. 2 shows the schematic diagram of an autoclave 
for solvothermal crystal growth and the physical model 
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of numerical simulation. In the present simulation, the 
system is assumed to be axisymmetric, and the raw 
material and seed crystal are neglected. The boundary 
conditions of case1 and case2 are shown in Fig.2. The 
autoclave and baffle are assumed to be made of Inconel 
and platinum, respectively. The temperature and 
pressure of ammonia are assumed to be 450 C° and 140 
MPa, respectively. The thermal properties of ammonia 
are obtained from VMGThermo as the thermophysical 
property calculator. According to our empirical 
knowledge, a small interspace is required between the 
baffle and the surrounding (Inconel) wall. The 
interspace is 2 mm and the hole of the baffle center is 
��4 mm. The open-space ratio of the baffle is 
approximately 40%. SC/Tetra produced by SOFTWARE 
CRADLE Co., Ltd. is used as computational fluid 
dynamics software. We solve mass conservation 
equations, momentum conservation equations, energy 
conservation equations, and equations of turbulent 
energy and turbulent dissipation rate (MP k-� equations). 
For further details, refer to Ref. [2-4]. 

 
Fig.2 Schematic diagram of a solvothermal autoclave 

and baffle in the present calculation 

 
Fig.3 Temperature fields near baffle in case 1 and 2 

 
Fig. 3 shows the temperature distributions that 

include the part of a surrounding wall and the baffle in 
both cases. From our further researches [2-4], we obtain 
a stable solution for the case wherein a rising flow exists 
in the space between the baffle and the surrounding wall. 
In case1, such flow pattern can be observed. On the 

contrary, a strong rising flow exists in the center hole in 
case2. In solvothermal GaN single crystal growth 
process, small and micro GaN crystal can be observed at 
the surrounding wall and such microcrystal is wasted for 
GaN bulk single crystal growth on the seed. In case 2, 
the fluid goes directly from raw material zone to crystal 
growth zone. We can consider that the fluid is GaN-rich 
and it reaches the GaN seed crystal soon. Thus it is easy 
to grow GaN crystal on the seed.  

 
Fig.4 Main flow direction of natural convection in a raw 

material zone and a crystal growth zone 
 

We discuss why such natural convection pattern is 
obtained. Fig. 4 shows the main flow direction of 
natural convection in the raw material zone and crystal 
growth zone. The temperature in the fluid comparatively 
becomes constant easily because of the natural 
convection. Therefore, counterclockwise natural 
convection is dominant in the raw material zone; on the 
other hand, clockwise flow is dominant in the crystal 
growth zone. In case1, counter-clockwise natural 
convection is dominated slightly up to the baffle because 
the hottest region on the inconel outer wall is slightly 
upper than the height of the baffle and natural 
convection in the raw material zone is dominated. On 
the other hand, the coldest wall is near the baffle in 
case2. Therefore, clockwise natural convection is 
dominated slightly under the baffle. We can change the 
natural convection pattern by arrangement of the 
heaters.  

 
4. Conclusions 

A solvothermal GaN bulk single crystal growth 
process has been studied experimentally and numerically. 
When the bottom heater is removed and the space 
between upper and lower heaters becomes wider, the 
growth rate of GaN bulk single crystal can be increased. 
A rising flow from the center hole of the baffle cause 
such fast grow rate.  
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ABSTRACT 

In tranditional opinions, the non-Newtonian behaviors of fluids generally come from the microscopic structrues of the material. 
However, such behavior can also be observed in simple fluids, e.g. monatomic gases and liquids of spherical particles. Here we 

present a new method to analyze the constitution equation of these simple fluids based on the concept of kineto-mass. The various 
behavior of flow are attributed to the magnitude of the inertia effects of momentum transport processes.  

 
1. Introduction 

The non-Newtonian flow, or the rheology 
phenomenon, is a hot topic in both theories and 
applications. There are many models describing these 
flow behaviors. In the linear viscoelasticity region, the 
behaviors of materials are generally modelled by the 
Maxwell and Kelvin model, with relaxation relations of 
strain and stress [1-3]. For practical solutions, 
suspensions or melts, the nonlinear viscoelasticity 
constitution equations and empirical relations are 
appliable. In polymeric liquids, rheological behavior 
such as shear thinning and rheopectic can be understood 
as a result of the change of molecular structure. 
However, for simple fluids, i.e. monatomic gases and 
liquids of spherical particles, the rheology behavior can 
also be observed at extreme conditions such as high 
shear rate of high frequency disturbance [4-6], which 
can hardly be attributed to internal structures of fluids. 

The Newton’s viscous law is the linear constitution 
relation of the momentum transport processes, which are 
parallel to the heat transport and mass fraction transport 
processes. These linear relations have a common defect 
that they neglect the acceleration stage of paticles, so  
the predicted propagation speeds of disturbance are 
unphysically infinite. Introducing a relaxation term in 
linear relations can reduce the propagation speed to the 
sound speed and is preferable in high frequency 
conditions, yet lacks of explicit physical sence. In this 
paper, we introduce the concept of kineto-mass to 
describe the momentum transport process. This analysis 
can combine different constitution equations with novel 
physical meanings, and is especially applicable for 
simple fluids.. 
2. Kineto-mass 

According to the Einstein's mass-energy equivalence 
relation, when the total momentum is zero, the sum of 
kinetic energy of particles divided by the square of light 
speed, is the “proper mass” of the system [7-8]. 
Consider the simpliest situation of flow, i.e. the couette 
flow as Fig. 1, wherein the kinetic energy of particles 
can be seperated into the internal energy and kinetic 
energy while the total momentum is zero. Therefore the 
density of kineto-mass can be defined as 

 
2

2

1
2

x
k

u
c
�

� �  (1) 

 
Fig. 1 The model of couette flow 

 
where � is the density of fluid, ux is the velocity in Fig. 1. 
Note that the coodinate is not arbitrarily chosen, it 
should guarantee the vanishment of total momentum. 
The internal energy corresponds to the thermomass and 
leads to the theory for heat transfer in media [9]. The 
momentum flux is the shear stress �, as indicated in 
tranditional theory of transport processes. In this way, 
the flux of the kineto-mass is obtained as 
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The conservation equation is  
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k
ky xq u

t y c y
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, (3) 

where the right hand side term expresses the conversion 
rate of kinetic energy into internal energy. Equation (3) 
reduces to the mechanical relation when Eqs. (1) and (2) 
are inserted 

 0xu
y t
� �

��
� �

� �
. (4) 

Then the transport process can be described by the 
momentum equation of kineto-mass as in the hydro- 
dynamics 

 0k
k kp

t
�� � �

q fD
D

. (5) 

where D is the derivative operator and corrsponds to the 
Oldroyd or Zaremba-Jaumann derivatives. The pressure 
or state equation of the kineto-mass can be determined 
by comparison with the kinetic theory of gases, which is 

 2
ave

1
3

p v�� . (6) 

� �xu y
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where, p is the gas pressure, vave is the average particle 
velocity. The pressure of kineto-mass can be similary 
defined as proportional to the density and square of 
shear wave speed, which is 

 2
wavekp v�� . (7) 

The coefficent 1/3 vanishes in Eq. (7) because of the 
difference between wave speed and average particle 
speed in 3-D isotropic media. In liquids and solids the 
shear wave speed is generally expressed as 

 2
wavev G �� , (8) 

where G is the elastic modulus. For liquids the modulus 
is defined as  

 G � �� , (9) 

where � is the viscosity and � is the relaxation time. 
This definition is widely applied in oscillatory problems. 
Some properties of simple fluids are listed in Table 1. 

Table 1. The rheology property of some simple fluids 
at room temperature [6] 

Liquid ��������(s) 104��(Ns/m2)� vwave(m/s)* 
CCl4 2.46 9.69 481 
CS2 1.38 3.63 570 

Benzene 1.67 6.52 665 
Toluene 1.60 5.90 635 
Acetone 2.19 3.20 587 

* Refer to the shear wave speed, generally half of the 
longitudinal wave speed 

 
3 From Hookean to Newtonian 

The rheology behavior is recognized as between the 
solids and liquids. The transport equation (5) can 
illustrate this concept. If there is no friction, i.e, fk is 
negligible, then it becomes 

 0xuG G
t y t
� �

�
�

� � � �
�

D D
D D

� , (10) 

the integration of which gives the Hook’s law for elastic 
solids. In this sence, the elasticity characterizes the 
non-dissipative transport process of the kineto-mass. 
When the inertia term in Eq. (5) is negligible, and the 
friction term is assumed to be proportional to the flux qk, 
we get 

 
2

1 k
k kp

c�
� �� � �

qf , (11) 

 xu y� �� � � � , (12) 

which is the Newton’s viscosity law. It shows that the 
transport in ordinary liquids is pure diffusive, and the 
friction is proportional to the flux, similar to the Darcy’s 
law in porous hydrodynamics. 

If the friction term is comparable with the inertia 
term, then the flow behavior is visco-elastic. According 
to the supposition of Eq. (11), Eq. (5) transfers to 

 xu
t y
�
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�
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�

D
D

, (13) 

if the operator D is the partial derivatives, Eq. (13) 
reduces to the classical Maxwell model, which can be 
applied under the condition 1�� �� [11]. However, for 
simple fluids, the relaxation time is rather small, so the 
rheological behavior should appear until the shear rate 
raise up to 1012 s-1, which can be observed in molecular 
simulation methods or experimental methods such as 
inelastic neutron scattering (INS) and inelastic x-ray 
scattering (IXS) [4]. When D is chosen to be the 
Oldroyd or Zaremba-Jaumann derivative, Eq. (13) turns 
to the White–Metzner model or the DeWitt model 
respectively [1-3]. 
4. Concluding remarks 

In the above derivation, the non-Newtonian behavior 
of simple fluids is attributed to the inertia effect of 
momentum (or kineto-mass) transport processes. The 
kineto-mass analysis is mechanical and does not require 
the inner structure of moleculars. However, the 
non-Newtonian behavior of simple fluids at high strain 
rate of high frequency oscillation may comes from the 
anisotropic distrbution in the coodinate or velocity 
spaces, which is different from the equilibrium state. 
This opinion is also carried out by some thermodynamic 
theories, which focus on the elastic and dissipative part 
of the kinetic energy (e.g GENERIC) [12] or the 
modificated definition of state variables in 
non-equilibrium states (e.g. Extended Irreversible 
Thermodynamics) [6]. However, the kineto-mass 
analysis postulate an “impact and action” profile of 
transport processes and characterize them with the 
Newton’s mechanical law. The connection between 
these methods can be further analyzed by the 
microscopic interpretation.  
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ABSTRACT 
   We use molecular dynamics simulations to study the rheological behavior of Lennard-Jones fluid. Shear thinning and normal 
stress differences are observed in the Couette flow simulations. We find that the radial distribution function is different and the 
potential energy increases with the increase of strain rates. By applying an oscillatory shear flow, several findings like the phase 
difference between shear stress and shear rate indicate the appearance of viscoelasticity at high frequency. 
 
1. Introduction 

Complex liquids like colloidal solutions and polymer 
melts can exhibit distinct non-Newtonian behavior, 
namely the changing of viscosities and other physical 
properties with shear rate [1]. This is the common sense 
for the rheological properties can be observed, measured 
and explained in the laboratory. In the meantime, with 
the widely application of computer simulations, we are 
realizing at high enough shear rates, simple fluids like 
argon can also shear thin, shear thicken or display 
viscoelasticity. Usually, the Weissenberg number (Wi) 
which is the product of structural relaxation time and 
shear rate can be used to compare rheological behavior 
between simple and complex liquids. It’s believed that 
under the same Wi fluids show the same flow behavior 
and for the complex liquids in industry or labs the value 
is of order unity [1]. Considering the relaxation times of 
simple fluids are of order picoseconds, the very much 
high shear rates of THz are unrealizable experimentally 
for the macroscopic turbulence prevents the attachment 
of high enough shear rates [2]. That’s why people are 
still not totally accepting the standpoint that all fluids 
can be expected to be non-Newtonian.  

Lots of work has already been done to generalize the 
rheological laws of simple fluids under various 
conditions with molecular dynamics (MD) simulations. 
Erpenbeck [3] observed the alignment of particles along 
the flow direction known as the “string phase” using a 
hard-sphere model. Evans [2, 4-5] did a series of work 
concerning the Lennard-Jones (LJ) fluids under steady 
and oscillatory shear flow and obtained some 
remarkable results agreeing well with ‘‘hard-sphere” 
like colloidal suspensions in experiments. 

Now, we also use MD simulations to explore the 
flow behavior and underlying mechanisms of LJ fluid. 
 
2. Simulation method and details 
   Our simulation is carried out on atomic fluids 
governed by the LJ potential at the state point of 
T*=0.722 and ρ*=0.8442 in reduced units. The systems 
all consist of N=4000 particles and are divided into N 
slabs (labeled from 1 to N) along the z direction. The 
Nose-Hoover thermostat is applied only in two 
directions (y, z) except the flow direction (x). Every time 
step, we choose the atoms in Slab 1 to give them an 
additional positive velocity vx, while the atoms in Slab 
N/2+1 are with a negative velocity –vx. By using 

periodic boundary conditions, Couette flow can be 
established at both halves of the system. The numbers of 
the atoms involved in this process of the two slabs are 
chosen to be the same. Then after time t, the momentum 
flux, i.e. shear stress, can be expressed as  

 

2

x
t i

x y

v

L L t
� �
��

, 
 

(1) 

where i denotes the atoms in Slab 1 applied with vx. 
Besides the common steady flow, we are also concerned 
with oscillatory shear flow and the imposed velocity is 
in the form of vx = vx0 cos(ωt). 
 
3. Results and Discussion 
3.1 Steady flow 
   First, we plot the shear viscosity as a function of the 
strain rate in Fig. 1. A comparison is made between our 
results and the famous Carreau model [6]. We can easily 
see a Newtonian plateau before γ*=0.01 where the 
viscosity is independent of strain rate. From around 
γ*=0.1, shear viscosity decreases markedly with the 
increasing of strain rate which indicates the appearance 
of shear thinning. 

 
Fig. 1 Dependence of the shear viscosity on the strain 

rate, a Carreau model 
 

For the viscoelastic fluids three variables are needed 
to describe the flow characteristics which are shear 
stress τ and the normal stress differences N1=σxx-σzz and 
N2=σzz-σyy. Figure 2 shows the dependences of the 
normal stress differences on strain rate. At low shear 
rates, N1 and N2 are both close to zero, while with the 
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increasing shear rate, N1 increases greatly and N2 has a 
slight decrease. 

 
Fig. 2 Dependences of the normal stress differences on 

the strain rate 
 
   To explain the Non-Newtonian behavior under 
steady shear, we use the pair radial distribution function 
g(r) as the monitor of the shear induced structural 
changes. It gives the probability of finding a pair of 
atoms a distance r apart, relative to the probability of a 
random distribution at the same density [7]. Figure 3 
shows g(r) in two strain rates. When r/σ<1.0, we find 
g(r) is larger for a stronger shear flow at the same r/σ 
and an opposite rule exists for the slope just past the first 
peak. These may suggest that for a larger strain rate the 
repulsion is more powerful while the attraction is 
weaker. Through the calculation of the repulsive and 
attractive part of the potential energy, we confirm this 
conjecture. Moreover, we think the shear thinning is due 
to that the applied energy is not all dissipated but with 
some conserved as the potential energy, which is 
 2 2( ) '( )p

du duE
dy dy

� �� �  
 

(2) 

where μ is the Newtonian viscosity and μ’ is the value 
when shear thinning occurs. Our simulations point out 
the potential energy increases monotonically with strain 
rates and the results also agree with Eq. (2).  

 
Fig. 3 Pair radial distribution function for two strain 

rates 
 
3.2 Oscillatory shear flow 
   We choose a fixed value of the velocity amplitude 
vx0 and by controlling the number of atoms applied with 

±vx from Slab 1 and N/2+1, the stress amplitude is also 
fixed. We gather the statistics from Slab 1 under 
different angular frequencies. First, we note the shear 
stress �  and strain rate ��  are both sinusoidal 
functions of time. The phase difference between �  and 
�� �  increases with the increasing of frequency which is 

shown in Fig. 4. Second, we also find out the real and 
imaginary part of viscosity tend to decrease and increase 
with frequency, respectively. Third, the elastic modulus 
can also be derived and have a monotonic increase with 
frequency. These three findings all illustrate the same 
point that under oscillatory shear the LJ fluid does 
exhibit viscoelasticity. 

 
Fig. 4 Dependence of phase difference on the angular 

frequency 
 
4. Concluding remarks 

In this paper, we study the non-Newtonian behavior 
of simple fluids by using steady and oscillatory shear 
flow. At high strain rates, the fluids exhibit obvious 
shear thinning behavior and normal stress differences. 
We think these phenomena suggest that some applied 
kinetic energy is transformed to potential energy, which 
is confirmed in the simulations. By studying the 
oscillatory shear flow, we further conclude that 
viscoelasticity occurs at relatively high frequency. 

From our simulations, it can be summarized that 
simple fluids do have some similar rheological behavior 
to complex fluids and we are expecting a unified theory 
to be developed to underpin rheology. 
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ABSTRACT
Optimum selection of nominal power for prime movers in combined heating, cooling, and power (CHCP) systems is of crucial 
importance due to the fact that inappropriate choices considerably reduce the benefits of CHCP systems. In this paper, a 
thermo-economic method for selecting the optimum nominal power and planning the operational strategy of gas turbines and internal 
combustion engines as the prime movers of a medium scale (500 kW-5000 kW) CHCP system is presented. Emissions trading under 
the Greenhouse Gas Reduction Scheme of New South Wales is considered.

1. Introduction
The addition of absorption chillers to a combined 

heat and power (CHP) system provides it with cooling 
capability and thus potentially raises overall system 
efficiency up to 90% [1]. This system is known as 
trigeneration or combined heating, cooling, and power 
(CHCP).

In this study, a thermo-economic approach is 
developed to determine the optimum nominal power of 
gas turbines, gas engines, and diesel engines. Their 
operational strategy is planned with two operational 
modes while considering the NSW Greenhouse Gas 
Abatement Scheme (GGAS) Generation and Demand 
Side Abatement Rules [2]. Two-way connection (TWC) 
mode allows buying electricity from the grid and selling
back the excess electricity. One-way connection (OWC) 
mode only allows buying electricity from the grid. 

2. Annual cash flow (ACF) analysis
In this method, the objective is to convert money (all 

costs and benefits) to equivalent uniform annual cost 
(EUAC) and equivalent uniform annual benefit (EUAB). 
The method is used to compare different options and the
one that has the minimum difference of EUAC and 
EUAB (EUAC-EUAB) is the most economical choice 
[3]. Based on the ACF method, the proposed objective 
function (Net Annual Cost (NAC) $/year) is defined as:

                  (1)

3. Selection and planning of the operational strategy
The following procedure is applied to determine the 

optimum nominal power and the operational strategy 
considering specific electricity and heat demand profile:
� For nominal powers from 500 kW to 5000 kW and

for each time interval of demand profile (�m)
changing partial load from 20% to 100%. 

� Calculating NAC for a given partial load (NACm)
and choosing the minimum NACm values (NACm,min)
with its associated partial load.

� Calculating NAC by summing NACm,min values for 
all time intervals and choosing the nominal power 
that results in the minimum NAC as the prime 

mover’s nominal power of CHCP system. 
� For the selected nominal power and for each time 

interval the partial load at which the NACm,min is 
obtained is the operational strategy of CHP system.

4. Results and Discussion
To demonstrate the proposed method, it has been 

used for a case study. Fig. 1 shows the monthly average 
electricity, heating, and cooling demand profile of an 
industrial building located in New South Wales, which 
cannot be named for confidentiality purposes.

Fig. 1 Demand profile for the case study

The variation of Net Annual Cost versus nominal 
power of prime movers for both modes of operation has 
been shown in Figs. 2-4. As figures show, minimum 
NAC values correspond to gas turbines of 2.9 MW
(TWC mode) and 2.5 MW (OWC mode). These values 
for a diesel engine correspond to 3.3 MW (TWC) and 
3.2 MW (OWC) and for a gas engine, at 2.8 MW 
(TWC) and 2.6 MW (OWC).

Fig. 2 Gas turbine NAC versus nominal power in TWC
and OWC mode

(1
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Fig. 3 Gas engine NAC versus nominal power in TWC 
and OWC mode

Fig. 4 Diesel engine NAC versus nominal power in 
TWC and OWC mode 

Figs. 5-7 illustrate the operational strategy of prime 
movers in both operational modes. As figures show, in 
TWC mode the gas turbine and gas engine work at full 
load all year. In OWC mode the prime movers produce
the required electricity, but the diesel engine operates 
the same in TWC mode as well as it is uneconomical.

Fig. 5 The operational strategy in TWC and OWC 
mode for a gas turbine

Fig. 6 The operational strategy in TWC and OWC 
mode for a gas engine

Fig. 7 The operational strategy in TWC and OWC 
mode for a diesel engine

4. Concluding remarks
In this paper, a thermo-economic approach to 

selecting the optimum nominal power and planning the 
operational strategy of gas turbines and internal 
combustion engines in a medium scale combined 
heating, cooling and power system is presented to 
demonstrate the Net Annual Cost (NAC) criterion.
Minimum NAC values corresponded to gas turbine sizes 
of 2.9 MW (TWC) and 2.5 MW (OWC). These values 
for a diesel engine correspond to 3.3 MW (TWC) and 
3.2 MW (OWC) and for a gas engine, at 2.8 MW 
(TWC) and 2.6 MW (OWC). The operational strategy of
the three prime movers in both operational modes was 
studied and the results have been presented.

Nomenclature
P= electric power (kW)
H� = heat rate (kW)
C� = cool rate (kW) 
CC= capital cost ($/year) 
NAC= Net Annual Cost ($/year) 
k= number of equipment
SV= salvage value ($)
i= interest rate (%)
LT= lifetime (year)
NGAC= emissions tradable certificate
N= number of time intervals of demand profile 
MC= maintenance cost per hour ($/hr)
COF= cost of fuel per hour ($/hr) 
C= cost ($/kWh)

Subscripts
CHCP= combined heating, cooling and power 
f= fuel
b= buying electricity
s= selling electricity
el= electricity 
h= heat
r= required
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ABSTRACT 
Power outputs of gas turbines decrease due to ambient temperature increases in summer. For the recovering of lost output, mist 

atomization system using efficient spray nozzles was focused on. The system was installed in an inlet air flow path of a gas turbine at 
Higashi-Niigata thermal power station No.4 train, a commercial plant. The nozzles can efficiently decrease inlet air temperature of 
gas turbines because of their minute particle size and highly-efficient evaporation properties. After activating the atomization system, 
inlet temperature decreased by up to about 7.5 degrees Celsius and power output increased by up to 6% in the gas turbine. 

1. Introduction 
It is generally known that gas turbine power output 

decreases due to ambient temperature increases [1]. It is 
because that inlet mass flow rate decreases due to 
ambient temperature increase and decreases in inlet air 
density.  

The aim of this study was power output increase of 
gas turbine. In order to improving gas turbine inlet air 
cooling, mist atomization technology which can 
efficiently cool air because of minute mist particle size 
and highly-efficient evaporation properties was tried to 
be utilized. The atomization system was to be 
introduced to a gas turbine inlet at the Higashi Niigata 
thermal power station. A flow path which was in the 
upstream of the gas turbine inlet filter and unique to the 
power plant was used for mist evaporation by the system. 
In this case, erosion risk of air compressor blades and 
vanes could be reduced. In this study, experiment and 
numerical simulation were first conducted as basic 
considerations to confirm the system’s effectiveness and 
to set up the system. And then, the system was 
successfully installed in the commercial plant, and the 
performance, effects, and influence of the system were 
carefully investigated. After activating the system, the 
power output increase effect which was almost the same 
to prediction was able to be achieved without any 
problem. [2]  

 
2. Model experiments  

Model experiments were conducted in order to 
evaluate effectiveness of the mist atomization system.

As a first step, the most effective nozzle type with 
the largest amount of atomization and small particle 
diameter was selected from among some commercially 
available varieties. Because the mist particles with small 
diameters evaporate easily, the air cooling ability of 
them are high.  

Figure 1 shows model experimental apparatus which 
simulated the atomization system. The selected nozzle 
was set in the duct. The air with varied temperature and 
humidity was led into the duct. Then, the change of 
temperature and humidity between upstream and 
downstream portion of the nozzle were measured. 
Figure 2 shows the amount of temperature decrease 
between upstream and downstream portions of the 
nozzle under 30% humidity. In this figure, the black line 
signifies the limits of temperature decrease between 

upstream and downstream portions of the nozzle where 
downstream temperature was decreased to wet-bulb 
temperature of upstream air. At all temperature range, 
air temperatures could be almost decreased near the 
limits. Furthermore, air temperature could be decreased 
to the limits under other humidity conditions as well as 
the 30% humidity condition [3]. From these results, we 
could confirm the effectiveness of mist atomization. 

3. Numerical simulation  
The gas turbines inlets at Higashi-Niigata thermal 

power station are the unique structures for preventing 
direct snowfall. This unique inlet structure makes an 
inlet air path (see figure 3). Atmospheric air is sucked in 
from air inlet tower atop the roof, then flows down to air 
inlet filter rooms. In the last portion of the rooms, air is 
cleaned by inlet filters, and flows into air compressor 
through an inlet duct. This unique path was intended to 
be utilized for the mist evaporations. 

The advantage of the mist atomization technology is 
that a minute particle with high evaporation efficiency 
gives a larger effect of the temperature decrease. It was 
thus most important to make more atomization mist 
evaporate in the space upstream of the inlet filter to 
achieve the maximum effect, and the positioning of mist 
nozzles was also very important. So the flow field in this 
path was analyzed in order to investigate an actual flow 
field and to reduce mist turning into useless drainage 
due to collision with other particles or obstacles. 

Figure 5 shows the CFD analysis result of half of the 
inlet flow path. This analysis was conducted using a 

Fig. 1 Experimental apparatus 

Fig. 2 Temperature decrease by the selected nozzle  
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commercially available software, STREAM, and 
standard k-� model as a turbulence model. From the 
result, it was clarified that flow velocity is high at the air 
inlet tower, but flow rapidly stabilized after passing 
down to the inlet filter room. From the clarified flow 
field condition, need of keeping distance between 
nozzles and filter to obtain a residence time for 
evaporation, and considering the workability of 
installation or maintenance, the position of the bottom of 
the air inlet tower where velocity begins to weaken was 
determined as the optimal nozzle position. 

4. Influences of the system on GT equipment 
There had been no prior experiences involving 

atomization of such minute water particles in upstream 
portions of gas turbine’s inlet filter, so, there were some 
serious concerns about the possible effects it might have 
on gas turbine equipment.  

One main concern was erosion on compressor blades 
due to super-saturation of inlet air humidity. In this 
system, the risk of erosion was reduced significantly by 
atomizing mist into the upstream portions of the inlet 
filter. But in the case of supersaturation, the erosion 
concern was caused by the minute mist particles passing 
through filters. For this concern, mist atomization was 
stopped when humidity rose by up to the determined 
limit. This way, super- saturation was kept off. 

Another concern was overshooting of turbine inlet 
temperature or exhaust gas temperature caused by inlet 
air temperatures soaring after mist stoppages. When the 
mist supply is stopped all together, inlet air temperature 
soars in an instant. Therefore those temperatures caused 
concern about overshooting and exceeding their limit 
values. For this, field tests of all mist supply stoppage 
were performed and it was confirmed that atomization 
stoppage influences were not significant. 

After activating of the atomization system, three 
years have passed and we have never had trouble.  

5. Effects of power output increase  
Because no significant problems due to the 

operation of the system were detected, operation of the 
system continued throughout the period until 
atmospheric temperature decreased (2008.09-2008.11). 
Figure 6 shows increased outputs in the case where inlet 
humidity after atomization was about 95% and the 
stabilized gas turbine state were extracted from 
mentioned term operating data. This figure demonstrates 
that in the cases of the higher temperature and the lower 
humidity, this system could give the more amount of 
output increase. In the maximum case, output increased 
by about up to 6% compared with before atomization.  
Additionally, an output increase can be obtained at a 
comparatively lower ambient temperature around fifteen 
degrees Celsius, so the increase effect can be confirmed 
to be obtained not only in summer as a high temperature 
season, but over long periods. 

6. Conclusions 
Mist atomization system which has a high ability of 

air cooling due to minute mist particles with high 
evaporation efficiency was successfully introduced into 
an inlet air flow path of a gas turbine at Higashi-Niigata 
thermal power station No.4 train, a commercial plant. The 
system’s effectiveness was confirmed by conducting 
basic experiments, and effective composition of the 
system was investigated by the numerical analysis. 
Furthermore, following installation, the safety and 
effectiveness of the system were confirmed by 
conducting field tests. By the introduction of the system, 
we got power output increase by about up to 6% in the 
maximum case. This system has continued stabilized 
operating, and distributed to supply electric power in 
this summer.   
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ABSTRACT 
The study investigates the self-pulsating dynamics of sprays discharging from a gas-centered swirl coaxial atomizer. 

The atomizer discharges an annular swirling liquid jet and a central gaseous jet from its outer and inner orifices respectively. The 
spray pulsation is characterized by employing a high speed video imaging system. Two different bursts are dominantly seen in the
spray: big bursts and regular bursts. For a given liquid sheet condition, the frequency of spray pulsation (bursts) increases with 
increasing gas jet velocity. The frequency of big bursts is one order magnitude smaller than the regular bursts.  

1. Introduction 
Gas-centered swirl coaxial injection system has been 

employed in liquid propellant rocket engines which 
operate under a staged combustion cycle with an oxygen 
rich preburner [1,2]. The central gas jet is analogous to 
the gaseous oxygen (GOX) and the annular swirling 
liquid sheet to the liquid kerosene (RP-1). The spray 
formation occurs by means of an interaction process 
between the swirling liquid sheet and the gas jet. A 
recent study by Kulkarni et al. [3] revealed that the sheet 
breakup region is marked by features such as ejection of 
ligaments from the sheet surface, droplet clusters, 
increased surface corrugations on the liquid sheet, and 
cellular structures on the liquid sheet. An extended 
analysis [4] showed that the spray exhibits a periodic 
ejection of liquid masses at certain combinations of 
liquid and gas flow conditions. The spray pulsation in 
gas-centered swirl coaxial atomizers is believed to be 
the result from the interaction of the liquid and gas at the 
end of the separating lip [5]. Canino et al. [6] carried out 
numerical works of the gas flow over splitter plate to 
understand vortex shedding in recessed-post coaxial 
injectors. It was showed that the Strouhal number 
increases with the jet momentum ratio. The vortex 
shedding frequency was in the range 7–25 kHz. 
Recently Starasser [7] studied sprays from a three 
stream coaxial airblast injector. The spray exhibits 
self-pulsations with frequencies in the range 75 – 600 
Hz. This study analyzes the pulsation behavior of sprays 
discharging from a gas-centered swirl coaxial atomizer.        

2. Method 
A schematic of the injector assembly is given in Fig. 

1. It consists of an inner atomizer with orifice diameter, 
Di = 3 mm and an outer atomizer with orifice diameter, 
Do = 5.2 mm to discharge air and water respectively. 
The swirling motion was imparted to the liquid by 
passing the experimental liquid through a helical swirler 
with six starts placed upstream of the converging section 
of the outer atomizer. The experiments were conducted 
with water and air as simulants. A spray test facility was 
used to carry out experiments. The temporal features of 
spray pulsations were characterized by taking high 
speed motion pictures of the sheet breakup. For this 
purpose, a high speed camera system (Redlake Y4L) 

along with a backlighting source was operated with 
different combinations of camera frame speed and 
image resolution. For majority of experimental runs, the 
camera was operation in the range of frame speed 5000 
frames per second. The experimental methods adopted 
for the estimation of axial velocity of liquid sheet, Ul
and the central air jet velocity, Ug were described in Ref. 
[4].       

3. Results and discussion 
It is observed from the experimental data that for a 

given Ul, the spray discharging from the gas-centered 
swirl coaxial atomizer exhibits self-pulsation behavior 
for higher values of Ug. The interaction and mixing 
processes between the liquid sheet and the central air jet 
results in a self-periodic ejection of liquid masses in the 

Fig. 1. A schematic sketch of the gas-centered swirl 
coaxial atomizer.  

Swirler Air injector

Swirl chamber Outer orifice 
plate

Air inlet

Water inlet

Ds Di

Do

Inner orifice lip

Fig. 2. A high speed camera image sequence showing 
the burst formation in pulsating spray discharging 
from the gas-swirl coaxial atomizer. Ul = 6.93 m/s 
and Ug = 244 m/s. Images are separated by a time 
interval of 0.2 ms. 
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very near region of the orifice exit. Figure 2 shows a 
typical high speed image sequence illustrating 
self-periodic ejection of liquid masses/ligaments during 
the spray formation under this flow regime of the gas 
centered swirl coaxial atomizer. Such ejection process 
occurs continuously without any external assistance. 
Figure 2 also highlights the development of bursts in the 
pulsating spray. At the beginning of burst formation, a 
bulb like portion (like a closed liquid sheet) appears in 
the near region of the orifice exit as seen in the images 
(a) and (e) of Fig. 2. With time, the bulb collapses and 
subsequently results in the ejection of liquid masses. 
The ejected liquid masses stretch along the radial 
direction as they flow in the downstream and break up 
further into drops as seen in the images (b), (c), and (d) 
of Fig. 2. The burst formation causes a sudden decrease 
in the jet width (‘necking’) in the near region of the 
orifice exit (images (b) and (f) of Fig. 2).   

The analysis further reveals that the burst phenomenon 
in the pulsating spray is not 100% periodic. It also 
highlights different bursting structures. Two types of 
bursting are dominantly seen in a typical pulsating spray 
discharging from gas-centered swirl coaxial atomizers: 
big bursts and regular bursts. Figure 3 shows typical 

images of big burst and regular bursts in a pulsating spray 
condition. As seen in Fig. 3(a), the big burst is marked by 
a rapid radial spreading of liquid masses along with a 
cloud of micron-sized ligaments/droplets. The regular 
bursts are marked with a radial spreading liquid mass 
without any dominant presence of micron-sized 
ligaments/droplets clouds as seen in Fig. 3(b). Analysis 
shows that the frequency of big bursts is much smaller 
compared to that of the regular bursts. 

The high speed image recordings were used to 
deduce the distance between two spray pulses, � and the 
velocity of spray pulse, C. It is observed from the 
experimental measurements that, for a given liquid sheet 
condition (Ul), the variation of � decreases with 
increasing Ug whereas the variation of C is almost 
constant with Ug. The trends suggest that the central air 
jet accelerates the formation of spray pulses in the spray. 
The frequency of spray pulsation, fp was determined 
from the measurements � and C as fp = C/�. Figure 4 
shows the variation of fp (regular bursts) with Ug for 
pulsating sprays discharging from the gas-centered swirl 
coaxial atomizer. The frequency of spray pulsation 
(regular bursts) increases with increasing Ug as seen in 
Fig. 4. Attempts were also made to extract the details on 
the characteristics of big bursts seen with the pulsating 

sprays. The values of fp for the big bursts were estimated 
from the manual count of big bursts seen in a continuous 
tracking of sprays for a time interval of 0.2 to 0.4 
seconds. The open symbols in Fig. 4 corresponds the 
variation of fp of big bursts. As observed in the case of 
regular bursts, the frequency of big bursts in the 
pulsating sprays also increases with increasing Ug for a 
given liquid sheet condition. However, the estimated 
value of fp for the big bursts is one order of magnitude 
smaller compared to that of the regular bursts.  
   
4. Conclusions

A study was carried out with the aid of a high speed 
imaging system to understand the pulsation dynamics of 
sprays discharging from the gas-centered swirl coaxial 
atomizer. The bursting phenomenon seen in the 
pulsating spray may be comprised of the following 
events: necking, bulb formation, bulb collapsing, radial 
spreading of liquid, and atomization of spreading liquid. 
The spray pulsation dynamics is influenced significantly 
by the central air jet flow conditions. Two different 
bursts are mainly seen in the spray: smaller frequency 
big bursts and higher frequency regular bursts. 

The research work is supported by Space 
Technology Cell, Indian Institute of Science under the 
Grant ISTC/MAE/DSK/235.   

References 
[1] R.K. Cohn, P.A. Strakey, R.W. Bates, D.G. Talley, 
J.A. Muss, and C.W. Johnson, AIAA 2003-0124 (2003).  
[2] S. Soller, R. Wagner, H.-P. Kau, P. Martin, and C. 
Maeding, AIAA 2005-3750 (2005).  
[3] V. Kulkarni, D. Sivakumar, C. Oommen, and T.J. 
Tharakan, J. Fluids Engg. 132 (2010) 011303.  
[4] D. Sivakumar and V. Kulkarni, Exp. Fluids 51
(2011) pp. 587-596. 
[5] M.D.A. Lightfoot and S.A. Danczyk, ICLASS 2009, 
Vail, Colorado, USA, 2009. 
[6] J.V. Canino, S.D. Heister, V. Sankaran, and S.I. 
Zakharov, AIAA 2005-4297 (2005).  
[7] W. Strasser, Int. J. Multiphase Flow 37 (2011) pp. 
831-844.  

Fig. 3. (a) Big burst, and (b) regular bursts seen in 
pulsating sprays from the gas-centered swirl coaxial 
atomizer. Ul = 6.93 m/s and Ug = 244 m/s. 

Fig. 4. The variation of fp with Ug for the pulsating 
sprays discharging from the gas-centered swirl 
coaxial atomizer. 
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ABSTRACT 
Throttling of pump of the liquid rocket engine is examined by use of circulation. The relationships of the flow rates and enthalpies 
are derived analytically. Operation of a LOX pump of a 100 kN-level rocket engine is calculated with the analytical relationships and 
a LOX property code. The flow rate of oxygen by the circulation duct was small and the increase of temperature of the confluence
flow was small during the throttling. LOX pump could be throttled by the circulation within this increase level of pressure.  

1. Introduction 
The liquid rocket engine produces thrust by high 

pressure in the combustion chamber and choking of the 
combustion gas at the throat. The engine usually 
operates at a design condition. Its pump also operates at 
the design condition, that is, discharges propellant to a 
design pressure at a design rotational speed. If the 
engine can be throttled, its operation becomes flexible, 
and another kind of flight or operation will be realized 
in the space transportation.  

In the rocket engine, thrust, F, is proportional to the 
combustion chamber pressure.  

ctF PACF �    (1) 
Here CF, At and Pc are the thrust coefficient, throat cross 
section and combustion chamber pressure, respectively. 
Under a specified mixture ratio of propellants, the 
chamber pressure is proportional to propellant mass 
flow rates. In the throttling of the rocket engine, both the 
mass flow rate and the pressure level have to change 
simultaneously and proportionally.  
   However, in general, a flow rate of a pump is 
proportional to rotational speed, while head is to square 
of the speed at a specified specific speed. To keep the 
operation of the pump around the specific speed, 
circulation is often integrated to the pump for the 
throttled operation.  

Herein the relationships of the pump with the 
circulation are derived analytically with the affinity laws. 
Operating condition of an imaginary pump is calculated 
with the relationships, and features with the circulation 
are discussed.  

2. Relationships at circulation 
2.1 Circulation flow rate 
  According to the affinity laws, the pump has 
following relationships.  
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Q� , H, m� , �, N, and P are volume flow rate, head, mass 
flow rate, density, rotational speed, and pressure, 
respectively. Subscript 0 indicates a design condition. In 

this paper, operation under these relations is examined.  
In the rocket engine, throttled level of thrust is 

proportional to the combustion chamber pressure, and 
the pressure is proportional to the mass flow rate 
discharged from the pumps. To make proportional 
relationship between the flow rate and the pressure, 
circulation is herein adopted. Figure 1 shows a 
schematic of the pump with the circulation. The 
relationship between the mass flow rates with the 
circulation is  
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r is the throttled level of thrust. In the pump system of 
Fig. 1, the discharged mass flow rate of 4m� , that is, the 
oxidizer or fuel mass flow rate of the combustion 
chamber, is proportional to the throttled thrust at the 
throttled condition, whereas the mass flow rate of the 
pump of 2m�  is not proportional to the thrust in the 
throttled condition.  

From the pump characteristic of Eq. (3),  
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Eq. (5) is rewritten as 

rN
P
PNN 0
0
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�   (6) 

With this relationship, Eq. (2) is rewritten as 
rmm 02 �� �    (7) 

The mass flow rate of the circulation valve is  
PAm r ���� 33 2��   (8) 

Fig. 1 Pump with circulation. 
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Ar is cross section of the valve and is a function of the 
throttled level of thrust, r. With Eqs. (7) and (8), Eq. (4) 
is rewritten as  
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The cross section of the circulation valve is  
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The circulated mass flow rate is 
� �rrmmmm ���� 0423 ����   (11) 

Differentiation of Eq. (11) shows the largest circulation 
flow rate is at r = (1/4). 
2.2 Enthalpy and temperature at pump entrance 
  Temperature at the pump entrance increases by the 
circulation. Enthalpy of the confluence flow is  
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ht is total enthalpy. The power required to the pump is  
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Eq. (13) is rewritten as  
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Eq. (14) is put into Eq. (12), then  
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Temperature of the confluence flow is calculated with 
Eq. (15).  

3. Results and discussion 
  Operating condition of the throttled LOX pump is 
calculated with the relationships for an imaginary 100 
kN-level LOX/LH2 rocket engine. Its operating 
conditions at the design point are listed in Table 1. 
Properties of oxygen are calculated with a code.1) Total 
pressure of the confluence flow, Pt2, is presumed to be 
equal to Pt1.
  Figure 2 shows an area ratio of the circulation valve, 
Ar, to that at the entrance of LOX pump, A1. Fig. 2 also 
shows total temperature of the confluence flows. Figure 

3 shows the Net Positive Suction Heads (NPSH) and the 
cavitation parameter, CP. Herein their definitions are  

g
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Here u is tip speed of the pump inducer. Ps is saturation 
pressure at Tt2. In the figures, r = 1 indicates the 
operation at the design point.  

The circulation valve cross section was much smaller 
than the original entrance cross section. Temperature of 
the confluence flow did not greatly increase by the 
throttling. It was caused by large density of oxygen and 
small increase of its enthalpy by the pump work during 
the throttling, as shown in Eq. (15).  

The NPSH did not change greatly due to the small 
change of temperature of the confluence flow. The 
cavitation parameter became large in the deep throttled 
condition, since the rotational speed and u of the pump 
decreases with the throttling as shown in Eq. (6).  

4. Concluding remarks 
The throttled operation of the pump of the liquid 

rocket engine by the circulation is examined analytically. 
The pump operating conditions are calculated for a LOX 
pump of an imaginary 100 kN-level rocket engine with 
the analytical relationships. The calculated results show 
the applicability of the circulation to the pump.  

References 
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Fig. 2 Circulation area ratio and temperature of 
confluence flow.  

Fig. 3 NPSH and cavitation parameter. 

Table 1. Specifications of LOX pump at design point.  

Inflow temperature, Tt1, K 90 
Inflow pressure, Pt1, MPa 0.2 
Flow rate, kg·s-1 20 
Efficiency 0.80 
�P0, MPa 4.8 
Entrance diameter., m 0.07 
Rotational speed, rpm 16000 
Specific speed, m, m3/m, rpm 174 
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ABSTRACT 

In order to model flows with non-spherical particles, it is necessary to predict the rotational motion of the particles. Here, motions of 

ellipsoids with non-negligible particle inertia in linear shear flow is studied under Stokes flow conditions. This constitutes a 

fundamental system that is used as a basis for simulations and analysis of flows with heavy non-spherical particles. Particle inertia 

induces a drift towards rotation around the shortest axis for all ellipsoids studied. As this motion is approached certain parameter 

combinations (light slender particles) end up in a chaotic motion whereas other end up in a well defined periodic motion. 

 
1.  Introduction 

 
Nonspherical particles occur in many engineering 

situations. The correct understanding of the rotation of 

such particles is necessary for proper modeling of flows 

with such particles. 

In this paper, a study on the motion of such particles in 

flow is reported. The flow case studied is shown in Fig. 

1, where a triaxial ellipsoid in shear flow is depicted. 

The axes of the particle are 2, 2kb and 2kc from the 

longest to the shortest axis.  

The study is made in order to gain fundamental 

knowledge of particle motion in simplified flow 

situations. This serves as a starting point when analysing 

more complex flow situations, particle interactions, etc. 

 
2. Method 
 

The physical model is described in detail in [4]. In short, 

the torques on the particle in creeping flow are given 

analytically by [2] and are coupled to the equations of 

motion for rotation of a 3D-body. The motion of the 

particle is then seen to be governed by the aspect ratios 

kb and kc together with a parameter quantifying the 

effects of particle inertia, the Stokes number 

St=4�p�l2
/�f µ where �p and �f are the densities of the 

particle and fluid, respectively, �. is the rate of shear, l is  

 

 Fig. 1 A triaxial ellipsoid in shear flow. Here, kb=0.14 

kc=0.1. This is the case (and initial condition) studied in 

Figs. 2 and 3. 
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Fig. 2 Result from the Floquet stability analysis of 

rotation around the smallest axis for triaxial ellipsoids 

with kc=0.1. The four markers indicate the cases studied 

in Fig. 3 (colour coded). The contours show the 

magnitude of the largest Floquet eigenvalue. The region 

inside the contours is unstable. 

 

half the length of the main axis and µ is the dynamic 

viscosity of the fluid.  

Here, this system is studied in two ways. First through 

Floquet stability analysis (see [3]) of rotation with one 

particle axis fixed to the vorticity axis of the flow (the 

z-axis in Fig. 1). These results are followed with some 

examples of particle motion.  
 
3. Results and Discussion 

 

The results from the stability analysis are shown in Fig. 

2. It is known that light particles (St=0) ae unstable for 

certain aspect-ratio combinations, [1], and that this 

instability can lead to chaotic particle motion [5]. For 

low St, Fig. 2 shows a distinct region of instability for 

0.1<kb<0.23 when kc=0.1. For higher St, the instability is 

stabilized  
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Fig. 3 Orbits of the longest particle axis from the initial 

condition shown in Fig. 1 for the parameter values 

indicated in Fig. 2 (colour coded). The Stokes number is 

1, 10, 100, 1000 from (a) to (d). 

 

This result extends the results for light particles of [1,5] 

to the case of particles with inertia and show that 

particle inertia can stabilize the particle motion. As a 

result, the particle motions, shown in Fig. 3, are 

fundamentally different for light (low St) as compared to 

heavy (high St). At low St (a,b), the particle performs a 

kayaking motion with increasing amplitude whereas at 

higher St in (c), there is an initial increase in amplitude 

followed by a chaotic motion, where the particle end 

point switches intermittently from one side to the other. 

At very high St, the motion is stabilised and the particle 

approaches rotation around the shortest axis in an 

ordered manner. 
 
4. Concluding remarks 
 
Stability analysis and integration of the governing 

equations have been used to investigate the motion of 

heavy triaxial ellipsoids in creeping shear. The principal 

effect of particle inertia is to induce a drift towards 

rotation around the shortest axis. However, if the median 

axis is not to much longer than the shortest axis, rotation 

around the latter is unstable for light particles. 

Thus, it is concluded that light (albeit not mass free) 

particles approach a chaotic layer where they perform a 

kayaking motion but intermittently switches from one 

side to the other. Heavier particles (heavy enough for the 

particle inertia to stabilise the flow-induced instability) 

do not show a chaotic motion but instead end up rotating 

with the shortest axis aligned with the vorticity axis of 

the flow. The results show the importance to take inertial 

effects into account when modeling particulate flows 

with non-spherical particles. 
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ABSTRACT 
This paper reports a preliminary experimental result of the expansion wave and cavitation bubble generation near the water surface. 
Underwater spherical shock wave generated by detonating of micro explosive of a 10 mg silver azide pellets propagated and reflected 
from the water surface. The reflected wave is an expansion wave. The process of expansion wave and cavitation bubble generation 
near the water surface were observed by shadowgraph method and recorded by a high-speed camera. The pressure distribution near 
the water surface was measured by a PVDF needle hydrophone. 
 

 
1. Introduction 

Underwater shock wave, expansion wave and 
cavitation bubble generation near the water surface by 
underwater explosion are large interested in relation to 
medical and biomedical engineering[1]. 

Kedrinskii[2][3] investigated numerically the influence 
of the development of the cavitation bubble zone on the 
rarefaction wave (expansion wave) in the region of 
regular reflection of spherical shock wave of an 
underwater explosion from the free surface. He 
calculated the expansion wave profile by using a charge 
of 1 g in weight at different depths, described the 
cavitation bubble zone development. The numerical 
results were compared with the experimental results. 

In this study, the experiment of the underwater 
explosion near the water surface was performed. The 
process of the propagation of expansion wave and 
cavitation bubble generation was observed by 
shadowgraph method and recorded by a high-speed 
camera. 

 
2. Experimental setup 

Figure 1 shows a schematic diagram of experimental 
setup for underwater micro explosion near water surface 
in a water chamber. A stainless steel chamber of 200 x 
200 x 200 mm with 200 x 200 mm observation acrylic 
windows is used. A spherical underwater shock wave 
was generated by exploding a silver azide pellet (AgN3, 
99.9 % purely, density of �= 3.8 g/cm3, 10 0.1 mg, 
Showa Kinzoku Co., Ltd.,). A silver azide pellet is glued 
at the tip of a 0.6 mm in diameter quartz optical fiber 
(G.C.600/750, Fujikura Ltd.) and placed at the depth (he 
= 20~70 mm) from the water surface. A pulsed Nd:YAG 
laser beam (7 ns pulse duration) guided through this 
optical fiber then ignites the silver azide pellet. We 
observed the process of the propagation of expansion 
wave and cavitation bubble generation by shadowgraph 
method and recorded by using a high-speed camera 
(Imacon 200, DRS Technologies, Inc., spatial resolution 
1280 x 980 pixel per frame, interframe time of 5 ns to 1 
ms, exposure time of 5 ns to 2 ms). The pressure profile 
near the water surface was measured by a PVDF needle 
hydrophone (Platte Needle Probe, Muller Instruments, 
detectable pressure range of -10 to 200 MPa, sensitive 
diameter of 0.5 mm, rise time of 50 ns). 

 
Fig.1 Schematic diagram of experimental setup for 
underwater explosion near the water surface. 

 
3. Results and Discussion 

Time resolved shadowgraph images of the 
propagation of expansion wave and cavitation bubble 
generation is shown in Fig 2. The observation was 
performed at interframe time of 5 µs and exposure time 
of 20 ns. The silver azide pellet was placed at he=40 
mm.  

The spherical underwater shock wave is generated 
and propagated and then reflected from the water 
surface. The propagation speed of the underwater shock 
wave is estimated about 1588.0 m/s, which Mach 
number is about 1.06. The reflected wave from the water 
surface is an expansion wave. The pressure near the 
water surface is decrease by the propagation of 
expansion wave and generated cavitation bubbles, and 
the cavitation bubble zone is extended. A several wave 
behind the expansion wave was generated by 
underwater shock wave interaction with water surface 
and interacted with cavitation bubble. 

Figure 3 shows the pressure history at about hp=10.6 
mm from the water surface. The silver azide pellet was 
placed at about he=40 mm. The dash line in Fig. 3 
indicates Nd: YAG laser beam pulse signal for the 
ignition of micro explosive. At about 18.5 µs after 
ignition, the incident shock wave reached the 
hydrophone surface and indicated pressure of about 20.9 
MPa. The negative peak pressure of expansion wave 
was observed -4.57 MPa at about 32.1 µs. 

Figure 4 shows the pressure distribution near the 
water surface at different depths of micro explosion 
(he=20~70mm): (a) incident shock wave peak pressure; 
(b) expansion wave negative peak pressure. The peak  
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 Fig.2 Sequential shadowgraph images of expansion 
wave and bubble generation near the water surface by 
underwater micro explosion. (Interframe 5 µs, exposure 
time 20 ns, he=40.7 mm) 
 

 
Fig. 3 Pressure history near the water surface. 

(he=40.7 mm, hp=10.6 mm)  
 
pressure was increased near the hydrophone. The 
negative peak pressure was increased near the water 
surface. 

 
(a) Peak pressure of incident shock wave 

 
(b) Negative peak pressure of expansion wave 

Fig. 4 Pressure distribution near the water surface at 
different depths of micro explosion. (he=20~70mm) 
 
4. Concluding remarks 

We performed a preliminary experiment of the 
expansion wave and cavitation bubble generation near 
the water surface. The process of expansion wave and 
cavitation bubble generation was observed by 
shadowgraph method and recorded by a high-speed 
camera. 
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ABSTRACT 

A simple fluid-diaphragm coupling model for studying the dynamic performance of valveless micropumps is presented. The model 
includes fluid inertia and squeeze film effect by solving the coupling equation simultaneously with Reynolds equation. The model is 
validated with valveless diffuser micropump actuated by either piezoelectric or electromagnetic diaphragm. The performance of the 
pump is considered for pumping liquid and air. The resonant frequency and dynamic performance of the micropumps obtained by the 
model are in good agreement with the experiment data. The model can predict well the damping behavior of the pump. 
 
1. Introduction 

The necessity of flow in a Lab-on-a-chip (LOC) –a 
term reduces macroscale experiments to analysis on a 
chip– has enabled the opened research on micropumps 
[1]. Since the flow in displacement micropumps is 
actuated by the vibratory diaphragm of the micropump, 
the motions of the diaphragm and the fluid flow are 
always coupled, which determines the resonant 
frequency and dynamic performance of the micropump.  

In this paper, we develop a fluid-diaphragm coupling 
scheme considering fluid inertia and squeeze effect, 
which is different from [2]-[6]. Then the model is 
applied to investigate the dynamic performance of 
valveless diffuser pumps which is actuated by either 
electromagnetic or piezoelectric diaphragm. The 
performance of the pump is considered for both 
pumping liquid and air.  

 
Fig. 1. The schematic design of the considered diffuser 
micropump. 

 
2. Fluid–Diaphragm Interaction Scheme 

Fig. 1 shows the schematic of the considered valveless 
micropump in this study. The inlet diffuser and outlet 
diffuser have identical geometrical structure. 

For a circular diaphragm used in micropumps, the 
deflection is often the first axisymmetric mode whose 
deformation shape can be analytically obtained. Hence, 
the motion of a position r on the diaphragm is written as 
� � � � � �,z r t Z t r� �  where Z(t) is central displacement 

of the diaphragm and �(r) is the shape function of the 
deflection [7]. The central displacement of the 
diaphragm, Z(t), is modeled as the vibration of a 

spring-mass system as 
 eMZ CZ KZ f P� � � ��� �  (1) 

where M, C, and K are equivalent mass, damping 
coefficient, and spring constant, respectively. fe is the 
external force. P is the fluid pressure force exerted on 
the diaphragm, which is obtained by solving the below 
Reynolds equation   
 � � � � � �3 3/ / / / 12d p x x d p y y Z r� � � � � � � � � � � � ��  (2) 

The pressure condition for Eq. (2) at the interfaces 
between the diffusers and pump chamber are assumed 
equal and obtained from the empirical pressure loss 
through a diffuser and the mass conservation.   

The equivalent mass M is the sum of the the 
equivalent masses of diaphragm MD and fluid MF as, 
where Kv the deformed volume rate of the pump 
chamber due to the deflection of the diaphragm and � is 
diffuser efficiency.   
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3. Results and Discussion 
3.1. Application of the model to an electromagnetic 
micropump 

In this section, the developed model is applied to 
investigate the dynamic performance of the 
electromagnetic micropump proposed by Yahamata [5]. 

Since Young’s modulus of the magnet is much larger 
than that of PDMS, the deflection of a position r � b 
(radius of the magnet) of the diaphragm is constant. In 
the counterpart of the diaphragm, the deflection is 
expressed as [8]  

2
2 2

1 2 3( ) [ (log 1) /2 log ]
8
Fa

z r r r C r C r C
D�

� � � � �   (5) 

where /r r a� , a is radius of the diaphragm, F is the 
force applied on the magnet, and � �3 2/ 12(1 )D Eh �� � . 
E and � are Young’s modulus and Poisson ratio, 
respectively, of the PDMS material. h is the thickness of 
the diaphragm. The constants C1, C2, and C3 are 
determined by using the clamped condition at r = a and 
built-in condition at r = b. Then, and the equivalent 
spring stiffness is 2

18 /( )��K D k a , where k1 is 
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obtained by substituting /r b a� into Eq. (5). 
Fig. 2 and 3 show the good agreement between the 

simulation and experiment flow rate for pumping air and 
pumping water. The solid-dotted lines represent the 
simulation data whereas the symbols indicate the 
experiment counterpart. The results attained by Pan et al. 
model [4] were also plotted by dashed line. Pan et al. 
model can reproduce this behavior for pumping air and 
strongly underestimates for pumping water. A possible 
explanation might be the importance of losses caused by 
squeeze film damping in the pump chamber.  
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Fig. 2. The variation of the air flow rate of the 
considered electromagnetic micropump with exciting 
frequency without backpressure. 
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Fig. 3. The variation of the water flow rate of the 
considered electromagnetic micropump with exciting 
frequency without backpressure. 

  
3.2. Application the model to a piezoelectric micropump 

In this section, the present model is validated with 
the dynamic performance of a piezoelectric micropump 
for pumping water [6]. In this micropump, the 
piezoelectric force is assumed being uniform on the 
piezoelectric disk with the intensity of q. Therefore, the 
deflections of the outer (r � b) and inner (r � b) portions 
of the diaphragm, respectively, are [8] 
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where 2F qb� � . o ( , ')z r r  and � �i , 'z r r  are in [8].  
The spring constant is determined as 

2
14 /K Db k� � , where k1 is the constant computed by 

substituting 0r � into the second equation of Eq. (6). 
Fig. 4 compares the flow rate-frequency relation 

predicted by the present model with the experiment data 
and Pan’s model. The figure shows that the damping 
behavior of the pump which is underestimated by Pan et 
al model is well predicted by the present model.  
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Fig. 4. The variation of the water flow rate of the 
considered piezoelectric micropump with exciting 
frequency without backpressure. 
 
4. Conclusion 

A simple dynamic model for studying the dynamic 
performance of valveless micropumps has been 
developed. The interaction between fluid and diaphragm 
is reduced to a lump mass-spring motion. Instantaneous 
fluid pressure acting on the diaphragm is obtained by 
solving the Reynolds equation. This technique can 
include the squeeze film losses in the pump chamber to 
the damping behavior of the pump. The model was 
applied to study the dynamic performance of valveless 
diffuser micropumps actuated by either piezoelectric or 
electromagnetic actuators. The performance of the pump 
is considered for pumping liquid and air. The analytic 
resonant frequency of the pump is in good agreement 
with experiment data. The model predicts well the 
damping behavior of the pump which is underestimated 
by the model of Pan et al, particular for pumping liquid.  
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ABSTRACT 
The paper presents the numerical design and performance of a triple-axis thermal accelerometer. In contrast with conventional design 
of a dual-axis thermal accelerometer, in our new design, the heater is formed a wide ring and the sensing elements are located both 
inside and outside of the heater ring with a small elevation from the heater plane. The obtained results show that the sensitivity of the 
vertical axis measurement attains to the order of the horizontal axes measurements. The cross-sensitivities among three axes are less 
than 4%.  

 
1. Introduction 

The broad market for measurement devices, 
covering automobile, defense, smart phone, biomedical 
care, biomimetic robots and the other fields, has led to a 
large amount of research on inertial sensors using 
microscope electromechanical structures. Thermal- 
bubble accelerometers eliminate the drawbacks of 
vibratory accelerometers because they avoid using solid 
proof mass. Their operation is based on the 
displacement of a hot air bubble generated by a heated 
wire in an enclosed chamber under acceleration. Various 
gas and liquid media have filled in the chamber [1-4] to 
improve the sensitivity of this type of accelerometers. 
Nevertheless, the developed thermal-bubble 
accelerometers can measure only two components of 
acceleration. Recently, a principle for a triple-axis 
accelerometer has been proposed [5]. However, there is 
no discussion if this principle is efficient or not. 

 
Fig. 1. The configuration of the accelerometer 

 In this study, we present a thermal-bubble based 
accelerometer that can measure simultaneously three 
components of acceleration. First, the temperature 
distribution in the sensor is investigated by the use of 
computational fluid dynamics technique. Next, positions 
of the thermistors are optimized with the minimum 
cross-sensitivity. Finally, the sensitivity of the sensor is 
studied for various room temperature conditions, heating 

power on the resistors. 
 
2. The Accelerometer 

In a typical thermal-bubble based accelerometer, a 
heater is suspended at the center and sensing elements 
are located around the heater on the opening side of a 
cavity. Consequently, the sensitivity of the vertical axis 
measurement is very low in comparison with the 
horizontal axes measurements and the cross-sensitivity 
between these measurements is very high. In our new 
design as shown in Fig. 1, the heater is formed a wide 
ring and the sensing elements are located both inside 
and outside of the heater ring with a small elevation 
from the heater plane. The device is packaged in a 
sealed chamber containing the working media such as 
air, helium, and liquid. 

 
3. Results and Discussions 

In this discussion, T0 and T represent temperature at 
normal state, an = (0, 0, 1g), and at applied state, a = (ax, 
ay, az–g), respectively. �T is T–T0.  

As a simple way to determine the positions of the 
sensing elements, the sensitivities Sx and Sz of the 
accelerometer are computed for one applied acceleration 
a = (1g, 0, 0) and a = (0, 0, 1g), respectively. Obviously, 
the sensing element should be located where the 
cross-sensitivity Szx = Sx/Sz�100 and Sxz = Sz/Sx�100 are 
minimized and sensitivity is maximized as possible. 
With constrains of Sxz � 5%, the optimal position of the 
sensing element for x-measurement is z = 100 �m and x 
= 500 �m, and z = 100 �m and x = 40 �m for 
z-measurement in the present design. 

The temperature differences 2�T on the sensing 
elements for x- and z-measurements under different 
applied acceleration are depicted in Fig. 2. The figure 
shows that the accelerometer has good linearity in the 
range from 0 to 10 g. The temperature change rate 
2�T/a are about 0.250C/g and 0.120C/g for 
x-measurement and z-measurement, respectively. Fig. 3 
plots the variation of 2�T/a with the heating power of 
the heater. It is indicated that the temperature change 
rate of the accelerometer are almost linear with the 
heating power. Increasing the heating power can 
increase 2�T/a. 

Fig. 4 shows the temperature change rate versus 
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ambient temperature for a constant heating power. The 
temperature dependence 2�T/a is not linear. As 
increasing room temperature, i.e. the wall temperature of 
the accelerometer, with keeping the heating power 
constant, the difference of temperature between the 
heater and wall is reduced. This results in deteriorating 
the heat convection in the accelerometer. Consequently, 
the temperature change rate decreases.   

0 2 4 6 8 10
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3

 x-measurement
 z-measurement

a

T
2�

(g)  
Fig 2. The variation of the temperature change on the 
sensing element with applied acceleration. 
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Fig 3. The variation of the temperature change on the 
sensing element with applied acceleration. 
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Fig. 4. The variation of the sensitivity with room 
temperature 

We can observe that the temperature change rate for 
x-measurement is about twice of that for z-measurement 
in any considered working condition of the 
accelerometer. It is noted that the true sensitivity of the 

accelerometer should be multiplied �IR0 to 2�T/a. 
Therefore, we can adjust R0 to balance the sensitivities 
between x and z measurements. Assume that all the 
sensing elements of the accelerometer are made of the 
same material with the electrical resistivity of �e. The 
resistance R0 can be expressed as 0 eR Al�� , where A 
is the cross section area and l is the length of the sensing 
elements. Therefore, it suggests that we can fabricate the 
length of the z-sensing elements double of that of the 
x-sensing elements as shown in Fig. 5. 

 
4. Conclusion remarks 

A triple-axis thermal accelerometer was proposed 
and numerically studied. The heater of the accelerometer 
is formed a wide ring and the sensing elements are 
located both inside and outside of the heater ring with a 
small elevation from the heater plane. With this 
arrangement, the sensitivity of the vertical axis 
measurement attains to the order of the horizontal axes 
measurements, which is usually very small in a 
conventional design. The cross-sensitivities among three 
axes are less than 4%. For instance, at the supplied 
power of 15mW to the heating resistor, the sensitivity of 
the accelerometer is 0.120C/g in the vertical axis and 
0.250C/g in the horizontal axes. 

 
Fig 5. The proposed sensing element shapes for 
x-measurement (a) and for z-measurement (b). 
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ABSTRACT 
Microbubbles have a unique character such as high retentivity in liquid, huge surface area, and surface electricity. We’ve focused on 

the microbubble’s high retentivity to use gas efficiently. To make microbubble’s retentivity better, the bubble diameter should be 
small and microbubbles coalescence should be prevented. So, we’ve investigated the effect of the surfactant on the generation of 
microbubbles. As a result, we clarified that surface tension and surface electricity are important to make bubble the diameter smaller 
and make the amount of microbubbles higher. The addition of surfactants is effective to make retentive microbubbles due to the low 

surface tension and electricity. 

1. Introduction 
    Microbubbles have a unique character such as high 
retentivity in liquid, huge surface area, and surface 
electricity. Recently, the technique using microbubbles 
for industrial applications have been focused on1. We’ve 
focused on the microbubble’s high retentivity to use gas 
efficiently. Because of keeping gas in the liquid more 
retentively, the effect of gas such as sterilization, 
decomposition of deleterious materials and growth 
stimulation etc, is also lasting. To obtain retentive 
microbubbles, it is important to generate smaller 
bubbles. According to Storks equation, floatation speed 
of bubble is corresponding to its diameter. And the 
bubble diameter is also corresponding to the surface 
tension2. 

Furthermore, to keep gas in the liquid, it is also 
important to prevent bubble coalescence. We think that 
electrical repulsion between microbubbles prevents the 
coalescence. It is already known that the microbubble’s 
surface prepared by air and water is negatively charged 
by �-potential measurement3. However, the details of 
microbubble’s electrical behavior have been unknown. 
Surfactants cause low surface tension and surface 
electricity on the generation of the microbubble. So, 
several effects of surfactants about bubble retentivity 
were reported4-11, but the discussions about the surface 
charge were very few. 

At the time of measuring the microbubbles size 
distribution, Dynamic Light Scattering (DLS) is 
generally used. But that measurement gives bubble 
diameter information only. It cannot analyze the amount 
of bubbles. If we want to evaluate the entire amount of 
gas of industrial use, we should measure the void 
fraction. Pycnometer is compact and suitable for the 
evaluation of void fraction.

2. Method 
We used a commercially available microbubble 

generator. Pycnometer was used at the same temperature 
to the bubble-in-liquid at the evaluation of void fraction. 
It measures the amount of before and after microbubbles 
generated liquid. The difference of the amount can be an 
approximation of void fraction. Surface tension was 
measured by SITA online +60 SITA Messtechnik co. 

In this work, aqueous solution of some solvents and 

surfactants were used to investigate the relation between 
void fraction and interfacial phenomenon. As solution of 
solvents; ethanol, acetone, diacetin and triacetin were 
used at 5000ppm concentration. Air was used as the gas. 
On the other hand, alcohol ethoxylate (AE), alkyl 
trimethyl ammonium chloride (TAC) and alkyl sulfate 
(AS) was used as the surfactant solutions with several 
numbers of carbon chain and ethylene oxide chain.  

The aqueous solution of amphoteric surfactant; 
dodesyl amino propionic acid, was used at 1.0mM 
concentration with changing pH for evaluation of 
electrical effect.  

 
3. Results and Discussion 

As shown in Fig.1 and Fig.2, void fraction is 
corresponding to surface tension, both using solvents 
and surfactants. Especially, using surfactants achieved 
higher void fraction than solvents in spite of almost the 
same surface tension value.(Fig.3) We’ve considered 
that the hydrophobic interaction of surfactant molecules 
on the bubble surface keeps the bubbles retentive. 
Furthermore, non-ionic surfactant AE shows a lower 
value of surface tension, but void fraction was almost 
the same value to ionic one(AS, TAC). In other words, 
ionic surfactant AS and TAC achieved high void fraction 
in spite of its high surface tension value. As shown in 
Fig.4, bubble size distribution was monodispersed and 
mean diameter of microbubbles is about 40 micro 
meters by generation in SDS 1.0mM aqueous solution. 
And it’s larger than alcohol ethoxylate’s 10.(Fig.5) It 
shows that AS and TAC give large microbubbles but 
keep the bubbles retentive. Though, SDS microbubbles 
are smaller than pure water’s 120 micro meters.(Fig.6) 
There is another factor besides bubble diameter. It is 
considered to be electricity.  

Because the surfaces of microbubbles are covered 
with ionic surfactant molecules, the surface charge is 
enhanced. Thus, microbubbles are less likely to show 
the coalescence. So, microbubble size can be maintained 
and the retentivity of microbubbles becomes enhanced. 
As shown in Fig.7, void fraction value is lowest at the 
isoelectric point. It suggests that electricity is an 
important factor of keeping large amounts of 
microbubbles in water. 
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Fig.1 Void faction vs surface tension of solvent 
aqueous solution. 

0

2

4

6

8

10

45 55 65 75

V
oi

d 
fr

ac
tio

n 
%

C12EO7OH C12AS C12TAC

100msec surface tension [mN/m]

Alkyl trimethyl ammoniumu chloride (TAC)
Alkyl sulfate (AS)
Alchol ethoxylate (AE) C12

C14

C16

C18

0

2

4

6

8

10

45 55 65 75

V
oi

d 
fr

ac
tio

n 
%

C12EO7OH C12AS C12TAC

100msec surface tension [mN/m]

Alkyl trimethyl ammoniumu chloride (TAC)
Alkyl sulfate (AS)
Alchol ethoxylate (AE) C12

C14

C16

C18

C12 (1.0mM)

EO:ethylene oxide (C2H5O)nEO=7

C12EO7

C12EO5

C12EO3

 
Fig.2 Void fraction vs surface tension of surfactant 

aqueous solution. 
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Fig.3 Void fraction comparison of solvents and 
surfactants.  
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Fig.4 Bubble size distribution in C12AS(SDS) 1.0mM 
aqueous solution. 
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Fig.5 Bubble size distribution in C12AE 1.0mM 

aqueous solution. 
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Fig.6 Bubble size distribution in pure water. 
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4. Concluding remarks 
Surface tension and electricity are important to 

achieve a high void fraction value. Lower surface 
tension gives higher void fraction. Especially, 
surfactants that show high void fraction due to its unique 
surface behavior such as electricity. But the most 
suitable way to measure electricity on the microbubble 
surface has not been established yet. As for future work, 
we will try measuring the surface electricity and confirm 
the structure effect of surfactants on the generation of 
microbubbles. 
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 ABSTRACT  
An attempt has been made to comprehend the interaction of water molecules inside pristine carbon nanotubes. Density functional 
theory calculations show the arrangement of water molecules inside carbon nanotube to be dependent on their diameter. In carbon 
nanotubes with relatively smaller diameter water molecules are arranged as chain like structures while carbon nanotubes with larger 
diameter shows water clustering. To clearly understand the interaction of water molecule with graphitic wall a simpler model of 
water and graphene sheet is employed.  

 
1. Introduction 

The study of confined water has attracted much 
attention because of their fascinating properties, which 
is not observed in bulk water. They exist in our 
surroundings and even inside our bodies [1]. In recent 
years many theoretical and experimental efforts have 
been devoted to study confined water (CW) in carbon 
nanotubes (CNT). These studies are focused on various 
aspects such as such as water and proton conduction, 
formation of ice-nanotubes and water-nanotube etc. in 
CNTs [1–4]. Even some studies by high-resolution 
electron microscopy have revealed atomic scale 
interactions between the entrapped liquid phase and 
wetted graphite walls of carbon nanotubes [5]. While 
these investigations have provided insights into the 
unusual properties, still the picture related to the 
interaction between water molecules and the walls of 
carbon nanotube needs to be clarified.  

In the current study we attempt to comprehend the 
interaction between CNT walls and CW. We performed 
density functional theory (DFT) calculations and study 
the interaction between water and CNT, hydrogen 
bonding between water molecules, and the interplay 
between them. Particular attention is paid to the 
interaction between water and CNT wall, which is 
challenging even at the present accuracy of DFT. For the 
latter purpose, we performed comparative DFT 
calculations on water monomer on graphene to assess 
the accuracy of present DFT and inspect the interaction 
between them. 

 
2. Method 

All the calculations are performed employing the 
DMol3 quantum chemical package [6,7]. We use the 
DNP (Double Numerical Plus polarization) basis set. 
DNP basis set is comparable to 6-31G** basis sets. The 
(7,0) and (10,0) CNT models with five water molecules 
are optimized at LDA/VWN level of exchange and 
correlation functional. The number of atoms in (7,0) 
CNT is 112 atoms (length=17.040Å and diameter=5.430 
Å) and in (10,0) 160 atoms (length=16.904Å and 
diameter=7.740Å) For calculations involving water 
monomer on graphene we use LDA/VWN and 
GGA/(PBE, HCTH and BOP) levels of exchange and 
correlation functionals. The binding energy of water 

molecules on graphene surface ( BEH2O
) is calculated 

using the following formula: 
BEH2O

= E(graphene+H2O )
− [E(graphene ) + E(H2O )

] 
Where, E(graphene+H2O )

 is the energy of the model 
system with water molecule and graphene sheet, 
E(graphene ) is the energy of the pristine graphene sheet 
and E(H2O )

 is the energy of isolated water molecule.      
 
3. Results and Discussion 

First, we perform geometrical optimization of five 
water molecules within a pristine (7,0) CNT. As shown 
in Figure 1 (a and b) in (7,0) CNT we see the formation 
of water chain like structure. Each of the molecule form 
H-bonds with the nearest water molecule and at an 
average distance of 2.169Å from the walls of (7,0) CNT. 
For comparison of the structure of water molecules 
another CNT with bigger diameter i.e., (10,0) CNT with 
5 H2O is also optimized. However, in (10,0) CNT we 
see the formation of a network of H-bonding in water 
molecules like bulk water instead of chain like structure 
(See Fig. 1 (c and d)).  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Optimized structures of (a) 5 H2O molecule in 
(10,0) CNT, (b) network of water molecules inside 
(10,0) CNT, (c) 5 H2O molecule in (7,0) CNT and (d) 
water chain inside (7,0) CNT. 

 
The formation of water chain like structure in (7,0) 

CNT could be attributed to several reasons. For example, 
this might be due to the smaller radius of (7,0) CNT 
electrostatic repulsion between lone-pairs of oxygen and 
puckered px orbitals of carbon atoms in CNT come into 
play. On the other hand due to slightly larger radius of 
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the (10,0) CNT lone-pair and px repulsive interaction is 
less and this favor accommodation of more water 
molecule to form water cluster through H-bonding 
similar to bulk water. Another major reasons could be 
associated with van der Waals interaction between water 
molecules and wall of (7,0) CNT.  

For comparing the structure of the water cluster 
formed in (10, 0) CNT we further optimize the 
five-water molecules in (10,0) CNT within similar 
computational conditions. In the optimized model water 
molecules reorient to form more intense H-bonds. This 
reflects that a detailed study of the interaction of water 
molecule with the walls of CNT is required.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 (a) Side view and (b) top view of water 

monomer on graphene surface. 
 
Since CNT can be regarded as rolled graphene for 

this purpose, we consider a simpler model of a water 
monomer on graphene surface [8]. Fig. 2 displays the 
geometry of water monomer on graphene. There could 
be several possibilities of the configuration of water 
molecule over graphene surface such as (a) on top of 
carbon atom, (b) on bridge site and (c) on hollow site. 
Additionally, the water molecule itself could be placed 
in different orientation such as H or O atoms of H2O 
molecule towards the graphene surface.  

 Here, we present the calculated binding energy as a 
function of water-graphene distance for the arrangement 
in which H-atom is on top of carbon atom of graphene 
surface. The results are shown in Fig. 3. Our binding 
energies are slightly larger than the values obtained 
using pseudopotentials and plane-wave basis sets. In 
addition, equilibrium distances are much smaller than 
previous theoretical ones [9]. The discrepancy may be 
attributed to the basis-set superposition error, which is to 
be corrected using the counter-poise method. 
Furthermore, our LDA/GGA calculations cannot 
describe the van der Waals (vdW) interaction accurately, 
which is important in weakly water-graphene as well as 
water-water interactions.  

In our presentation we will present a detailed 
analysis of the interaction of water molecule on 
graphene surface. In the presentation, we will also 

present the results obtained using the van der Waals 
(vdW) density functional, which is able to include the 
vdW interaction within DFT [10]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Binding energy (eV) as a function of 

water-graphene distance. 
 

4. Concluding remarks 
Density functional theory calculations show that 

water arrangement in CNTs is dependent on their 
diameter. Water molecules in CNTs with smaller radius 
tend to arrange as chain like structures while in CNTs 
with larger arranges as cluster like structure. A detailed 
study on the interaction of water molecules with the 
walls of CNTs is strongly desired. This could be done 
by consideration of various quantum mechanical effects 
between water molecules and graphitic surface. 
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ABSTRACT 

At closed shallow water regions, sediment resuspension which influences water environment is mainly caused by the wind-induced 
flow. However, there is limited number of numerical studies to consider the relationship between natural wind and resuspension. In 
this study, sediment resuspension is regarded as a combined phenomenon of air-water multiphase flow and mass transport. Numerical 
results show positive vertical mass flux of sediment is larger in higher wind velocity. This sediment transport may be caused by 
oscillatory water flow observed in seabed region. 

 
1. Introduction 

Sediment influences water environment because of 
various chemical substances in it. Therefore, it is 
important to predict sediment transport to evaluate water 
environment. Sediment resuspension is one of the major 
phenomena of sediment movement. At the shallow 
closed water region, sediment resuspension is mainly 
caused by the natural wind above the water[1,2], i.e., 
wind raises waves on the water surface; these, in turn, 
create currents in the water; and then, these currents stir 
up the sediment. However, there is limited number of 
studies to simulate such entire phenomena of sediment 
resuspension. The aim of this study is to reveal the 
relationship between natural wind and sediment 
resuspention by simulating wind, water current and 
sediment transport. 

 
2. Numerical method 

Figure 1 shows coordinates system of computational 
domain and boundary conditions. This 2-dimensional 
computational domain represents the sloping beach. It 
has been known that nearshore regions are 
hydrodynamically active. Hence sediment resuspension 
in nearshore region is evaluated. Air and water phase are 
first located in upper and lower region. In the right 
region a beach is located. Initial free-surface of 
air-phase and water-phase is located at y=0. Sediment is 
first located in the bottom of the water region, 
y<-0.0175. Left boundary is wind inlet and right 
boundary is free outlet. Top of domain, seabed and 
beach are expressed by no-slip conditions. Governing 
equations for two-dimensional, laminar incompressible 
flow are described with continuous equation and 
Navier-Stokes equation. To simulate the movement of 
sediment, convection and diffusion equation of mass is 
used. Air-water surface is expressed by phase-field 
method. In this study, uniform wind inlet velocity 
V(m/s) is treated as a parameter. In table.1 inlet 
velocities V and corresponding Reynolds number and 
Froude number are represented. Reynolds number Re is 
determined by V(m/s) and horizontal length of initial 
free-surface. Froude number Fr is based on V(m/s) and 
initial depth of water-phase. Wind duration t(s) is 45 
seconds. Above equations are numerically analyzed by 
COMSOL Multiphysics by finite element method. 
Number of elements is about 20000. 

 

 
 
 

 
 
 
 
 
 
 

Table 1. Variety of uniform inlet velocity, Reynolds 
number and Froude number. 
 

 

 
Fig. 1 Coordinates system of computational domain and 
boundary conditions. 

 
 

  

Fig. 2 Streamlines of water flow and velocity vectors of 
wind near the sloping beach. 

 
 

 
 
 

V (m/s) Re Fr 
1.0 4.0*105 0.7 
2.0 9.0*105 1.4 
3.0 1.3*106 2.1 
4.0 1.8*106 2.9 
5.0 2.2*106 3.6 
6.0 2.7*106 4.3 
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3. Results and discussion 
Figure 2 represents streamlines of water flow and 

velocity vectors of wind near the slope. As shown in the 
figure, airflow from left to right drives water. As a 
whole there is the current in water-phase. In near the 
seabed there may be an undertow. In some areas close to 
the free-surface, small vortical structures are observed. 
Fig. 3 shows concentration of sediment under 
V=6.0(m/s) in the water just above the seabed. As time 
t(s) goes by, distribution of concentration changes and 
suspends upward. This movement of sediment is 
evaluated by vertical mass flux of sediment E(kg/m2/s) 
at the line of y=-0.0175(m) (initial interface of mass and 
water). Positive mass flux suggests upward movement 
of sediment. In Fig. 4 vertical mass flux in various wind 
velocity at inlet is compared. The higher the wind 
velocity is the larger the positive mass flux.  

Figure 5 expresses time course of horizontal 
component of water velocity u(m/s) at x=3.0(m), 
y=-0.0175(m). As shown in the figure, velocity 
fluctuation is observed in all V cases. This suggests that 
natural uniform wind may form oscillatory boundary 
layer in this seabed region. It seems that higher inlet 
velocity V gives large amplitude oscillation. RMS 
values of these velocity fluctuation are 0.026, 0.030 and 
0.052 respectively. Though fluctuating frequency seems 
to be increasing in time, it is difficult to evaluate 
frequency because wind duration is limited to only 45 
seconds. 

It is said that oscillatory flow reduces critical stress of 
sediment[3,4]. This observed fluctuating flow may be a 
primary factor of sediment resuspension.  

 

Fig. 3 Concentration of sediment. 

Fig. 4 Vertical mass flux in various wind velocity. 

 
Fig. 5 Time course of horizontal velocity of water.  

 
4. Conclusion 

The two-dimentional numerical simulation of 
sediment resuspension is conducted. In this simulation 
mass transport in air-water two phase flow is 
investigated. The result shows higher inlet velocity gives 
larger vertical mass flux of sediment. At the bottom 
region of water oscillatory flow is observed. In addition, 
amplitude of this oscillation is increased when wind 
velocity increases. This oscillatory flow may cause 
sediment resuspension. 
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ABSTRACT
 

In this work, a room level study of data centre rooms along with highly detailed model of server racks is conducted. In this 
regard, a hypothetical data centre room with four rows of racks and four air conditioning units is modelled. The cold air from 
CRAC units is supplied to the server racks through an under floor plenum. Different configurations of the data centre rooms 

are also studied, and the results are compared.

1. Introduction
The high density of computing technology in data 
centres with racks housing thousands of servers
produces large heat loads which can lead to system 
malfunctions and hardware failure. For this reason, 
ensuring the cooling infrastructure is sufficient has 
become one of the main concerns in modern data centre 
operation. A typical data centre consists of three main 
components: Racks containing servers and IT systems, 
computer room air conditioning (CRAC) units, and air 
distribution systems. The cold air from CRAC units is 
supplied to the server racks through the air distribution 
system. Then, the hot air exiting the racks returns back 
to the CRAC units, and this cycle continues to provide
optimal environmental conditions in the data centre 
room. There are considerable publications in the 
literature regarding thermal management of data centres,
using thermal-flow analyses [1-3]. In our previous 
work[4], different semi-populated rack models regarding 
server arrangements with void spaces were modelled in 
a raised floor configuration to investigate the interaction 
of the various servers inside the rack. In this work, one 
of the rack models is considered in all simulations, in 
which a cluster of 21 servers are clumped in the middle 
of a semi-populated rack. Then, this rack model is 
applied in all racks of in the data centre and the effect of 
different configurations of the data centre room on the 
thermal performance is studied.

2. CFD Modelling
The data centre under consideration is modeled as a

130 m2 × 3.3 m enclosure as shown in figure 1. There 
are four CRAC units in the data centre with a nominal 
cooling load of 75 kW each, which supply cold-air at 15 
oC at a fixed flow rate of 2.75 m3/s each. There are 40
perforated tiles in the data centre placed in front of each 
rack, of 0.6 m× 0.6 m size (producing a cold aisle at 
front of the racks, and consequently the aisle at the back 
of the rack which the hot exhaust air enters is called the
hot aisle) For simplicity, any obstructions (cable trays, 
piping), usually present under the floor for a raised-floor 
configuration, are not taken into account. There are four
rack rows (indicated in figure 1 as A, B, C and D) with 
10 racks each. Each rack is 42U modelled as a 0.6 m×2 
m×1 m cabinet. 21 1U servers are mounted inside the 
rack, modelled as 262 W heat sources with fixed flow 

rate of 11.4 L/s each, resulting in a heat load of 5.5 kW 
per rack. The racks also integrate cabling, which runs 
from front to back and is approximated by solid cuboids 
inside the cabinet on either side of the servers. These 
cables have been approximated as solids due to the fact 
that tightly packed cabling can block almost all airflow 
due to its density and coverage. Blanking panels have 
been installed on all void spaces at the front face of the 
rack in the simulations undertaken in this work. A 
schematic of the model utilised in all racks of the data 
centre is depicted in figure 2(a).

Two different room configuration models are also 
considered for this data centre along with room return 
configuration (Model I); ceiling return (Model II) and 
cold aisle containment (Model III) which are displayed 
in figures 1 and 3.

Fig. 1 Schematic of the studied data centre (Model I)

(a) Front view Side view (b) Location of the monitor 
points

Fig. 2 Schematic of (a) the rack model with the cluster of 21 
servers clumped in the middle of the rack (b) monitor points

In model II, angled funnels are installed to lead the 
air from the rear of the servers to the roof cavity. The 
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purpose of the funnels is such that the hot air from rack 
exhaust directly flows through them, with minimal 
recirculation, into the ceiling void space before returning 
to the CRACs. In model III, the cold aisles are sealed off 
so the cold air exiting the perforated tiled is not mixed 
with the air from the hot aisle.

(a) Ceiling return (b) Cold aisle containment
Fig. 3 Configurations for models (a) II and (b) III

FloVENT V8.2 [5] by Mentor Graphics Mechanical 
Analysis was used for all CFD modelling. A Cartesian 
grid and the standard k-�� ����������� ������ ����� �����
for all simulations.

3. Results and Discussion
In this work, supply heat index (SHI) introduced by 

Sharma et al. [6] is used to investigate the data centre 
performance. SHI is defined as the ratio of enthalpy rise 
due to the infiltration and total enthalpy rise at the rack 
exhaust. The lower the SHI, the better the performance 
of the rack or the room. SHI values for the room were 
measured using a system of monitor points at the inlet 
and outlet of each server. Each cabinet has 10 monitor 
points, 5 are located directly in front of the inlet and 5 
directly behind the outlets, as outlined in figure 2(b).
The monitor points are dispersed vertically every 4 
shelves (from shelves 11 to 31), so as to measure only 
the areas where servers are operating. A total of 400 
monitor points are used in each model to assess the SHI 
values of the room.

SHI values have been calculated for each model, on the
basis of rack rows and the whole of the room, as shown 
in figure 4. While the SHI values displayed are all fairly 
low, the difference between the simulations is significant. 
Model III produced the lowest overall SHI value. This is 
a logical progression as the models were of growing 
complexity, in terms of airflow segregation, avoiding 
mixing of hot air and cold air, from model I through to 
model III.

To compare the effect of the ceiling ducts on the data 
centre performance, temperature fields of the models I 
and II are presented in figure 5. It is observed that the 
vast area of the data centre room becomes colder which 
is also witnessed by the lower value of SHI. This is 
primarily due to a reduction in the overhead 
recirculation zone. As expected a reduction in overhead 
recirculation yielded impressive results when converted 
to SHI values.
Similarly, in model III, by removing any possibility of
mixing using cold aisle containment, the cold air is 
delivered to the server inlets at a considerably lower 

temperature and in turn a considerably lower SHI is 
produced.

Fig. 4 SHI values of rack rows and the whole of the room 
for different configuration models

(a) (b)
Fig. 5 Temperature field in vertical direction at height 1 m (a) 

Model I, (b) Model II

4. Concluding remarks
A room level study of a data centre, along with a

highly detailed model of server racks, is conducted. 
Different configuration designs applied in data centre 
rooms are also studied. It is shown that by installing 
ceiling ducts and cold aisle containment, the data centre 
performance will be improved.
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ABSTRACT 
Perpetual salt fountain is a principal leading upwelling of deep seawater. Upwelling flow in the vertical pipe filled with less saline 

deep seawater results from heating by outside warm water. In order to investigate its impact on ocean fertilization and its dependence 
on the region, upwelling flow rate is estimated in the global ocean based on the relationship between modified Rayleigh number and 

dimensionless flow rate. Resulting upwelling flow rate and nutrient supply rate are high in the subtropical region. Accordingly 
artificial upwelling by perpetual salt fountain is expected to contribute to fertilization of the large part of oligotrophic ocean. 

 
1. Introduction 

Perpetual salt fountain, first proposed by Stommel et 
al. [1], is a principal which allows bringing the deep 
seawater to the surface. In the ocean characterized by 
the minimum salinity layer, upwelling flow in the 
vertical pipe results from heating by outside warm water. 
Low salinity water is observed at the depths of 
300–600 m in the tropical and subtropical region [2,3]. 
In the tropical and subtropical region, primary 
production is restricted because of the lack of nutrient 
such as nitrate (NO3) and phosphate (PO4). In contrast, 
rich nutrient is accumulated in deeper layer than surface 
mixed layer. If this upwelling system is deployed on a 
large scale, upwelling provides a great deal of nutrient 
for surface layer. Accordingly oceanic productivity, and 
thus fishery resources, is expected to increase. 

Since 2001 we have conducted several ocean 
experiments. Upwelling flow is first observed in the 
experiment in 2002 [4]. This experiment was conducted 
in the Mariana Trench region (11.43°N, 142.42°E) and 
estimated upward flow speed was 15 t/day. Furthermore, 
Tsubaki et al. [5] estimated an upwelling flow rate of 
approximately 46 m3/day on the assumption that the 
eddy diffusivity was 1.0�10�5 m2/s. In addition, Sato et 
al. [6] predicted the upwelling flow rate at the 
Okinotorishima Island Region (20.425°N, 136.070°E) 
and the Southeast Indian Ocean (19.82°S, 101.48°E). 
Using these results, they concluded that unified 
representation of oceanic conditions was achieved by 
introducing the modified Rayleigh number RaR, and the 
dimensionless flow rate can be evaluated by modified 
RaR. 

In order to deploy this system to the real ocean to 
contribute to fishery industry, the impact of artificial 
upwelling on oceanic productivity and its dependence 
on ocean condition should be considered. We estimated 
the global distribution of upwelling flow rate and 
nutrient supply based on results of numerical simulation 
and climatological hydrographic dataset and discussed 
the effect of upwelling deep seawater on sea surface 
productivity. 

 
2. Method 

In order to obtain upwelling flow rate, the 
relationship between the modified RaR and the 

dimensionless flow rate [6] was used. The modified RaR 
is as follows: 

 3
* w i w
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R Rgr rRa R l��
� �� � � , (1) 

where g, �, �, rw, l are gravitational acceleration, 
thermal diffusivity, kinematic viscosity, pipe radius and 
pipe length, respectively. Moreover, R� and Ri are as 
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where �����i are density outside and inside the pipe, 
respectively. x is depth. The dimensionless flow rate is 
also as follows: 
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where Q, � are upwelling flow rate, and viscosity, 
respectively. �Gr is as follows: 
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Because of the relationship between the modified RaR 
and the dimensionless flow rate [6], the following 
approximation is obtained. 

0.33984 0.7076*10 RG Ra� �� .   (5) 

Then, the upwelling flow rate Q can be estimated. In 
this study, thermal diffusivity and kinematic viscosity 
are assumed to be same as the eddy diffusivity, which is 
estimated to be 1�10�5 m2/s [5]. Pipe radius rw is 
adopted to be 0.15 m. 

In order to calculate seawater density, the equation of 
state of seawater [7] is introduced. Temperature, salinity 
and nutrient concentration from World Ocean Atlas 2005 
(WOA05) [8, 9, 10] are used. 
 
3. Results and Discussion 

When modified RaR is calculated, the minimum 
salinity between 200 m and 1000 m is used as the 
salinity inside the pipe. In addition, the pipe outlet is 
decided to be 50 m bellow the sea surface. 

The upwelling flow rate is shown in Fig.1. The 
highest upwelling flow rate (more than 1000 t/day) is 
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predicted in the subtropical region of the North Atlantic 
Ocean. In addition, relatively high flow rate is shown at 
the subtropical gyre in each basin. Because of the high 
surface evaporation rate at the subtropical region, the 
sea surface salinity is high. Thus, it found that the 
upwelling flow rate strongly depends on the sea surface 
salinity. 
 

 
 

Fig. 1  Global distribution of upwelling flow rate. 
 
Nutrient supply rate is also investigated in order to 

consider the impact of upwelling deep seawater on the 
biological productivity. To distinguish between natural 
nutrient input and artificial input, we subtracted surface 
nutrient concentration from concentration of upwelling 
seawater, and then, calculated the nutrient supply rate as 
the product of residual concentration and upwelling flow 
rate. Phytoplankton needed mainly nitrate and phosphate 
as nutrients. However, we discussed here only nitrate 
because exhaustion of nitrate occurs frequently more 
than phosphate in most cases. The nitrate supply rate is 
shown in Fig. 2. The pattern of nitrate supply rate is 
very similar to one of upwelling flow rate. Namely, high 
nitrate supply rate is predicted at the oligotrophic 
subtropical regions in each basin. Compared with 
upwelling rate, it is found that quite high rate is depicted 
at not only the North Atlantic Ocean but each basin in 
the Southern Hemisphere. Thus, the upwelling by 
perpetual salt fountain is surely effective in fertilization 
of most oligotrophic regions. 

We have conducted several ocean experiments in the 
Mariana Trench region [4, 5]. This area is adequate to 
the experiment because minimum salinity layer is 
shallow (�300 m). However this analysis indicated that 
upwelling flow rate is quite low in this region and the 
biological effect is expected to be small. In the future 
study it should be necessary to conduct ocean 
experiment in other regions. However, in the region 
where high upwelling flow rate and nutrient supply rate 
are expected, the salinity minimum layer is extremely 
deep (1000 m). Therefore the experimental pipe system 
should be improved. Moreover, mooring pipe system for 
purposes of the appropriate management of fishery 
resources requires large sinker and buoy. When the 
problem is solved, ocean fertilization by upwelling deep 
seawater is expected to contribute to management of 
fishery resources. 

 

 
 

Fig. 2  Global distribution of nitrate supply rate. 
 
4. Concluding remarks 

The effect of deep seawater upwelling system by the 
principal of perpetual is investigated over the global 
ocean. Upwelling flow rate strongly depends on the sea 
surface salinity, resulting in the high upwelling rate at 
the subtropical region, especially the North Atlantic 
Ocean (more than 1000 t/day). Nitrate supply rate is also 
characterized by the similar pattern, showing high 
nitrate supply rate in the subtropical region. Accordingly, 
upwelling by perpetual salt fountain is expected to 
contribute to ocean fertilization of oligotrophic 
subtropical region. 
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Abstract 
We measured the drag coefficient for cylinders with a fineness ratio of 4 aligned with uniform flow under 
interference-free conditions. In these measurements, 10 models with different diameters were used and 
corrections according to the methods of Thompson and Maskell were applied. These two methods could 
not suitably correct the drag coefficient by themselves. Therefore, for three-dimensional bluff bodies, the 
two corrections must be combined to correct the drag coefficient properly.

1. Introduction 
A number of unsolved issues remain when evaluating the 
aerodynamic characteristics of a bluff body by 
computational fluid dynamics (CFD) or experimental 
fluid dynamics. For example, large unsteady wakes 
prevent accurate evaluation of drag by CFD, and the 
mechanical support system and wind tunnel walls 
prevent reliable drag measurement in wind tunnel tests. 
The interference in wind tunnel testing occurs because 
the mechanical support system distorts the wake form 
and the tunnel walls distort the flow field around the 
body. Wake distortion due to the mechanical support 
system has been addressed by using a magnetic 
suspension and balance system (MSBS; Sawada and 
Suda, 2011). However, the blockage effect of the wall 
interference has not been adequately resolved for a bluff 
body. In particular, studies concerning the blockage 
effect for three-dimensional bluff bodies are limited. The 
most widely used blockage correction method was 
proposed by Maskell (1965), but that method is restricted 
to bluff bodies without significant volume, such as plates. 
However, many bodies occupy a large volume; flow 
separation occurs at their front and the majority of the 
body is in the separated flow region, that is, the wake. As 
a result, the part will affect the wake structure. Sawada et 
al. (2004) measured the time-averaged flow field around 
a cylinder aligned with a uniform flow under support 
interference-free conditions by using the Japan 
Aerospace Exploration Agency (JAXA) 60 cm MSBS. 
The obtained results show that the flow separates at the 
front of the cylinder and reattaches downstream at a 
distance of around 1.6 times the cylinder’s diameter, and 
that the flow around the cylinder forms a velocity profile 
comparable with that of a turbulent boundary layer. 
However, the wake cross section extended beyond twice 
the diameter of the cylinder; this wake cross section is 
large when compared with that of a streamlined body. 
Consequentially, the wake for a bluff body having 
volume is different from that of a streamlined body and 

from that of a bluff body without volume. In this 
research, we studied the blockage effect on a bluff body 
having volume by measuring the drag of a cylinder with 
a fineness ratio of 4 aligned with uniform flow under 
support interference-free conditions. 

2. Analysis of Blockage Effect 
Here, ideal solid wind tunnel walls are assumed. Thus, 
the drag of a bluff body can be estimated by the 
difference between the summations of the pressure and 
the momentum flux passing through two inspection 
planes surrounding the body. We consider one inspection 
plane, ��, far upstream and the other inspection plane, 
��, at a position downstream of the body, as shown in 
Fig. 1. The displacement thickness boundary in Fig. 1 is 
defined in a similar manner as the displacement 
thickness of the boundary layer. The drag coefficient, ��,
is estimated as follows: 

�� � ����� �
�

� � ��
�
� �������� � �

� � ������������ 
where C and S are the tunnel cross-sectional area and the 
representative cross-sectional area of the bluff body, 
respectively. Furthermore, B, m and �������� are defined by 

� � �
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��� ����
����������� 

�������� � �
��

� � ��
�
����

��
�������������� 

where �� is the cross-sectional area element. In Eqns. 
(2) and (3), ������� are the flow speed and the static 
pressure, respectively, V2 is the flow speed at the 
displacement thickness boundary in ��, and ��������
are the density and the uniform flow speed, respectively. 
Furthermore, � , the loss of momentum over �� , is 
defined as 

� �� ����� �� �
�
��� �����������������
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In the limit C approaches infinity, the blockage effect 
becomes negligible. In addition, when �� is located far 
downstream, �������� � �. For this case, the drag coefficient 
without any blockage effect, ���, is estimated from 

��� �
���
� ��������������� 

where the subscript c indicates that the value obtained is 
for the corrected blockage effect. Eqn. (5) is equivalent 
to the Betz formula for drag evaluation. Here, we follow 
the assumption of Maskell (1965): 

� � ��������
� � ���������� �

��
��� �����������

���� 
By assuming that ��������� are invariant as wall 
constraints, the following ratio between �� and ��� is 
obtained: 

��
���

� �
�� � ������ �� �

�����
� � �������������������� 

For the case where � � � , Eqn. (7) corresponds to 
Maskell’s correction. According to this equation, 
Maskell’s correction is the maximum correction that can 
be obtained from consideration of the existence of a 
wake. 

 
3. Experimental Apparatus 
The wind tunnel contains a closed-type test section with 
a square cross section of 60 cm in side length and a 
maximum uniform flow speed of 45 m/s. The models 
tested were 10 similar cylinders of different diameters, 
each with a fineness ratio of 4. The cylinders were 
aligned with the uniform flow and their drag coefficients 
were measured at a Reynolds number of 0.1 million for 
their diameter. The cylinders were supported by the 
JAXA 60 cm MSBS and tests were conducted under 
support interference-free conditions. For each test, the 
drag was time-averaged over approximately 8 s. The 
error in drag coefficient measured by the MSBS is less 
than 1%. 

4. Results and Discussion 
Measured values for �� are plotted against the blockage 
ratio, C/S, in Fig. 2. Although, the relation between the 
coefficient and ratio is slightly nonlinear, we can 
evaluate �� at zero blockage ratio to obtain a value of 
����� � �����. The figure also shows corrections by the 
Thompson (Pankhurst, 1952) and Maskell methods. 
However, both of these corrections are too small. 
Correction of a drag coefficient by Thompson’s method 
is obtained with a wake blockage factor of 0.25 that has 
been widely used in other studies (Pankhurst, 1952). The 

correction by Thompson’s method is not zero even with 
zero drag, because it is estimated under a potential flow 
condition. In contrast, correction by Maskell’s method is 
based on the existence of a wake and accounts for the 
wake blockage effect. Therefore, the two corrections are 
as a result of different factors that are independent of 
each other. The solid squares in Fig. 2 denote the values 
corrected by Maskell’s method after first being corrected 
by Thompson’s method. The resulting drag coefficients 
are close to the true values under wall interference-free 
conditions when compared with those coefficients 
corrected by Thompson’s or Maskell’s method alone. 
Thus, the combination of the two corrections gives the 
greatest accuracy in removing the blockage effects for 
bluff bodies having volume. 

 
5. Concluding Remarks 
We have derived a new method for estimating the 
blockage effect for a bluff body having volume (i.e., a 
body unlike a flat plate), by using a time-averaged loss of 
momentum distribution over a cross-sectional area of the 
body’s wake. Using the JAXA 60 cm MSBS, we 
measured �� for 10 different cylinders with a fineness 
ratio of 4 aligned with uniform flow under 
interference-free conditions. To the measured values of 
�� , we applied two corrections according to the 
Thompson and Maskell methods. We found that these 
methods are not able to correct the coefficients by 
themselves and that, for bluff bodies having volume, the 
combination of the two corrections is necessary for 
proper correction of ��.
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ABSTRACT 
This paper describes the analysis of springtail jumping motion. The free jumping analyses were performed using a digital high-speed 
video camera system. It was found that the jump distance in the air was over a hundred times of body length of springtail. 
Microscopic observation of garden springtail was also conducted using a laser beam microscope. Detailed shape of the furcula was 
clarified. A springtail mechanism was produced based on the experimental analysis. The jump performance of the mechanism was 
compared with the real springtail. The springtail mechanism could jump and rotate like real springtail. 
 
1. Introduction 

In the development of biomechanics and 
biomimetics, the study on various functions of many 
animals is of fundamental interest and importance with 
respect to a variety of applications. Recently extensive 
investigations on insect jump mechanisms have been 
conducted [1-3]. For example, Christian [4] observed 
the free jump of springtails with a high-speed shootings 
(750-1600 frames/s), and analyzed the jump 
performance theoretically. Brackenbury [5] analyzed 
jump kinematics and energetics of two kinds of 
springtails, using a computer model. In spite of many 
investigations, there still remains a wide unexplored 
domain on the jump dynamics of springtails in the air. 

In this paper, the free jump of springtail, Bourletiella 
hortensis was studied using a high-speed video camera 
with frame rate 27000 frame/s. Based on the 
experimental analysis of the springtail, the test springtail 
mechanism was produced. And it was compared with 
the jump of springtails. Furthermore, microscopic 
observation of garden springtail was also conducted 
using a laser beam microscope to study the morphology 
for jump motion. Especially the furcula was focused and 
the detailed surface structure was measured. 
 
2. Garden springtail 

Garden springtail, Bourletiella hortensis belongs to 
the Collembola. The body length of the garden springtail 
used in the experiment is about 1 mm. Garden springtail 
is comparatively smaller than other springtails. In 
springtail, the usual way to move is by crawling but 
jumping is used as a very efficient mechanism to escape 
from attack or disturbance. 
 
3. Experimental apparatus and procedures 

Experiments for the free jump analysis of garden 
springtails were conducted with the high-speed video 
camera system. A schematic diagram of the 
experimental apparatus is shown in Fig.1. The 
experimental system is composed of a high-speed video 
camera, a control unit, a video cassette recorder, a video 
monitor, and a personal computer. In this experiment, 
the garden springtail with body length 1.0 mm, and mass 
0.13 mg were used as test insect. The value of mass was 
determined by the averaging of the sum of 10 insects. 
The experiment was performed under the condition of 

the room temperature at 18-25 . 
The microscopic observation of the furcula structure 

of garden springtail was performed using the laser 
microscope (Keyence VK-9700). The laser microscope 
employs a short waveform violet laser. As well as 

 
Fig.1 Schematic diagram of experimental apparatus 

 

 
Fig.2 A sequence of photographs showing the 

jumping motion 
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Fig.3 Jumping trajectories of the springtail 
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enabling 18000x high definition magnification, the laser 
microscope examines objects based on an ultra depth 
image technique that focuses over the entire field of the 
microscope. The obtained data were analyzed using the 
analysis software (Keyence VK-Analyzer).  
 
4. Experimental results and discussion 

4.1 Jumping analysis of garden springtail 
Jumping behavior of the garden springtail was 

examined by the digital high-speed video camera. 
Figure 2 shows the high speed photographs showing the 
jump of the garden springtail. It can be seen from Fig.2 
that the garden springtail takes off using the furcula and 
flipping the ground momentarily. After taking off, the 
garden springtail shows the body rotation with higher 
angular velocity. Figure 3 shows two kinds of jump 
trajectories of the garden springtail (case1 and case2). In 
Fig.3, �t is time interval of data plot. It can be seen from 
Fig.3 that the garden springtail can jump to the height 
more than one hundred times of body length. The take 
off speed is about 1.62 m/s, and highest acceleration 
reached 486 m/s2. We can obtain the kinetic energy Ek 
and the potential energy Ep for jump motion of the 
springtail from Fig.3. 

J1066.1
2
1 72 ���� mvEk   (1) 

J1047.1 7���� mghEp   (2) 
where m is mass of the springtail, g is the gravitational 
acceleration, and h is the jumping height of springtail. 
The values of Eq.(1) and Eq.(2) shows Ek Ep. The 
difference between these two values corresponds to the 
loss caused by the drag force. Drag force acted on the 
moving body in fluid, Df , is described as follows;  

SCvD Df ��� 2

2
1 �    (3) 

where � is density of fluid, v is the velocity of moving 
body, and S is the projection area of the body.  
  4.2 Microscopic observation of furcula 

The furcula of the garden springtail was observed by 
a laser scanning microscope. Figure 4 shows the 
microscopic photograph of the furcula. It can be seen 
from Fig.6 that the furcula is biforked. The furcula 
consists of three segments as shown in Fig.4. 
  4.3 Springtail mechanism 

Based on the jump experiment of the springtail, the 
mechanism was designed and produced. Figure 5 shows 
dimensions of springtail mechanism. This mechanism 
composed of electric magnet, wood chip, rubber and 
spring. Mass of the mechanism was 0.69 g. 

Figure 6 shows jumping trajectory of the springtail 
mechanism. In Fig.6, z is the one dimensional vertical 
coordinate. The springtail mechanism was almost 
jumping vertically. It can be seen from Fig.6 that the 
springtail mechanism can jump and rotate like real 
springtail. 
 
5. Concluding remarks 

The Jumping motions of garden springtail were
investigated experimentally. The results obtained are 

summarized as follows;  
(1) The garden springtail can jump to the height more 

than one hundred times of body length. 
(2) The springing organ (furcula) is biforked. 
(3) The springtail mechanism can jump and rotate like 

real springtail. 
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Fig.4 Microscopic photograph of furcula 

 

 
Fig.5 Dimensions of springtail mechanism 
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ABSTRACT 

The results of experimental study on the fly flight are described. The free and tethered flight analyses of diptera insects were 
performed using a digital high-speed video camera system. An unusual transverse flight of the fly was observed. The wings of fly 
showed the elastic bend deflection with anisotropy during flapping cycle. In the experiment of drop impact test with fly wing, the fly 
wing showed flexibility and high water repellency for the water drop collision. The details of the fly wing surface were revealed by 
microscopic observation. 
 
1. Introduction 

Insects have been developing from the remote past, 
and their tissue and structure elements have various 
superior mechanical functions. Flying insects have the 
ability to fly by flapping. Flight is an effective form of 
transport because it is fast and direct. The study of the 
flying function of insects is of fundamental interest and 
importance with respect to a variety of applications. 
Extensive investigations on the motion of many insects 
have been conducted [1]. In our previous papers, the 
wing structure and the aerodynamic characteristic of an 
in-flight dragonfly were examined using a scanning 
electron microscope and small low-turbulence wind 
tunnel [2]. The surface roughness of some insect wings 
was measured by a three-dimensional, optical shape 
measuring system [3]. The measurement of 
displacement and frequency of extrinsic skeleton 
vibration produced by wing flapping of wasp were made 
by an optical displacement detection system [4]. Some 
functional principles underlying insect wing design were 
revealed by the measurements of surface roughness and 
flapping analysis [5]. In spite of many investigations, 
however, there still remains a wide unexplored domain. 
Research data on free flights of flies and detailed 
measurement of the surface shape of fly wings are 
sparse, and there are many points which must by 
clarified.  

In this study, unusual transverse flight of the fly and 
flapping behavior of the tethered fly were studied by the 
high-speed video camera system. The surface of fly 
wing was observed by the confocal laser scanning 
microscope.  
 
2. Experimental apparatus and procedures 

Experiments on free flight analysis and tethered 
flapping analysis were conducted with the high-speed 
video camera system. A schematic diagram of the 
experimental apparatus system is shown in Fig.1. The 
experimental system is composed of a high-speed video 
camera, a control unit, a video cassette recorder, a video 
monitor, and a personal computer. The free flight 
behavior of the fly can be gained by using the camera 
system. A series of frames of free flight of the fly were 
analyzed by a personal computer. In this study, the 
tethered flight of the fly was also examined. The drop 
collision test on the wing of fly was also performed by 

�
Fig. 1 Block diagram of experimental apparatus.

 

(a) Selected frames from high-speed movie 
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(b) Trajectories of wingtips and head 
Fig. 2 Free flight of the fly, Lucilia Caesar. 
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using the high-speed video camera. 
The surface of fly wings was observed by the 

confocal laser scanning microscope. The test wing was 
severed from the insect body before the measurement. 
Test insects were collected in the field in Yurihonjo, 
Japan. The experiments were conducted under the room 
temperature in summer. 
 
3. Experimental results and Discussion 

3.1 Free flight of fly 
In general, many species of house flies and blow 

flies exhibit different kind of flight behavior, depending 
on circumstances. Schilstra and Van Hateren showed 
five distinct flight maneuvers that is, the ‘banked turn’, 
‘dive’, ‘zigzag’, ‘u-turn’, and ‘reverse’ [6]. In this 
experiment, the unusual fly flight that had not been 
discovered was observed. 

Figure 2 shows the free flight behavior of the blow 
fly, Lucilia caesar. Figure 2 (a) shows a sequence of 
images taken for a transverse flight in the direction of 
gravity, and Fig.2 (b) shows the wingtips and head orbits 
during the transverse flight. This kind of flight is not 
depending on normal lift generation. Drag generated by 
the right (under) wing functions as important lift 
generation in this transverse flight.  

3.2 Tethered flapping 
The flapping motion of the fly wings was also 

analyzed in the same manner as before. Figure 3 shows 
the selected frames from the high-speed movie for the 
tethered fly flapping. In Fig.3, the test insect is the fly, 
Muscina stabulans. The body length is L = 8.11 mm, 
and the wing length is l = 7.11 mm. It can be seen that 
the wings bend at the lowest point of the down stroke (t 
= 4.00-4.67 ms). This wing bending brings the speedy 
recovery stroke of wings. Strain energy stored by 
bending is released when the flapping motion changes 
into the recovery stroke.  

3.3 Microscopic observation of fly wing 
Microscopic observations of the fly wings were 

conducted with the confocal laser scanning microscope. 
Figure 4 shows the microscopic photographs of the part 
in leading and trailing edges of the fly wing. A lot of 
micro hairs are observed along trailing edge of the fly 
wing. The number of hairs is 59 per 1 mm along trailing 
edge on the surface of wing. The total number of hair is 
118 per 1 mm on the surface and back side. The length 
of the hair is approximately 41.9 �m. It is considered 
that these large number of hairs are related to the 
stability of wing flapping of the fly. 
 
4. Conclusions 
   The wing characteristics of flies were studied by the 
free flight and tethered flapping analysis. Furthermore, 
the microscopic observation of fly wing was performed 
by the confocal laser scanning microscope. The results 
obtained are summarized as follows. 

1) The fly can fly with transverse flight to gravity 
direction. 

2) The fly wing presents the elastic bend deflection 
throughout the recovery stroke. There is        

 
  anisotropy in the wing elasticity. 
3) The wing surface of fly is clothed in minute hairs. 
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Fig. 3 Selected frames from high-speed movie 
showing tethered flapping of the fly. 
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Fig. 4 Microscopic photographs of the fly left wing.
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ABSTRACT
    We have developed a three-dimensional hydrodynamics code coupling equation of motion of a rigid body for analyzing posture 
stability of laser propulsion vehicle through numerical simulations of flowfield interacting with unsteady motion of the vehicle.  
Lightcraft reveals good centering performance in out simulation, that is,  vehicle moves to cancel out an initial offset. However, the 
Euler angle grows and never returns to zero in a time scale of laser pulse. We examined the tipping performance by varying focal 
points, and we found that the vehicle can cancel an initial tipping angle examined over the wide angle range. 

1. Introduction
   Laser propulsion is expected as a new low-cost 
technique for a launch of small satellites. In an aero-
driving-type vehicle, a high-power pulse laser is 
irradiated to the parabolic mirror equipped on the 
vehicle from a ground base and is focused by the mirror. 
As a result, the blast wave is generated at the focal spot 
(ring), and the vehicle obtains thrust power by 
interacting with the blast wave.
    A good beam riding performance assures the vehicle 
of continuously receiving thrust. The total performance 
is assessed by the centering and tipping performances. 
When a laser is irradiated with a offset respect to the 
vehicle axis, it is necessary that the vehicle moves to 
cancel out the offset (centering performance). On the 
other hand, when the laser is irradiated to the vehicle 
with some tipping angle, it is necessary that the vehicle 
obtains restoring moments to parallel the vehicle axis 
and beam one (tipping performance). If the restoring 
force does not act enough on the vehicle, the offset and 
the tipping angle increase rapidly and the vehicle will 
deviate from a laser beam line.
   In previous studies, Kenoyer [1] measured lateral and 
angular impulse on a type-200 lightcraft for laser offset, 
and orbital calculation was conducted based on the 
impulse data by Ballard [2]. However, the centering and 
the tipping performances have not been examined for 
laser offset and oblique incidence quantitatively. In 
particular, discussions about the beam riding 
performance are not sufficient for oblique incidence.
    Objective of this study is assessing the centering and 
the tipping performances of laser propulsion vehicle to 
improve its beam riding performance. We calculate 
lateral and angular forces from a flow solution and solve 
6-DOF equation of motion with these forces to estimate 
the orbit and the posture of the vehicle. The centering 
and the tipping performances of lightcraft are evaluated 
for given laser offsets and incident angles with the 
developed code.

2. Numerical Methods
2.1 Flowfield
   Flowfield around the lightcraft-type vehicle is solved 
to estimate the forces and the moments acting on the 
vehicle. For the flowfield calculation, three-dimensional 
Euler equation is numerically solved to reproduce the 
compressible gas dynamics. Discretization was done by 
cell-centered finite volume manner. The AUSM-DV 
method is employed for numerical flux with 2nd-order 
MUSCL method. In the MUSCL method, we choose 
characteristic variables as interpolation quantities and 
use minmod limiter to fulfill the TVD condition. The 
time integration is performed by the 1st-order explicit 
Euler method. The velocity and angular velocity of the 
vehicle are subtracted from the flowfield at every time 
step to introduce the effect of the motion of the vehicle. 
The pressure drag which is caused due to the motion of 
the vehicle is added to the previous step.

2.2 Orbital Calculation
   An flight orbit of the vehicle can be determined by 6-
DOF equation of motion with aerodynamic forces and 
moments estimated from a flowfield solution. According 
to the orbital calculation, we obtain time evolutions of 
laser offset and tipping angle as the position of center of 
gravity and the Euler angles. 
   In an orbital calculation, the aerodynamic forces and 
moments are estimated by integrating surface pressure 
distribution given by the flowlield solution in the body-
fixed coordinate system. In addition, as the external 
forces acting on the vehicle by gravity, we introduce the 
gravity force and the gravity gradient torque in the body-
fixed coordinate system. 
    We calculate the velocity and the angular velocity of 
the vehicle by time integration of 6-DOF equation of 
motion with 4th-order Runge-Kutta method. In the 
flowfield computation these velocities are subtracted 
from the flowfield of the previous time step for 
introducing a motion of the vehicle.
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2.3 Energy Deposition Model
    In order to introduce the off-axis and/or inclined laser 
incidence, it is necessary to estimate the spot position 
where the reflected laser is focused and the amount of 
energy at the focal spot. We perform ray-tracing for 
determining the initial energy deposition. If the laser is 
irradiated even with offset, the focal spot is not changed 
from analytical one, but the energy distribution cannot 
be estimated without the ray-tracing. Also, in the case of 
oblique laser incidence, the ray-tracing is needed for 
estimations of the focal spot and the distribution of the 
deposited energy. A 420-J Gaussian laser is divided into 
about 10,000 rays and is irradiated with the variable 
intensity obeying the spatial distribution of 2.3-cm 
FWHM. The efficiency of laser energy absorption by 
plasma is assumed to be 40 % according to the past 
studies [3].

3. Results
   First, we examined the centering and tipping 
performances with 5-mm laser offset. Since the laser 
offset decreases from the initial value with time. The 
vehicle has a good centering performance. Ideally the 
tipping angle should be 0 degree, but the computed 
angle increases with time. So, the tipping performance 
should be improved. 
   In order to improve the tipping performance, we 
prepared three types of vehicle with different focal point 
at a distance of 20 mm, 25 mm and 30 mm. Figure 1 
shows time evolution of the tipping angle when the laser 
is irradiated to each vehicle with the initial offset of 5 
mm. If we set the focal point far from the connection 
arm, we can reduce the tipping angle. It is noted that the 
centering performance is comparable among them.
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Fig.1 Time evolution of tipping angle for different focal 
          points.
   The tipping performance was examined when the laser 
is irradiated to the vehicle with initial tipping angles 5, 
10 and 15 degree. According to the results of ray tracing, 
the laser is not focused at the expected point in all the 
cases. In particular, the laser is focused on the outside of 
the cowl for the cases of 10 and 15 degrees (Fig. 2). We 
measured the tipping angle α formed by the laser axis 

and the vehicle axis (Fig. 3). When the initial angle is 5 
degree, the tipping angle decreases because the focal 
point is within the cowl, and the pressure of the lower 
side is higher than that of the upper side. On the other 
hand, the tipping angle does not decrease for 10 degree 
because the pressure of the upper side which leads to α 
increasing is high compared with the lower side. For the 
case of 15 degree, the tipping angle decreases because 
the pressure of the upper side is not so high while the 
focal point is out of the cowl as well as the case of 10 
degree. The strong blast wave makes the tipping angle 
smaller as it propagates on the lower side.

Fig. 2 Result of ray-tracing for initial angle of 15 degree.

Fig. 3 Time evolution of tipping angle for laser oblique 
          incident for the case of 15 degree. Initial tipping 
          angle is 15 degree.

4. Conclusion
  We have developed a three-dimensional 
hydrodynamics code coupling with 6-DOF equation of 
motion. Computed results show the lightcraft is excel in 
the centering performance. Setting the focal point away 
from the connection arm or eliminating it can improve 
the tipping performance for the initial laser offset. The 
vehicle can obtain a restoring force for the oblique laser 
incidence over the wide angle range. It is necessary that 
the beam riding performance will be assessed for a 
longer flight with multiple laser pulse in order to find the 
laser propulsion vehicle which has better beam riding 
performance.
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ABSTRACT 
Nozzle flowfields play a crucial role in hypersonic scramjet propulsion for flexible and economical access-to-space. 
Overexpansion of the nozzle flow in off-design operation at higher ambient pressure can critically deteriorate thrust production 
and vehicle stability due to boundary layer separation and resultant side loads. This paper numerically investigates the influence 
of baseflow on the nozzle flowfield of an axisymmetric scramjet. The results indicate effectiveness of thick baseflow in delaying 
separation and remarkable similarity in pressure distributions between flow separations caused by baseflow and ramp compression. 

 
1. Introduction 

Hypersonic airbreathing propulsion, in particular, 
scramjet engines, offers a great potential for reliable and 
economical access to space and high-speed atmospheric 
cruise. The SCRAMSPACE project [1] is now underway 
to explore innovative concepts such as inlet fuel 
injection and radical-farming shock-induced separation 
in internal compression axisymmetric scramjet engines, 
led by The University of Queensland (UQ). 

Scramjet engines typically consist of an inlet, 
combustor and nozzle, where compression of captured 
airflow, fuel injection / mixing, ignition, combustion, 
and expansion of reacted gas take place in a sequential 
manner. Nozzle design optimisation studies have been 
performed extensively at UQ [2,3] due to the crucial role 
played by the nozzle section in thrust production and 
vehicle stability. In off-design scramjet operation, 
boundary-layer separation and unfavourable side loads 
can be caused by overexpansion of the nozzle flow, 
which can lead to significant deterioration of the vehicle 
performance in thrust generation and stability [4]. 

This paper presents the results of a numerical study 
conducted to investigate the effects of the baseflow on 
boundary layer separation in an axisymmetric scramjet 
nozzle by varying the base height and external pressure, 
in comparison with separation due to ramp compression.  
 
2. Methods 
1. Nozzle configuration and flow conditions 

 
Fig. 1 Nozzle configurations and computational 

meshes for baseflow and ramp setups 

The configuration considered in the present study 

comprises a nozzle, base, and external wall at the rear 
part of an axisymmetric scramjet, as shown in Fig. 1. 
Used for the nozzle is the optimal contour obtained in a 
previous design optimisation study performed to 
maximise the nozzle thrust at Mach 8 at an altitude of 27 
km in the presence of fuel (H2) injection on the 2nd inlet 
ramp with a fuel/air equivalence ratio 0.5 [3]. All walls 
are assumed to be adiabatic in this study. The base 
height hTE is varied between 0.5 and 10 mm. 

The pressure distribution of the inflow profile 
imposed at the nozzle entrance is scaled down from that 
used in [3] by a factor of 10 in order to amplify the 
baseflow effects by enhancing the sensitivity of the 
boundary layer to adverse pressure gradient. Uniform 
inflow of Mach 8 and static temperature 224 K is 
assumed for the external flow, with the static pressure 
pext varied between 1 and 10 kPa. Supersonic outflow is 
assumed at the downstream end of flowfields.  

Also presented Fig. 1 is a configuration with a ramp 
employed in order to investigate flow separation 
induced by ramp compression. The ramp angle � is 
varied between -7° (no flow deflection) and 20°. 

2. Computational fluid dynamics and meshes 
Nozzle flowfields are computed by utilising a 

commercial high-fidelity code CFD++, which solves the 
Navier-Stokes equations implicitly with second order 
spatial accuracy. Finite-rate chemical reactions and gas 
composition are represented by Evans & Schexnayder’s 
model, which consists of 25 elementary reactions among 
12 species. An advanced wall-function technique is used 
for near-wall treatment and turbulence is modelled by 
the two-equation SST k-� RANS model. 

Two-dimensional structured meshes are generated by 
utilising a commercial grid generator Pointwise, as 
superimposed in Fig. 1. The computational domains 
comprise 35,850 and 17,226 cells for flowfields with a 
base and ramp, respectively, with the minimum cell 
width of 10-5

 m (y+ = 0.32). This mesh resolution has 
been chosen in a preliminary mesh sensitivity study in 
order to strike balance between computational cost and 
simulation fidelity, with care taken on the surface 
pressure and separation (results are not included here). 
 
3. Results 

The separation length computed for various sets of 
base height and external pressure is plotted Fig. 2, along 
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with contours generated from surface fitting1. A distinct 
trend is evident for the separation length lsep, indicating 
the occurrence of larger separation with higher external 
pressure pext rises and smaller base height hTE

2. 
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Fig. 2 Contour plot of separation length lsep with base 

height hTE and external pressure pext variation 

The correlation between flow deflection and the 
separation length lsep has been obtained in a parametric 
study by varying the ramp angle �, where lsep has been 
found to increase monotonically with � once the 
boundary layer separates at � = 2.9°. Compared in Fig. 3 
are the Mach number distributions between the flowfield 
with a baseflow and that with a ramp, both of which are 
characterised by the same separation length lsep of 43mm. 
Nearly identical flowfields can be seen inside the nozzle, 
while the downstream regions exhibit different shock 
angles due presumably to different flow displacements. �

 
Fig. 3 Comparison of Mach number distributions between 

base (hTE = 9.7mm) and ramp (� = 12.5°) flows with 
the same separation length (lsep = 43 mm) 

The inner surface pressure distributions in the 
vicinity of the trailing edge are compared in Fig. 4 for 
nozzle flowfields with baseflow and equivalent ramps 
associated with various separation lengths, i.e. lsep = 3, 
23, and 43 mm. It is noteworthy that separated flows in 
the presence of ramps yield remarkably similar pressure 
distributions to those with base flows. Also compared in 
Fig. 4 are the surface pressure distributions with various 

                                                             
1 Separation onset is detected by the surface shear stress �w. 
2 The apparent distortion of the contour of lsep = 40 mm may 

be attributed to insufficient convergence of CFD solutions. 

combinations of the base height hTE and external 
pressure pext that produce the same separation length lsep 
= 43 mm. Essentially the same surface pressure 
distributions can be found in the three cases, except at 
the trailing edge, where the exit flow undergoes rapid 
expansion with a thinner base (hTE = 0.5 mm) and further 
compression with a thicker base (hTE = 9.7 mm). 
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Fig. 4 Comparison of the inner surface pressure p near 

the trailing edge between base and equivalent 
ramp flows with various separation lengths 

 
4. Concluding remarks 

The effects of the baseflow on flow separation have 
been investigated numerically for an axisymmetric 
scramjet nozzle with various base heights and ambient 
pressures. Respectable delay of separation onset has 
been observed over the entire pressure range, suggesting 
effectiveness of base thickening in separation control. 

An additional study has been performed for flow 
separation induced by ramps in order to compare the 
flowfields in the presence of baseflow and ramp 
compression. Considerable similarity has been found in 
the static pressure distributions on the inner nozzle 
surface between flowfields with baseflow and ramps 
characterised by the same separation lengths. 
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ABSTRACT 

The paper presents a new effective software system SMILE++ for comprehensive studying of rarefied gas flows by the DSMC 
method. The system design is based on the principles of Object-Oriented Programming, which makes it readily modifiable in order to 
add new capabilities.  

 
1. Introduction 
A wide range of problems in both science and industry, 
starting from micronozzle flows and extending to high-
altitude aerothermodynamics of spacecraft  and complex 
fundamental investigations of rarefied flows, have been 
solved using the Direct Simulation Monte Carlo 
(DSMC) method [1]. Thus, the ever-growing need for a 
robust, reliable, easy-to-use, and well-validated code for 
DSMC computations is clearly seen. Such a code should 
be well-documented and suitable for users without 
specialized training in DSMC techniques. 

There exist a number of both freeware and 
commercial packages that address these needs for 
numerically and ergonomically efficient DSMC 
systems. These codes include DS2V/3V [2] developed 
and  maintained by G.A.Bird, MONACO [3] developed 
by Iain D. Boyd et al., and DAC [4] developed in 
Johnson Space Center. The development of a powerful 
software system based on the DSMC method was 
started at the Laboratory of Computational 
Aerodynamics (ITAM, Novosibirsk, Russia) at the end 
of the 1980s. This research resulted in the creation of the 
SMILE system (Statistical Modeling In Low-Density 
Environment) [5] based Majorant Frequency Scheme [6] 
of the DSMC method and capable of solving a very 
wide range of basic and applied problems of rarefied gas 
dynamics.  

Our experience during the development of the 
SMILE software system clearly demonstrates the fact 
that the greater the capabilities of the DSMC system are, 
the harder it is to modify the system by implementation 
of new models, methods and algorithms.  The necessity 
for the creation of a DSMC software system based on 
the new-generation  Object-oriented programming 
(OOP) approach became evident to us several years ago. 
The main goal of the present talk is to describe the basic 
ideology and demonstrate example applications of the 
SMILE++ parallel software system developed at ITAM. 
The SMILE++ is based on the OOP approach and is 
completely written in C++. SMILE++ is the descendant 
of SMILE system and incorporates most of its 
capabilities. At the same time, it has new capabilities 
and significant advantages offered by OOP. 

 
2. Object-oriented approach in DSMC 
Specific features of high-altitude aerothermodynamics 
of space vehicles impose specific requirements on 
software applications used in this field: the need for 

generating and using complicated three-dimensional 
geometric models and grids; possibility of using various 
collisional models of physicochemical processes and 
various gas/surface interaction models; availability of a 
database of chemical elements, their molecular 
properties and parameters determining their collisional 
interaction with other chemical elements; possibility of 
automation of the parallelization process while retaining 
high efficiency of parallelization; possibility of using a 
multizone approach and boundary conditions of various 
types. The necessity to satisfy all these requirements 
makes computational systems extremely cumbersome 
and sophisticated. On the other hand, the DSMC 
software system should be readily modified for new 
capabilities. Simultaneously, it is important to retain all 
already available capabilities of the system. Object-
oriented programming (OOP) is a key mechanism in this 
task. 

OOP implies that the code is a model of a real 
process as a set of interacting objects. The object is 
described by a number of parameters whose values 
determine the state of the object and the set of 
operations (actions) that can be performed by the object. 
It is important that there can be several replaceable 
objects performing identical (or similar) operations, but 
by different methods. If each object is responsible for a 
certain model of physical phenomena (e.g., different 
types of chemical reactions), then one can configure the 
code from properly chosen objects (molecular models) 
for a particular problem, like a bricklayer makes a wall 
from bricks. 

As the objects are rather closed structural units of the 
code, it is more convenient to use OOP in large-scale 
codes developed by a team of programmers. As the 
interactions between the objects (actions) are limited 
(the number of actions usually does not exceed 20) and 
are specified at an early stage of code design, the code 
for each object is created independently of other codes. 
This approach substantially simplifies the code 
development and prevents erroneous usage of data 
stored for other purposes. 

The OOP advantages are not visible for the final 
user. For developers of the DSMC software, however, it 
is much simpler to add new models and methods, 
because  all changes are concentrated only in two or 
three places of the source code.  
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2. Parallelization 
An important specific feature of the DSMC method is a 
rapid growth of its computational cost with increasing 
free-stream density. Moreover, it is possible to state now 
that the possibilities for further improvement of 
numerical efficiency of the DSMC method by 
modification of its numerical schemes have been 
exhausted. Therefore, the only realistic way to increase 
the efficiency of the method for aerothermodynamic 
applications is its parallelization. In particular, it should 
be noted that modeling of real three-dimensional flows 
around space vehicles at flight altitudes of about 80 km 
(in the near-continuum regime) is impossible without 
using multiprocessor computers. 

The SMILE++ code parallelization is based on the 
domain decomposition concept where each processor 
operates only with some part of the cells of the 
computational domain and with particles located in 
these cells. If a particle after moving falls into a cell that 
belongs to another processor, the particle should be 
transferred to this processor. Domain decomposition can 
involve a dynamic algorithm, which periodically re-
distributes the cells between the processors, based on 
accumulated statistical information. 
 
4. Example of SMILE++ application: Clipper 
spacecraft aerothermodynamics.   
A specific feature of the Clipper spacecraft is its 
configuration: it has a lifting body shape, and its wings 
have tip fins to increase the lift force and control 
spacecraft motion in terms of the yawing angle. 
Computations were performed to determine the 
aerothermodynamic characteristics of this spacecraft at 
altitudes from free-molecular flight to 95 km. As a 
symmetric geometry with a zero rolling angle was 
studied, the computations were performed only for one 
half of the body to reduce the computation time.  The 
computations were performed on supercomputers of the 
Joint Supercomputer Center (Moscow) and of the 
Siberian Supercomputer Center (Novosibirsk). Low-
altitude computations required approximately 108 
particles and 2×107 collision cells. The most expensive 
computations took about 300 processor-hours. Up to 128 
processors were used. The efficiency of parallel 
computations was about 0.85. 

Zones of extreme heating on the spacecraft surface 
were obtained in these computations. The bow shock 
wave at low altitudes (below 100 km) was found to be 
rather thin; when the bow shock wave is incident onto 
the spacecraft wing, it induces significant local heating.  
Figure 1 shows the Mach number field and also the 
surface distribution of the heat-transfer coefficient at an 
altitude of 95 km. Zones of extreme heating at the tip of 
the wing and at the area of incidence of the bow shock 
wave are clearly visible. 

 
4. Concluding remarks 
A powerful software system SMILE++ for studying 
rarefied gas flows by the DSMC method is presented. 
The system design is based on the principles of Object-

Oriented Programming, which makes it readily 
modifiable in order to add new capabilities.  The 
multiprocessing functionality of SMILE++ is realized 
through an MPI interface and is capable of running on 
multiprocessor SMP machines with shared memory and 
HPC clusters with distributed memory. The dynamic 
load balancing algorithms realized inside the 
computation code allow one to achieve high speedups 
and efficiency even on a large number of processors (up 
to 1000 and more). 

The SMILE++ system provides a complete lifecycle 
of computations starting from a geometry model, pre-
processing, going through the computation proper, and 
finishing with post-processing and presentation of 
results. All SMILE++ subsystems have a Graphic User 
Interface, which makes them user-friendly and easy to 
use. Results of application of the system demonstrate its 
capabilities for computing various problems of rarefied 
gas dynamics. 
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 Fig. 1.  Mach number flowfield around the Clipper 
spacecraft. Heat transfer coefficient distribution. 

Altitude 95 km.
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ABSTRACT 

 
An accurate and direct method for solving the semiclassical Boltzmann-BGK equation in phase space is presented for 

parallel treatment of rarefied gas flows of particles of three statistics.  The discrete ordinate method and WENO   
schemes are combined to advance the solution. The method is developed for 2-Dproblems and implemented on gas 
particles that obey the Maxwell-Boltzmann, Bose-Einstein and Fermi-Dirac statistics.  Computations of unsteady 

shock diffraction by a finite body covering wide range of Knudsen numbers are presented.   
 

1. Introduction 
In recent years, due to the rapid advancements of 

microtechnology and nanotechnology, the device or 
structure characteristic length scales become comparable 
to the mean free path and the wavelength of energy and 
information carriers (mainly electrons, photons, phonons, 
and molecules), some of the classical continuum 
transport laws are no longer applicable.   It is 
generally believed that the microscopic description of 
Boltzmann equation (classical and semiclassical) is 
adequate to treat transport phenomena in the mesoscale 
range.  Besides, due to the different types of carriers 
may involve simultaneously in a single problem, it is 
desirable to have a method that can allow one to treat 
them in a unified and parallel manner.   Indeed, this is 
the view advocated in micro- and nano-scale energy 
transport by Chen [1]. With the semiclassical Boltzmann 
equation [2], it is possible to describe adequately the 
mesoscale transport of particles of arbitrary statistics. In 
this work, we aim at developing an accurate direct 
solver for the semiclassical Boltzmann equation with 
relaxation time approximation [3] in phase space that 
can treat particles of three statistics on equal foot and in 
a parallel manner.   Such a method will allow one to 
examine the same physical flow problems but with 
different gas of particles.  

 
2. Method 

The semiclassical Boltzmann-BGK equation can be 
written as  
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Here, ( , , )f x p t)  is the distribution function, pp is the 
momentum, �  is the relaxation time, uu  is the mean 
velocity, T is the temperature, Bk the Boltzmann 
constant and � is the chemical potential. Here, one has 
the Bose-Einstein statistics for 1� � � and Fermi-Dirac 
statistics for 1� � � .   In this work, a direct solver in 
phase space for solving Eq. (1) is constructed. Taking 
the first few moments of Eq. (1), one obtains the 

conservation laws of semiclassical hydrodynamics as 
follows:   
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Here,
ijP  is the pressure tensor, P the pressure and 

iQ is the heat flux vector.  Applying the discrete 
ordinate method to Eq. (1), one renders a set of 
hyperbolic conservation equations with source terms.  yp q

(4) 
 We discretize the space (x,y) and time t into a number 
of cells centered at (i,j) at time n, hence we approximate 

 by  in terms of numerical fluxes, the 

evolution from  time level to   time 
level is expressed by 

 

 

(5) 

where the time step  is chosen to be less than the 
local relaxation time, .  Then high resolution TVD 
and WENO schemes are applied to Eq. (5) to advance 
the solution in time. The details can be found in [4,5].  
Once one has solved , then the 
macroscopic flow properties, such as the number density 
and number flux in the x-direction, can be computed by 
the quadrature formulas,  

 

(6) 
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3. Results and Discussion 
The unsteady shock wave diffraction by a finite body 
and 2-D Riemann problems present two good examples 
to illustrate the gas dynamical flows as the main flow 
features are covered [6,7].  We illustrate the present 
method by simulating the unsteady shock wave 
diffraction by a square cylinder in a degenerate gas.  In 
this example, we set Ms =2.0 and the initial conditions 
for the Fermi-Dirac gas at rest ahead of shock are set as 
(n1, ux1, uy1, P1)= (0.1497, 0, 0, 0.038) which  
 

 

correspond to z1 =0.1 and T1 =0.5 whereas the 
conditions before the shock are set as (n2, ux2, uy2, 
P2)= (0.2994,0.7125, 0, 0.192) which correspond to 
z_2=0.078.  The relaxation time is set at 0.0005. In Fig. 
1, the density contours of the three particle statistics 
obtained using TVD scheme and Van-Leer’s limiter 
with CFL =0.9 and 20 X 20 discrete velocity points are 
shown.  The primary incident shocks, reflected bow 
shocks, Mach shocks, contact discontinuities, triple 
points and vortices can be clearly identified and the 
complicated nonlinear wave interaction can be well 
represented.   The difference between the three particle 
statistics can be identified through detailed quantitative 
comparison as well as different flow patterns due to 
different viscosity.  More computational examples such 
as 2-D Riemann problems as studied in [7] will be 
presented in the full paper.  
 
4. Concluding remarks 
An accurate algorithm using discrete ordinate method 
and TVD and WENO schemes for solving semiclassical 
Boltzmann-BGK transport equation in phase space is 
presented.  The results see the method applied to 1-D 
shock tube problems and 2-D Riemann problems for 
quantum gases. Unsteady shock wave diffraction by a 
finite body is simulated for three statistics.  Different 
aspects of the present algorithm are tested including 
ranges of constant relaxation time values, various 
Knudsen numbers and physical relaxation times. All the 
expected flow profiles comprising shock, rarefaction 
wave and contact discontinuities can be seen with 
considerably good detail.  The feasibility of this 
algorithm and its capability in describing the quantum 
gas flows in various flow regimes have been illustrated.  
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Fig. 1. Uunsteady shock wave diffraction by a square 
cylinder with τ=0.0005 and Ms = 2.0.  Density 
contours of (a) Bose-Einstein gas (b) Fermi-Dirac 
gas (c) Maxwell-Boltzmann gas. 
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ABSTRACT 
Numerical simulations of turbulence transition meet with the challenge of astronomical computational demands needed to visualize
the underlying physical phenomena.  Reprieve from the onerous computational load avails when considering that boundary layer 
turbulent flow structures intermittently concentrate near the wall.  Astute implementation of non-uniform grids with microscopically 
precise resolution near the wall boundary that tapers off away from the wall offers potential for vast computational efficiency.  The 
numerical method with non-uniform grid further strengthens the numerical stability of the boundary condition schemes.        

1. Introduction 
The wave interaction dynamics underlying the 

transition to turbulence presents a view of the process 
from the perspective of periodic oscillations of the 
disturbance velocities in wave form.  A concomitant 
perspective views the process in terms of the evolution 
of physical flow structures during transition.  Some of 
the commonly observed flow structures include the �-
vortex, �-vortex, high shear layer, and turbulent streaks 
[1]. An important physical flow structure of note is the 
formation of turbulent eddies strewn intermittently 
throughout the flow.  The intermittent turbulent eddies 
also experience progeneration where first generation 
eddies beget second and third generations in cascading 
fashion [2].  The posterior eddies will sequentially 
decrease in length and time scales, imposing taxing 
demands on the computational power required to 
visualize them.  Chen, 2009 [2] and Chen and Chen, 
2011 [3] offer excellent expositions on turbulent eddy 
progeneration.  The numerical simulation must have the 
computational capacity to reach the necessary level of 
computational resolution.  

Since the numerical realization of turbulence 
transition exerts impractically onerous computational 
demands, one would do well to preserve computational 
resources during the simulation as much as possible.   
One method of conservation uses non-uniform grids that 
concentrate the computational resolution in regions of 
interest and relax to coarse resolutions in regions of less 
relevance.   For the case of boundary layer turbulence 
transition, this entails using very fine grids near the wall 
where the transition process occurs and gradually 
coarsening the grid with increasing distance away from 
the wall.   In so doing, the precious resource of 
computational capacity would be allocated with 
maximum utility.   

Furthermore, microscopic-scaled wave interactions 
occurring during turbulence transition can be easily 
distorted by numerical errors.  So, high-order numerical 
methods would seem to be a logical remedy to control 
the errors.  However, the use of high-order numerical 
methods presents an additional issue of concern at the 
wall boundary.   To properly close a high-order 
numerical method, the appropriate boundary scheme 
would generally be at least one order lower than the 

original numerical scheme in the interior domain, in 
order to prevent numerical instability [4].   The 
difference in orders between the interior and boundary 
schemes widens with increasing order of the numerical 
method [4].    So, even when using a high-order 
numerical method, the overall order of the numerical 
method would be diluted by the need for lower-order 
boundary schemes and hence poses a threat to the 
numerical stability [4].  One means to preserve 
numerical stability of high-order methods at the 
boundary and combat the dilutive effects of lowering the 
order of the boundary scheme implements non-uniform 
grids that concentrate fine grid spacing near the wall. 
The solution would first generate a non-uniform grid 
and then derive a numerical method bespoke to the non-
uniform grid [4].  The numerical method would be 
compatible with the non-uniform grid because the 
coefficients of the former are derived using the latter.  

2. Non-Uniform Grid Generation 
The non-uniform grid is generated in the wall-normal 

y-direction using a piecewise function:   

�� � ��� �� �
������������������

��������� � ��������������� � � � �    (1) 
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where �� and �� are the grid stretching parameters and c
is the index for a designated node point where the two 
piecewise functions will meet.  

3. Numerical Scheme Bespoke to Non-Uniform Grid 
The numerical scheme would be derived bespoke to 

the non-uniform grid. High-order combined compact 
difference (CCD) schemes provide the dual advantages 
of accuracy of simulations and control of numerical 
errors.   The CCD scheme combines the discretization 
for the function, f, its first derivative, F, and second 
derivative, S, with a, b, and c as the coefficients of the 
numerical scheme and h as the grid size: 
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The coefficients of the CCD scheme are derived using 
Lagrange polynomial interpolation.  The Lagrange 
polynomial interpolation of a function ���� is [4]:  

���� � � �����������
��� (5)

where �����’s are Lagrange basis polynomials [4]: 

����� � � ������
�������

�
������� (6)

The Lagrange polynomial interpolation can be extended 
to include higher-order derivatives [4]: 

���� � � � �������������������
���� � � �������������� (7)

where �������� denotes the Dth-order derivative of the 
function �����, �� is the set of points defining �������� up 
to �th-order derivative, �� is the set of points defining 
only the function values of �����, and  ������� and �����
are additional interpolation polynomials.  The numerical 
schemes can be derived by differentiating Eq. (7) �
times to obtain the expressions for ������� as [4]:  

������� � � � ����������������������
���� � � ����������������� (8)

for � =1, 2, …, ����The coefficients of the numerical 
scheme are derived from Eq. (8).  In this study, the 
numerical scheme derived by this method is a 12th-order 
5-point non-uniform CCD scheme.  The concomitant 
boundary schemes are 10th and 11th-order. The 
discretization of the temporal derivative uses a 4th-order 
5-6 alternating stages Runge-Kutta (RK) scheme. 

4. Stability of Numerical Scheme  
With the objective of customizing the numerical 

method to a non-uniform grid for strengthening 
numerical stability, a logical evaluation of the numerical 
method would consider its range of stability.  The 
stability of a numerical method entails two facets, the 
temporal and spatial discretizations.   Both aspects must 
be numerically stable.   Mathematical theory decrees 
that the properties of the eigenvalues of a spatial 
discretization define its range of numerical stability.   
The eigenvalue analysis begins with applying the 
numerical method, in this case, a 12th-order 5-point non-
uniform CCD scheme with concomitant 10th and 11th-
order boundary schemes, to a reference governing 
equation, the classical one-dimensional convective 
diffusion equation.    The theory mandates that the real 
part of the eigenvalue of the numerical discretization 
must be less than zero to ensure stability.   

For the temporal discretization, the theory examines 
its amplification factor.  A temporal discretization will 
be stable if the absolute value of the amplification factor 
is less than one.   Since the temporal discretization 
integrates the spatial discretization over time, the 
amplification factor is a function of the eigenvalue.  This 
linkage allows for concurrent examination of the 
stabilities of both discretizations.  The overall stability 
condition would require first that the real part of the 
eigenvalue be less than zero.  Next, of these eigenvalues, 
those that would limit the amplification factor to less 
than one would be further selected.   

Fig. 1 Stability range of eigenvalues. 

Applying this two-step analysis to the one-
dimensional convective diffusion equation indeed yields 
a set of eigenvalues for which the numerical method will 
remain stable, as depicted in Fig. 1.  The stability of the 
numerical method when applied to this reference case 
provides indications as to how it will fare on the actual 
flow problem.  

5. Numerical Visualization of Turbulent Transition  
Consider turbulence transition in boundary layer flow 

with adverse pressure gradient.  The computational 
model uses a three-dimensional rectangular simulation 
box.   A blowing and suction strip at the base of the flow 
near the entrance introduces disturbance waves.   The 
background flow conditions match those of  experiments 
by Borodulin, et al., 2002 [5],  which provides 
validation for the simulations.   The computational 
visualization does indeed realize the development of the 
classical turbulent flow structures, shown in Fig. 2.  
Finally, the amplification behavior of disturbance waves 
agrees with that of  Borodulin, et al., 2002 [5]. 

Fig. 2 Computational visualizations of flow structures.   

6. Conclusion  
Derivation of numerical schemes bespoke to a non-

uniform grid offers computational efficiency and 
stability.  Numerical visualization of boundary layer 
flow reveals the classical turbulent flow structures.  
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ABSTRACT 

In numerical fluid dynamic simulations, adaptive mesh refinement (AMR) approaches are becoming popular these days, 
particularly when the target flow field includes complex turbulent shear flows like jets, mixing layers, and shear layers in separated 
regions as well as the ones originated from shock discontinuities. In this AMR approach, for numerical simplicity and practical use, 
we adopt a block-based method where in each block, a structured mesh, a body-fitted coordinate and a conventional finite volume 
method are used, and numerical issues like memory reduction, load balance are considered. 

 
1. Introduction 

Adaptive mesh refinement (AMR) approaches are 
becoming popular these days in numerical fluid dynamic 
simulations, particularly when the target flow field 
includes complex turbulent shear flows like jets, mixing 
layers, and shear layers in separated regions as well as 
the ones originated from shock discontinuities. On AMR, 
many researches have been done since the Berger-Oliger 
historical paper [1], and several production codes have 
already been developed [2,3]. In this AMR approach, for 
numerical simplicity and practical use, we adopt a 
block-based method where in each block, a structured 
mesh, a body-fitted coordinate and a conventional finite 
volume method are used, and numerical issues like 
memory reduction, load balance are considered. 

In this paper, our structured AMR approach for 
turbulent shear flows is briefly described first, next 
some example results with the AMR code are shown, 
and pros and cons of the AMR method are discussed. 

 
2. Approach 

AMR is efficient and effective in treating problems 
with multiple spatial and temporal scales. The basic idea 
of AMR is as follows. It represents computational 
domain as hierarchal refinement levels and increases 
points per wavelength only in areas of interest. A given 
spatial error tolerance is achieved by recursively 
refining meshes. Subsequently a localized mesh of high 
grid resolution is distributed within an otherwise coarse 
mesh. The computational efficiency is improved by 
reducing the required number of computational cells. 
The operation of refinement could be made either for 
each single cell, i.e. cell-based AMR, or for each single 
block and called block-based AMR. For the block-based 
AMR method, a computational domain consists of 
blocks with a predefined number of cells, e.g. 32x32x32 
cells in each block. If any cell in one block requires 
refinement, the whole block is refined. As a result, the 
data structure is only maintained for blocks. It is well 
accepted that block-based AMR requires less 
programming efforts and is computationally more 
effective than cell-based AMR with respect to 
communication costs and memory requirements.  

In this study, we extend our earlier effort where a 
block-based AMR code was constructed and tested 
against some simple benchmark problems as shown in 
Fig. 2. In order to solve aerodynamic problems of 

practical significance in aerospace including turbulent 
shear flows, the original AMR code is improved so as to 
support body-fitted meshes with multi-block topology 
initially constructed, and to work on parallel machines 
using message passing interface (MPI) library with less 
memory requirement and better load balance. The AMR 
code is written by Fortran 90 in modules as shown in 
Table 1 and the work flow is illustrated in Fig. 1. 
 

Table 1  Modules of the parallel SAMR code. 
Modules Function 

parallel.f90� Define parallel computation variables 
params.f90� Define flow parameters 
comarry.f90� Define common arrays 
comindx.f90� Define common variables 
func.f90� Collections of functions 
derefine.f90� Derefine blocks 
refine.f90� Refine blocks 
mblock.f90� Manipulate multi-blocks 
transfer.f90� Manipulate guard-cell filling 
transfer2.f90� Interpolate data from children to parents 
bnd.f90� Set boundary conditions 
io.f90� File I/O 
restart.f90� Manipulate computation restart 
rewind.f90� Error control 

 

 
 

Fig. 1  Flow chart of the parallel SAMR code. 
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3. Results and Discussion 
In order to demonstrate the capability of the present 

AMR approach, some numerical examples are shown 
below. 

The first example is a 3D supersonic jet. In this case, 
a multi-block mesh with 32 blocks, each has 32x8x20 
points, is presumably refined into 2-level AMR blocks 
(752 blocks) as in Fig. 3(a). Consequently, the flow field 
is obtained as shown in the instantaneous density 
distribution of Fig. 3(b) where very fine structures of 
flow mixing can be resolved.  

The second example is a flow around an atmospheric 
reentry vehicle at transonic regime where oscillatory 
wake occurs. In this case, an ORION CM model 
configuration is solved and a 2-level refinement is set at 
the beginning in Fig. 4(a). A snapshot of the velocity 
magnitude distribution is shown in Fig. 4(b), and a 
complicated wake structure can be seen. 

With AMR, fine flow structures can be obtained with 
less mesh points so that the approach would be effective 
for the simulations like LES where the mesh size in 
important. However, the computational load is so large 
that the software development conscious of computer 
science is strongly required. 

 
4. Concluding remarks 

In this paper, a parallel structured AMR approach for 
complex turbulent shear flows with which we often 
encounter in practical aerodynamic problems is shown, 
and some numerical examples are illustrated and the 
features of the method are discussed. 
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(a) Double Mach reflection. 

 
(b) Mixing layer. 

Fig. 2  Snapshots of density contours obtained  
by the baseline AMR code for 2D benchmark problems. 

 
(a) Structured AMR grid 

 
(b) A snapshot of density distribution 

Fig. 3  3D supersonic jet. 
 
 

 
(a) Structured AMR grid 

 
(b) A snapshot of velocity magnitude distribution 

Fig. 4  Transonic flow through an ORION CM model. 
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ABSTRACT 
In this paper, a Lattice Boltzmann Method Code on a Cartesian mesh system with an extended turbulent wall model is evaluated for 
aeroacoustic computations of a landing gear. It is shown that the present computations can give reasonable agreement with wind 
tunnel test results even for highly complicated flows around landing gears and the approach is useful to simulate unsteady flow 
around landing gears with much less demanding near wall resolution requirements.   
1. Introduction 

The noise from landing gears is known to be one of 
the major sources of the airframe noise besides the noise 
from high-lift devices. The landing gear mainly consists 
of an assembly of a number of bluff components. 
Flowfield around landing gear is complicated with the 
bluff components and complicated detail parts such as 
torque link, brake-caliper, and wheel cap with cooling 
holes around tires. The noise from landing gears mainly 
consists of broadband noise by turbulent vortex 
shedding from the structures, interaction of turbulent 
wake among components, and broadband noise by 
interaction of shear layer from gear bay [1]. To reduce 
the noise effectively, clarification of the unsteady flow 
structure with complex turbulent flow interactions and 
the contributions to the noise level on the detailed 
configuration is useful. 

To investigate the aeroacoustic characteristics, 
accurate unsteady computations with less dissipation 
and phase error are important. Higher-order LES 
computations using multi-block structured mesh can 
give promising results in the point of view of accuracy 
[2], while the mesh generation for complicated landing 
gear geometries is quite difficult. Several computations 
using unstructured meshes have showed good results for 
landing gears [3], while the mesh generation for landing 
gear is still not trivial even for unstructured mesh.  

Cartesian-type mesh CFD has several advantages of 
mesh generation, spatial accuracy and efficiency of flow 
solver. Computations using a block-structured Cartesian 
mesh employing equally-spaced Cartesian mesh in each 
block, Buliding-Cube Method, have showed good 
results for landing gears [4] even for using a simple 
stair-case representation of curved wall surfaces.  

Recently, a Lattice Boltzmann Method (LBM) 
solved on a Cartesian mesh system with an extended 
turbulent wall model to simulate wall boundary layer 
with much less demanding near wall resolution 
requirements also has shown good results for landing 
gears [5]. The inherent low numerical dissipation 
scheme of LBM is preferable for low-speed 
aeroacoustics applications. In this study, the LBM with 
an extended turbulent wall model is evaluated for 
aeroacoustic computations of landing gear.  

 
2. JAXA’s Landing Gear Research Model, LEG 

A two-wheel main landing gear model of JAXA’s 

Landing gear noise Evaluation Geometry (LEG), was 
used in this study, which was designed based on the 
two-wheel landing gears design for modern 100-PAX 
class regional jets with wing-mounted engines by a 
landing gear manufacturer in Japan [6]. The wind tunnel 
testing model was fabricated as 40% scale size. The 
height and tire-diameter are 1.2m and 0.42m.. The 
model can include all details of landing gear 
components such as electrical wirings and hydraulic 
tubes to reproduce detailed flowfields and resultant 
noise from actual landing gear. The model can change 
its configuration from a simple to fully-dressed 
geometry by removing and attaching components to 
assess the contribution of each component to noise level.  
 
3. Computational Method 

As CFD code based on a LBM, PowerFLOW was 
used [5]. The system of equations is solved on a 
Cartesian mesh using a renormalization group-based 
VLES two-equation turbulence model with an extended 
turbulent wall model, which allows easy grid generation 
for highly complex geometries without simplification of 
the detail parts of the model to simulate wall boundary 
layer with much less grid resolution near wall. The wall 
boundary conditions are generalized for arbitrarily 
oriented surface elements, which are called “Surfel” that 
occur where the surface of a body intersects the fluid, 
within the Cartesian volume elements (Voxel). The far 
field results are obtained with the Ffowcs Williams and 
Hawkings (FW-H) method.  

Computations were conducted at freestream velocity 
of 54.4m/s. Re is 1.83x106 based on tire diameter. 

 
4. Results and Discussion 

Figure 1 shows the computational domain and grid 
for partially-dressed configuration without wirings, 
tubes and gear bay. The computational grid consists of a 
total of 8 levels of variable resolution (VR) with the 
finest level of 0.48mm. The total number of voxel is 
about 160 million. The computational �t was set to 
8��10-7[sec]. The total number of time step was about 
350,000, which corresponds to computations for 
0.28[sec]. The total CPU time for the computation was 
approximately 20,000 CPU hours using 92 cores in a 
Xeon E5450 PC-cluster system. 

Figure 2 compares spectra of sound pressure level 
(SPL) at a microphone location right above the model 
between the computational result and experimental 
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result of fully-dressed configuration. Although there are 
several differences in the configuration such as wirings 
and gear bay, the computational result agrees reasonably 
with experimental results below 3kHz at model-scale. 
The difference around 100Hz is due to omitting of gear 
bay in the computation. Figure 3 shows contribution 
ratio of model componnets to SPL roughly estimated in 
a wind tunnel test by removing and attaching model 
components [6]. “Cylinder+Axle+Tire” shows the 
largest contribution for most frequency range. 
“Sidebrace” shows the second largest contribution and 
“Door” is also the dominant noise source. Figure 4 
shows the bandpass-filtered pressure fluctuation level in 
dB for the frequency range of 353-707Hz. By the 
computational results, possible noise sources on each 
component can be identified. 

VR4
Voxel=7.68[mm]

VR5
Voxel=3.84[mm]

VR6
Voxel=1.92[mm]

VR7
Voxel=0.96[mm]

VR8
Voxel=0.48[mm]

 
Fig. 1 Computational model and grid of partially- dressed 
configuration 
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Fig. 3 Rough estimation of contribution ratio of model 
components to SPL 

 
Fig. 4 Bandpass-filtered pressure fluctuation level in dB 
(353-707Hz at model-scale)  

Tire-axle region was the largest contributor to the 
noise generation. Next, influences of toque-link between 
tires on the flowfield around tire-axle region and 
far-field noise are evaluated.  

Figure 5 compares difference of SPL in the case with 
and without backward torque-link. Experimental result 
for the no-torque-link shows 0.5 to 1.0dB reduction 

from the baseline configuration over a wide frequency 
range. Although some over- and under-estimations are 
observed in the computational result, the computational 
result captures similar trend for such small differences.  

Figure 6 compares the bandpass-filtered pressure 
fluctuation level in dB for the frequency range of 
353-707Hz. Remarkable pressure fluctuations can be 
observed on back side of the tire. These regions exist 
near separation points of boundary layer on the tire or 
downstream of strong shear-flow by torque-link. The 
backward torque link itself has high level regions widely. 
The pressure fluctuation generated around the junction 
of the center cylindrical strut, the piston, and the 
backward torque link increases pressure fluctuation 
around the backward torque link and back side of the 
tire. The no-torque-link configuration has less pressure 
fluctuation than the baseline configuration. 
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Fig. 5 �SPL from the baseline configuration at microphone 
location right above the model. 

 
(a) Backward torque-link    (b) No torque-link 

Fig. 6 Bandpass-filtered pressure fluctuation level in dB 
(353-707Hz at model-scale) 

 
4. Concluding remarks 

In this study, a LBM code on a Cartesian mesh 
system with an extended turbulent wall model has been 
evaluated for aeroacoustic computations of landing gear. 
It was shown that the present computations using LBM 
on Cartesian grid with an extended turbulent wall model 
can give reasonable agreement with wind tunnel test 
results even for highly complicated flows around 
landing gears and this kind of numerical approach on 
Cartesian grid will be useful to simulate unsteady flow 
around landing gears with much less demanding near 
wall resolution requirements. 

References 
[1] W. Dobrzynski, J. of Aircraft, 47 (2010), No. 2. 
[2] T. Imamura, T. Hirai, S. Enomoto and K. Yamamoto, AIAA 

2011-2943 (2011). 
[3] V. Vatsa, D. Lockard and M. Khorrami, AIAA 2011-2820 

(2011). 
[4] D. Sasaki, H. Onda, A. Deguchi, K. Nakahashi, M. Murayama, 

K. Yamamoto and Y. Yokokawa, Proc. of inter-noise 2011 
(2011).  

[5] S. Noelting, G. Bres and P. Dethioux, AIAA 2010-3976(2010). 
[6] Y. Yokokawa, T. Imamura, H. Ura, H. Kobayashi, H. Uchida 

and K. Yamamoto, AIAA 2010-3973 (2010). 

Torque link Wheel cap (with 
cooling holes)

Brake caliper

Lower door

Upper door

Door operating rod

Uplock pin

Unlock actuator

Lock link

Side brace

Tire



Eighth International Conference on Flow Dynamics
November 9 - November 11, 2011

－ 176 － － 177 －

Hybrid LES/RANS Computations for Airframe Noise Problems 
 
 

Taro Imamura, Mitsuhiro Murayama, and Kazuomi Yamamoto  
Japan Aerospace Exploration Agency, 7-44-1, Jindaiji-higashi, Chofu, Tokyo, 182-8522 

imamura@chofu.jaxa.jp 
 

ABSTRACT 
This paper summarizes the numerical simulations related to the prediction and reduction of airframe noise which becomes dominant 
during the landing phase of an aircraft. The noise source locations are flap-edge, slat, and landing gears and each of those are 
investigated independently. Each noise source simulation requires extensive computational resources since unsteady flow simulation 
is necessary. The numerical results were validated through experimental results. This paper will summarize the current status of our 
hybrid LES/RANS computations and clarify the points that we need to modify in our future code. 

 
1. Introduction 

Due to the increase in air travel, noise problem 
around airports is urgent and crucial concern. Therefore, 
noise prediction and reduction during takeoff and 
landing is one of the key technologies for the future 
aircraft development. In earlier days, the dominant noise 
source was the engine. Various noise reduction 
technologies are applied to date, and still further 
improvements are in progress. Due to the decrease in 
engine noise, airframe noise during the approach phase 
became relatively important for the overall noise level 
[1]. High-lift-devices (HLD) and landing gears are 
known to be the locations of the major airframe noise. 

Therefore, airframe noise research is ongoing at 
Aviation Program Group of JAXA from 2003. The 
research focuses on the prediction of airframe noise, 
further understanding of noise generation mechanism, 
and noise reduction technology. All of the researches are 
performed using numerical and experimental approaches 
to complement each other. This paper will focus on the 
numerical works that are done previously, and those are 
wing-tip flow [3], slat cove flow [4], landing gear 
flow[5], and tandem cylinder flow[6] simulations. This 
paper will focus on what we have learned through these 
computational cases and summarize the issues that need 
to be modified in our future CFD code.  
 
2. Numerical Methods 

Numerical methods are briefly described. In this 
study, we use a flow solver called UPACS-LES [2]. This 
flow solver is developed based on the UPACS code, 
which is a structured-based multi-block CFD solver for 
aerodynamic simulations. The governing equations are 
the compressible Navier-Stokes equations. The flow 
solver of the current version is based on a cell-centered 
finite-volume method on multi-block structured grids. 
The code is parallelized by a flexible domain 
decomposition concept and MPI. To capture vortices or 
acoustic wave with small number of grid points, 
6th-order compact scheme developed by Kobayashi [7] 
is implemented in the code. The viscous terms are 
discretized using 2nd-order central scheme. Hybrid 
LES/RANS method is used in all of the studies as a 
turbulence model. In our code, Standard Smagorinsky 
model [8] is used in the LES region and 
Spalart-Allmaras one equation model [9] is used in the 

RANS region.  
Based on the near-field unsteady flow simulations, 

Ffowcs Williams and Hawkings (FW-H) solver is used 
to obtain the far-field sound pressure.  
 
3. Discussions on Airframe Noise Simulations 

We have performed wing-tip flow [3], slat cove flow 
[4], landing gear flow [5], and tandem cylinder flow [6] 
simulations using UPACS-LES code. The following list 
summarizes the finding from the unsteady flow 
simulations for airframe noise.  

1) Hybrid LES/RANS method is promising for 
analyzing high-Reynolds number unsteady flows 
that appear in airframe noise simulations. 
Combination with FW-H solver reduces the 
computational time required to obtain the pressure 
signal at a far-field point. Tonal and broadband 
components of the far-field spectrum can be 
predicted qualitatively.  

2) Comparison with experimental data is crucial, 
because the results from the flow simulations 
involve many open questions, such as grid 
dependency, turbulence modeling etc. Comparisons 
of various physical quantities, such as 
mean/root-mean-square of pressure, velocity etc., at 
different locations are preferable in order to avoid a 
coincidental match. Through this process, the 
credibility of the computational results will increase 
and sometime, this will motivate additional 
experiment to clarify the reason for the difference 
(Sometimes, simulations might be correct).  

3) Visualization of three-dimensional vortical flow 
gives us a big picture of the unsteady flow field, 
which is significantly different from that of 
steady-state flow. For visualization purpose, using 
fine scale grid with the use of high-order method 
improves the resolution of the vortices. The 
animation of the flow field also helps the 
experimental people to understand the flow, and the 
information, although intuitive, will be helpful to 
plan as well as to design low noise devices.  

 
4. Discussions on Unsteady Flow Simulations 

The computational grid sizes are on the order of 5 to 
70 millions, and each case requires several days to 
weeks of computational times on a cluster system using 
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50-150 cores. Before we start this research, most of the 
experience was based on steady state simulations. There 
are significant differences between steady and unsteady 
simulations. Following is some examples. 

1) In the case of steady RANS computations, most of 
gridding efforts are made to resolve the geometry 
and associated boundary layer. However, separated 
flow simulations require grid resolution off the 
surface of the body. This will add additional 
constraint when generating the grid. The grid size in 
the LES region is often related to the size of large 
scale vortices that need to be resolved. When 
block-structured type grid is used, this will increase 
the difficulty of gridding. Additionally, if high order 
scheme for aeroacoustics simulations is used, extra 
smooth grid is necessary.  

2) Before executing flow simulations, attentions need 
to be paid to the time step size and number of time 
steps in order to capture the time dependent 
phenomenon. This is often restricted by the 
computational resource available. The order of 
lowest and highest frequency resolved in a single 
simulation is around 100, thus it is very important to 
know unsteady flow feature which needs to be 
simulate.  

3) Output data from unsteady flow simulations 
becomes significantly larger than those of steady 
simulation if data of every time step are saved. 
Therefore, it is important to select the data to be 
saved on a disk. Reducing the size of spatial data has 
a large impact. At minimum, final step data and 
time-averaged data is necessary. For the purpose of 
making an animation file, several hundreds of spatial 
data will be necessary. If disk size does not allow 
you to save those files, figures could be drawn along 
with the simulation by defining the parameters for 
the visualization in advance of the simulation. The 
size of surface and point data is smaller than spatial 
data. Although, more data can be saved in time series, 
the locations needs to be define before the 
calculation in anticipation of the post processing. 
The surface data is used as an input to calculate the 
sound pressure history at selected far-field point by 
FW-H solver. The surface location need to be 
defined depending on the flow field. Most of the 
time series data from the experiment is point data 
(velocity from hot-wire measurement, surface 
unsteady pressure etc). Therefore, the same location 
need to be defined in the calculations to output those 
data.  

 
4. Summary and Future works 
We have been learning from unsteady flow simulations 

targeting prediction and reduction of airframe noise. In 
all cases, simulations were performed parallel to the 
experiment and this was crucial for improving the 
accuracy of the computations. By current LES/RANS 
hybrid approach, each noise source could be 
investigated and reasonable comparisons are obtained 
for all cases.  

We came to a certain level where simulations could be 
used parallel to the experiment. However, items listed 
below needs to be considered in future flow simulations 
for better understanding the airframe noise source.  

1) Ability to handle complex geometry like real 
landing gear configuration. 

2) Turbulence modeling and transition prediction 
needs to be modified, especially for high-lift noise 
prediction. 

3) Ability to capture the low frequency component. 
Longer computational time is required and this 
means that we need to be able to use large number of 
cores. For real aircraft simulations, frequency range 
from 50 to 20000Hz (400 times difference) needs to 
be calculated for certification purpose.  

4) Post processing methods to clarify the noise source 
mechanism needs to be developed. This information 
will be valuable for sophisticated designing purpose. 

5) Current FW-H method assumes uniform flow 
during propagation, but non-linear propagation effect 
(effect of atmosphere) needs to be considered.  

6) Current simulations correspond to the wind tunnel 
case where the model and far-field point are fixed in 
airflow. However, primary interest is to predict the 
pressure signal on the ground under real flight 
condition. Conversion methodology needs to be 
established.  

7) In real flight situation, interactions of two different 
components could be also a large contributor to the 
overall noise, such as landing gear and flap 
interaction.  
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ABSTRACT 
Landing gear noise analysis is becoming more important because noise issue around the airport becomes more prominent. In this 
research, flow around JAXA landing gear is simulated using Building-Cube Method (BCM), and the aeroacousic noise is estimated 
by non-compact Curle's equation. BCM emploiesy Cartesian mesh and solves the incompressible Navier-Stokes equation. The 
difference of aeroacostic noise by changing torque link location and wheel cap shape, and assessment method of aeroacoustic noise 
are investigated. 
 
1. Introduction 

Due to the continuous increase in air travel, much 
attention has to be paid to the environment around an 
airport, and thus noise reduction is one of the key topics 
for aircraft development. In this study, we will focus on 
landing gear noise prediction. 

There are many studies devoted to landing gear noise 
problem. Japan Aerospace Exploration Agency (JAXA) 
is actively engaged in aeroacoustic experiment and 
numerical analysis of landing gears. They designed a 
Landing gear noise Evaluation Geometry (LEG) for 
experimental and numerical study of landing gear noise 
[1]. 

In our previous study [2], the aeroacoustic noise of 
the landing gear was calculated by block-structured 
Cartesian mesh incompressible flow solver with 
compact Curle’s equation. However the characteristic 
wave length of the landing gear noise is not compact 
against the characteristic length of the landing gear in 
reality. In addition, Curle’s equation calculates as the 
aeroacoustic noise propagates in the motionless fluid, 
but the aeroacoustic noise of the experiment for 
comparison is measured in the uniform flow. Therefore, 
the non-compact assumption and the effect of the 
uniform flow have to be introduced to estimate the 
aroacoustic noise of landing gear more accurately. 

In this study, landing gear noise of simplified LEG 
model (Fig.1) which is constructed with detail 
components is investigated using block-structured 
Cartesian mesh solver, Building-Cube Method (BCM), 
non-compact Curle’s equation with Doppler effect. 
Cartesian mesh helps to generate the mesh easily and to 
construct the high order scheme required to solve 
flowfield around complicated LEG model. 
Incompressible Navier-Stokes solver is used to compute 
flow fields around the simplified LEG model. The 
non-compact Curle’s equation enables to consider the 
size of the landing gear (the non-compact assumption) 
and the uniform flow effect is introduced as 
Doppler-effect.  

 
2. Method 
3.1 Curle’s equation 

Curle’s equation transformed Lighthill equation to 
form an exact integral equation, but this equation is too 
difficult to solve because it requires the computation of 
the volume integration and the space derivative. Curle’s 
equation can be simplified by introducing the low Mach 

flow and converting space derivative to temporal 
differentiation as in Eq.3.1. 
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This equation is so-called non-compact Curle’s 
equation. In this study, the landing gear noise is 
investigated by this equation. 

 
3. Analysis of simplified LEG 

In this study, the differences of aeroacoustic noise 
due to the changes of the torque link location and the 
wheel cap shape are investigated. There are 3 locations 
of torque link (back toward the flow [B], front [F], 
removed [N]), and there are 2 shapes of wheel cap (seal 
[S], tear porosity [T]), thus there are six configurations 
of simplified LEG. The six models are calculated and 
compared with the experimental result. The 
characteristics of the six pattern LEGs are summarized 
in Table 1. 
3.1 Spectrum 

The SPL spectrums of the two computational and 
experimental results are plotted in Figs.2 and 3. The 
spectrums are converted from narrow band to 1/3 octave 
band. All results of analysis are well matched with the 
experiment between 200[Hz] and 3000[Hz] frequency 
range. In the experiment, SPL spectrum of FT (Front 
torque link and cap with Tear porosity) is lower than that 
of BT spectrum over a wide range. In the computational 
analysis, FT is lower than BT, but the result is overrated 
than the experiment. BCM and non-compact Curle’s 
equation can qualitatively estimate the difference of 
spectrum of the different configurations. 
3.2 Overall SPL 

The experimental and the computational results of 
overall SPL (OASPL) are indicated in Figs.4 and 5. In 
the experimental result, torque link which is located at 
back toward the flow shows larger OASPL, especially 
BS is the noisiest configuration. The noise tendency of 
the six configurations is matched with the experimental 
result. From the above result, the aeroacoustic sound 
from LEG is expected to be influenced a great deal by 
the location of torque link. 

 
3.3 Comparison of flow 
 The time averaging velocity distribution of the 
mainstream at cross-section surface of the wheel and 
sound pressure fluctuation on surface (SPrms) are 

(3.1) 
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indicated in Figs 6 and 7. From these figures, the value 
of SPrms becomes high around the burble point (at the 
circle) on the wheel, and the velocity gradient around 
burble of FT is more gradual velocity gradient than BT. 
4. Conclusion 

In this study, flow around LEG was simulated by 
BCM, and the aeroacoustic noise was estimated by 
non-compact Curle’s equation. In LEG, the differences 
of aeroacoustic noise by changing torque link location 
and wheel cap shape were investigated. The 
computational result of spectrum was well matched with 
the experimental result between 200[Hz] and 3000[Hz] 
frequency range, and the noise tendency of LEG was 
also matched with the experimental result because 
non-compact Curle’s equation with Doppler effect was 
considered to treat the size of LEG and the uniform flow 
unlike compact Curle’s equation of the previous study 
[2]. The comparison of the spectrum and OASPL were 
shown that the aeroacoustic noise were significantly 
influenced by the torque link position. From the sound 
pressure fluctuation on the LEG surface and of the 
velocity distribution, the torque link were found to be 
attributed to reduction of the velocity gradient at the 
burble point by dividing the flow that through into 
between the wheels.  
Acknowledgments 

The computations in the study ware conducted by 
NEC SX-9 at Cyber Science Center, Tohoku University. 
This study was supported by JSPS KAKENHI 
21226018. 

 
 
 
 
 
 
 
 
 
 
 

Figure 1 Simplified LEG 
 

Table 1 Abberviation of simplifed LEG 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 BT and FT are compared (Experiment) 

 
 
 
 
 
 
 
 

Figure 3 BT and FT are compared (Analysis) 
 
 
 
 
 
 
 
 
 

Figure 4 OASPL of experiment 
 
 
 
 
 
 
 
 
 

Figure 5 OASPL of analysis 
 
 
 
 
 
 
 
 
 
 

Figure 6 Velocity distribution and SPrms (BT) 
 
 
 
 
 
 
 
 
 
 

Figure 7 Velocity distribution and SPrms (FT) 
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ABSTRACT 

Recently, acoustic analysis using the Linearized Euler Equation (LEE) on multi-block structured or unstructured mesh is focused. 
However, mesh generation around complicated geometries takes time on structured mesh and cost of high order calculation gets 
larger on unstructured mesh. In this research, a LEE code for aeroacoustic analysis is developed on block-structured Cartesian mesh, 
Building-Cube Method. As a target, the noise shielding effects of over-the-wing mounted nacelle (OWN) configuration is 
investigated. The results show the qualitative shielding effect of OWN configuration for engine noise. 

 
1. Introduction 

Noise of airplane is getting lower due to the 
improvement of each component. However, regulations 
of airport noise are just the same getting harder, thus the 
attention is currently focused on noise analysis for the 
further noise reduction. To achieve reduction of engine 
noise, several concepts have been proposed. One of 
them is to install engine nacelles over the aft fuselage. 
Another configuration is to install engine nacelles over 
the main wing[1]. These concepts intend to shield the 
engine noise toward ground by wing or fuselage. In this 
study, the latter case called the Over-the-Wing Nacelle 
(OWN) configuration is focused.  

The purpose of this study is to develop an estimation 
code of noise propagation to investigate the noise 
shielding effect due to the nacelle location. 

 
2. Computational methods 

The governing equation of noise propagation is the 
Linearized Euler Equation given by the followings: 
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The spatial derivation is calculated by fourth-order 
Dispersion Relation Preserving (DRP) scheme. Time 
integration is calculated by 6-stage fourth-order Low 
Dissipation and Dispersion Runge-Kutta (LDDRK) 
scheme. For high order calculation, Immersed Boundary 
Method (IBM) using Ghost Cell and Image Point is 
employed at the wall boundary and third-order Lagrange 
interpolation is employed for data exchange at the Cube 
boundary. At outer boundary, unsplit variables Perfectly 
Matched Layer (PML) is implemented[2]. 

As the computational approach, block-structured 
Cartesian mesh method called Building-Cube Method 

(BCM)[3] is employed in this study. BCM has several 
advantages over structured or unstructured mesh: (1) 
quick mesh generation for complicated geometries, (2) 
easy application of high order scheme, (3) high 
efficiency in calculation, (4) easy parallelization of 
process. Computational grid of BCM is generated in the 
following procedures. Firstly, computational domain is 
divided into aggregation of square area named “Cube” 
as the left side in Fig. 1. Next, each Cube is divided by 
equi-spaced Cartesian mesh named “Cell” as the right 
side of Fig. 1. Calculation is performed in each Cube 
and all Cubes are parallelized using OpenMP. One Cube 
has three Ghost Cells (Fig. 1) overlapped with adjacent 
Cubes for data exchange. 
 

 
3. Calculational condition and results 

In this study, sound propagations around three 
nacelle-wing configurations are calculated to investigate 
the shielding effect of OWN configuration in 2D. Base 
configurations are the cross-section shape of CFM-56 
engine nacelle and the DLR-F6[4] wing at 35% 
semispan location. In this calculation, the effect of pylon 
is not considered. As noise source, fan noise is focused. 
The real length of the nacelle is about 4.9[m] and 
monopole sound source as a model of fan noise is 
located at the fan plane. It is about 1.1[m] from the inlet 
of the nacelle. When the reference length D is taken as 
the nacelle length, 4.9[m], and the reference sound 
speed is 340[m/s], the nondimensionalized frequency 4 
gives the real frequency of 277 [Hz]. Input condition is 
in Eq. (4) with parameters of Eq. (5). 

 
Figure 1. Computational mesh of BCM 

Left: Computational domain 
Right: Component of one Cube (15×15, 3Ghost Cell) 
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Three configurations are examined; nacelle-only, 

under-the-wing nacelle (UWN) and OWN 
configurations. Location of the leading edge in UWN 
and OWN configurations is (0.544c,-0.913h) and 
(-1.00c,-6.00h), respectively, where c is the chord length 
and h is the diameter of inlet. In all the calculations, 
computational domain is 20D×20D, number of Cells in 
each Cube is 4096 (64×64), minimum grid spacing 
equals to 0.048D and the minimum Point Per 
Wavelength (PPW) is 12.8.  
 Figure 2 shows the pressure distribution around each 
configulation. In case of nacelle-only configulation, it is 
clear that noise from sound source is diffracted at the 
inlet and outlet, and then propagates to upper and lower. 
Especially, the diffracted wave at the inlet is dominant. 
The result of UWN configulation shows that diffracted 
wave is reflected to downward by the wing. In the result 
of OWN configulation, major diffracted wave near the 
inlet is shielded by the wing and is then reflected widely 
to upside.  
 Figure 3 shows Sound Pressure Level (SPL) at the 
sampling points. Reference pressure is 2.0×10-5[Pa]. 
Sampling points are counterclockwise rotation at radius 
r=5D from the origin of 0[deg.] location of (-5D, 0) to 
180[deg.] location of (5D, 0). In the figure, SPL from 50 
to 90[deg.] of OWN configulation is lower than that of 
the others by about 5[dB]. The result prove the shielding 
effect of OWN configulation qualitatively. 
 
4. Conclusion 

In this study, an estimation code of noise 
propagation based on linearized Euler equations was 
developed. BCM based on Cartesian mesh enables to 
calculate sound pressure with sufficient mesh resolution 
for specific wavelength, and IBM at the wall boundary 
and Lagrange interpolation at the Cube boundary 
achieve the high order simulation. To validate the noise 
shielding effect of OWN, noise propagations around 
three nacelle-wing configurations were computed. The 
comparison of pressure distribution and SPL at the 
sampling points shows the potential of noise shielding 
effect of OWN configuration. 
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ABSTRACT 

A data compression method was developed for large-scale, unsteady flow simulation data. The method includes three steps of 
discrete wavelet transform, quantization and entropy encoding. Data compression was implemented to unsteady flow simulation data 
obtained by a block-structured Cartesian mesh method named Building-Cube method. It was demonstrated that the present 
compression method gave high compression ratio with good quality of compressed data in terms of velocity distributions and 
aeroacoustic analysis. 

 
1. Introduction 

Performance of supercomputers has continued to 
grow and Computational Fluid Dynamics will be able to 
treat more complex problem in larger scale than ever. 
Under expectation of this progress, Building-Cube 
Method (BCM) is proposed [1]. Numerical computation 
is implemented with high efficiency as demonstrated in 
[2]. However, the huge amount of output data causes 
various difficulties in visualization, data transfer, and 
data storage. Data size problem is inevitable in 
large-scale computation, especially in unsteady flow 
computation. 

The objective of this study is to develop a data 
compression method for large-scale, unsteady flow data. 
Here discrete wavelet transform (DWT), quantization, 
and entropy encoding are employed to compress data. 
DWT extracts important features in the flow field, and 
high quantization bit rate is assigned to only the 
important region extracted by DWT. Present method 
was applied to unsteady flow simulation data with 
O(107) mesh points, and the usefulness of the proposed 
method towards large-scale data compression is 
discussed. 
 
2. Building-Cube Method 

BCM is based on block-structured Cartesian mesh. A 
flow field is divided into many blocks of cuboids, 
named ‘Cube’, as shown in Fig. 1 (a). Each cube is a 
sub-domain of the original computational domain, and 
has an equally-spaced Cartesian mesh named ‘Cell’ in 
itself, as shown in Fig. 1 (b). Although the geometrical 
size of cube becomes large as the cube gets away from 
the object, all cubes have completely the same number 
of cells regardless the cube size. This means 
computational resolution is determined by the size of 
each cube, and computational cost is ideally the same 
among all cubes. This approach enables (1) quick and 
robust mesh generation around complex geometries, (2) 
easy introduction of a higher-order scheme in numerical 
computation, (3) easy introduction of adaptive mesh 
refinement by changing size of cube, (4) efficient 
parallelization of computation procedure based on cube, 
and (5) easy treatment of data in the post-processing. 
 

   
        (a) Cube               (b) Cell 

Fig. 1 Dividing scheme of Building-Cube Method 
 
3. Data Compression Process 

Data compression process is composed of three 
steps: At first, DWT is applied to original flow 
simulation data. Using Cohen-Daubechies-Feauveau 9/7 
wavelet [3], the transform is applied to instantaneous 
data at each time step, and then applied to time-series 
data by cube separately. After the transform, the data are 
divided into approximation part as important part, and 
detail part as negligible part. Next, quantization is 
applied to the transformed data. To obtain both high data 
quality and high compression ratio, quantization bit rate 
is changed according to the importance of the part. High 
quantization bit rate is assigned to approximation part to 
keep important information of flow field. By contrast, 
low quantization bit rate is assigned to detail part to 
obtain high compression ratio. In addtion, quantization 
bit rate is also subject to the importance of flow field. 
Quantization bit rates in small cubes are generally 
higher than that in large cubes because small cubes are 
closer to the object. Finally entropy encoding is applied 
to each part to reduce the size, using range encoding [4]. 
 
4. Data Compression Results 

Flow data around a three-dimensional cylinder were 
compressed. Reynolds number in flow computation is 
104 based on uniform flow velocity and the cylinder 
diameter. In the computational domain, there are 260 
cubes and 643 cells in one cube. Total number of cells in 
the computational domain is about 68 million, the 
original data size is about 1.09 GB per time step, and 
time-series data include total 256 time steps. 
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Figure 2 shows instantaneous streamwise velocity 
distribution at z=0 cross section. The compressed data 
reproduces the original velocity distribution, including 
vortex shedding from the side of the cylinder and 
periodic wake flow behind the cylinder. Figure 3 shows 
RMS value of u-velocity fluctuation at z=0 cross section. 
The fluctuation is reconstructed well from the 
compressed data, keeping characteristic generation and 
development from the side of the cylinder as flow 
separation point. Figure 4 shows sound pressure level 
obtained from both original and compressed data as 
application to aeroacoustic analysis. The peak value of 
the sound pressure level is clearly captured from the 
compressed data. These results indicate that compressed 
data can capture unsteady flow characteristics of the 
original data. 

Table 1 describes RMSE, maximum error, and total 
compression ratio. Both the same order from the 
beginning to the end of the time step. Compression ratio 
is 15.5:1. After compression the data size becomes about 
18 GB, which is much smaller compared to the size of 
the original data. 
 
5. Concluding remarks 

A data compression method based on discrete wavelet 
transform, quantization, and entropy encoding was 
developed for large-scale, unsteady flow simulations. 
The present method was proved to be very effective to 
compress large-scale unsteady flow field data obtained 
by BCM, which amounted to about 279 GB, for the 
purpose of unsteady flow analisis such as aeroacoustic 
analysis. 
 

 
 

 
Fig. 2 Streamwise velocity distributions  

in cross section z=0 (upper: original, lower: compressed) 

  
Fig. 3 RMS value of u-velocity fluctuation 

in cross section z=0 (left: original, right: compressed) 
 

 
 

 
Fig. 4 Sound pressure level spectrum 
(upper: original, lower: compressed) 

 
Table 1. Error evaluation and total compression ratio 

 RMSE Max. error Total comp. ratio 
1st  
step  3.29E-04 8.70E-03 

15.5:1 
(279 GB / 18.0 GB) 

128th 
step  1.94E-04 6.31E-03 

256th 
step  3.41E-04 9.27E-03 
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ABSTRACT 
A coming supercomputer that has peta-scale ability enables us to compute very large problem of which results provide useful 
information for a product design. The large-scale CFD, however, brings many difficulties such as a grid generation, visualization and 
calculation, which are inherent barrier of the distributed parallel computation. From a standpoint of the engineering, these issues must 
be tackled so as to enhance the utilization of the large-scale parallel CFD to engineer’s daily work. In this paper, the authors clarify 
the issues to be resolved and propose a foundational framework to drive a practical large-scale parallel CFD in industry field. 

 
1. Introduction 

The PFLOPS computation is becoming down to 
earth with the progress of the development of 
K-computer [1] that will be available at the end of 2012. 
Skilled manufacturing (mono-tsukuri) field is one of the 
important application fields of the computer simulation. 
Several simulation codes, which are designed to 
large-scale parallel computation, have been developed in 
national projects. The developments of those codes, 
however, were focused on the physical simulator itself 
and didn’t include peripheral technologies, e.g., 
pre-processing and post-processing. From here on, in 
order to meet the need of industry field with taking 
advantage of huge computational resources, it will be 
required an integrated environment that is not only 
generating a large-scale grid and visualizing the 
generated results but also organizing the all stuff related 
to the simulation to enhance the utilization of the 
simulation. In this paper, the authors would like to 
clarify the issues to be resolved and to propose a 
foundational framework to organize the execution of 
large-scale parallel CFD. 
 
2. Issues and Strategy for Practical Large-Scale 
Parallel CFD 

Issues related to the large-scale parallel CFD are 
classified into several items as follows.  
2.1. Grid Generation 

Our CFD approach needs to generate a grid system 
from well-defined geometry data. However, the 
geometry data has defects such as overlapping, holes, 
and non-manifold in many cases. We introduce a 
hierarchical Cartesian grid system as depicted in Fig. 1 
since its grid generation process can be automated and 
be alleviated the issue described above. Besides, this 
method can keep the size of generated file and memory 
footprint used small so that the engineer can make the 
grid on a modest PC with interactive operation. The 
generated grid is converted to other formats for 
unstructured solvers. 
2.2. Visualization and Post-Processing 

Computed results on the parallel computer are 
written in a large number of files and the files cannot be 
moved any more because the limitation of disk space 
and the operation time of the data operation. Thus, it is 
required that the visualization system has the ability to 
handle many files at the same time and to visualize the 

data in distributed parallel environment. In visualization 
and analysis process, users have their own way to 
analyze the data, and the visualization environment is 
depending on user’s platform. We use the large-scale 
visualization system (LSV [3]) developed at RIKEN. 
LSV is designed to cover operator’s various scenarios. 
For data analysis, we have a plan to take advantage of 
the open-source software in combination with a program 
to supply the extracted data from the raw dataset. The 
map reduce framework [4] can be effectively used as the 
data supply program. 

Fig. 1 An example of hierarchical grid system using 

Octree data structure for an engine bay configuration[2]. 
 
2.3. File Handling

In parallel computation, each core reads and writes a 
file at the same time, which degrades file I/O 
performance. Therefore, the most important and critical 
issue is a mechanism of file handling in terms of 
performance of the proposed system. MPI-I/O is one of 
the candidates to improve the performance by its parallel 
file accessing, but the distributed file I/O is beyond the 
scope of one. Besides, it is difficult to put together the 
file formats used in simulators because each format is 
optimized to a specific simulator. Our approach is to 
introduce a mechanism to treat a lot of files as it looks 
one file instead to employ a unified I/O library. To do so, 
an index of file is defined and utilized. This index plays 
a role of managing raw files and supplying the 
information in entire system. 
2.4. Project Management 

Parallel computation uses and generates many files, 
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e.g., grid files, parameter files, result files, analyzed files, 
and so on. Since many files are found in a directory of 
file system, we need to organize the files. 

In our approach, all files needed to a specific 
simulation are managed by an asset list that describes 
necessary files. The asset list represents the smallest unit 
of simulation, which is defined as a case. We often need 
to manage a number of cases in the parametric study 
that is performed in practical simulation. In consequence, 
multiple cased forms a project defined as one group that 
has parameters associated each other. 
2.5. Workflow 

In practical simulation cases, the engineer repeats 
predetermined routine tasks to obtain the information to 
be needed in the design or for the optimization. The 
conventional shell script is assumed to describe the 
workflow scripts because the workflow is required to 
run on various machine including special hardware like 
K-computer.  
2.6. High-Performance Simulators 

In the heart of this HPC/PF system, various physical 
simulators will be available. Those simulators are 
developed in the national project up to now, e.g., FFB 
[5], FFR, FISTR, Adventure, UPACS [6], VCAD [7], 
and so on. Program tuning is now performing to achieve 
high-performance on massively parallel computers. 
2.7. Reliability and Guideline 

The reliability of simulators is very important for the 
use of applications in the design process. In order to 
authenticate, the verification and validation process 
should be emphasize. To do so, we include a database 
system. Computed results with experimented data are 
stored away in the database and are used to browse it. 
Accumulated validation data tells us the guideline of the 
utilization of the simulator.  

 
3. Concept of HPC/PF 

To enhance the utilization of large-scale parallel 
CFD to the product design, the peripheral technologies 
are essential not only the development of simulators.  
Figure 2 represents a concept of an integrated 
problem-solving environment so that the engineer will 
be able to concentrate on their thinking work. In the 
proposed HPC/PF (High-Performance Computing 
Platform) system, one of the several subsystems divert 
from well-established open-source software to quickly 
set up the whole system. 

  

 
Fig. 2 Conceptual design of HPC/PF, which consists of 

several subsystems. 
 
4. Concluding remarks 

We have been outlined the issues on large-scale 
parallel computation and the basic concept of an 
infrastructure to provide useful functions. The important 
point is that the proposed approach is based on the 
combination of computer science and computational 
science. The developed HPC/PF system will be 
branched out to a purpose-build design system like a 
thermal design system for automobile. 
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ABSTRACT 
In this paper we explore a ghost cell based method for the wall treatment of the Building Cube Method. This method employs the 
ghost cell technique to impose the boundary conditions. The original ghost cell method suffers from the problem of degenerate ghost 
cells near the trailing edge and also thin bodies. In the current work, by introducing multiple and directional ghost values at given 
position, the current method can handle these cases successfully. The current method is further accelerated by a multigrid method and 
favorable speed-up has been demonstrated. 

 (one line spacing between Abstract and Main text) 
1. Introduction 

Computational Fluid Dynamics (CFD) offers the 
ability to perform high fidelity predictions at relative 
low cost. While the accurate and fast-turnaround 
simulation for complex geometry still demands new 
strategies. The Building Cube Method developed by 
Nakahashi uses block structured Cartesian mesh to 
discrete the computational domain. With this method the 
large scale mesh for complex geometries can be 
generated with extremely low cost and fast speed. While 
the solid walls need special treatments as the mesh lines 
are in general not aligned with the solid bodies. 

The ghost cell based Immersed Boundary method [1] 
can be used to impose the boundary conditions. The 
values at the ghost cell are determined by the boundary 
conditions. This method is simple and works well in 
most cases. While in some cases this method is 
degenerated and there may be no ghost cell or may be 
more than one candidate image points. One solution is 
introducing complex steps to deal with such cases [2]. 
Kirshnan and Liu, also Luo et al. use the least-square 
method to treat the near wall cells for Cartesian mesh. 

These problems always take place in the domain 
with sharp geometries. In this paper a directional ghost 
cell method is developed. With this method, at given 
position multiple values of ghost cells are allowed and 
for every direction, the ghost cell value with best quality 
is selected and thus the degeneration can be avoided. In 
this paper the BCM method with ghost cell is further 
accelerated with a carefully designed multigrid strategy. 

 
2. Method 

As shown in Fig. 1, near the trailing of airfoil, for the  

 
Fig. 1 Degenerated case that have multiple candidate 

image points near the trailing edge. 

cell inside the solid region, there are two candidate 
image points, one is inside the lower part and the other 
is located in the upper part of the fluid region. In the 
original ghost cell method this leads to the confusion of 
how to define the value at the ghost cell. Simply using 
either image point would be not correct in some cases. 

As shown in Fig. 1, in the calculation of the residual at 
cell (i,j+1), the geometry information of the upper solid 
wall, n1 should be used. And for cell (i,j-1), n2 should be 
used to correctly reflect the effects of solid wall. Thus 
the key of the current method is to use suitable wall 
information in the definition of image points. 

For example, in the definition of ghost cell for cell 
(i,j+1), there are two choices of the image points, 
according to the analysis in the above part, the one with 
the wall normal n1 is the best choice. In the current 
method we have to calculate the intersection point of the 
vertical mesh line with the solid wall and denoting n0 be 
the local wall normal at the intersection point, as 
demonstrated in Fig. 1, selecting the image point which 
maximize the dot-product of n0 and ni would yield the 
correct image point. In the same manner for cell (i,j-1) 
selecting the image point maximizing the dot-product of 
n0 and ni would automatically select the image point in 
the lower part of the fluid region. In this case there 
would be two values of ghost cells have to be stored at 
cell (i,j) and corresponding value has be used for cell 
(i,j-1) and cell (i,j+1), respectively.  

In the above the definition of ghost cell and image 
point in the vertical direction is discussed and for the 
horizontal direction the same method applies and at 
given position inside the solid region, in two dimensions 
there maybe at most four values of the ghost cells have 
to be stored at given position and these values should be 
used in the corresponding directions. As a result, the 
definition of the solid cell, fluid cell and the transient 
cell is a bit different from that in the original ghost cell 
method. In the current method, the pre-processing stage 
can be described in the following steps: 
1. The cell is denoted as solid cell if its center is inside 
the solid walls. Then if the lines connecting its four 
neighboring cell centers with itself have no intersections 
with the solid walls, this cell is denoted as fluid cell. The 
rest cells are denoted as transient cells. 
2. For the transient cells, calculate the intersection 
points of the lines defined in the first step with the solid 
walls and calculate the wall normals at the intersections. 
3. Use the wall normal to select the best candidate of 
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image point direction by direction. In general only a 
small part of ghost cells need the method developed in 
this paper. Compared to the approaches in Mittal et al. 
[2] and the hybrid least-square method in Kirshnan and 
Liu [3], Luo et al. [4], the current method is simple and 
the original ghost cell method needs little modifications. 

In the current method bilinear interpolation is used to 
calculate the physical variables of the image point, for 
inviscid flow the value at the ghost point is defined by 

  
In the above equation the simplified momentum 

equation is used to calculate pressure. Numerical results 
indicate that by introducing curvature the numerical 
dissipation in the near wall region can be obviously 
reduced. 

Currently the spatial residual is computed with third 
order WENO scheme with HLLC Riemann solver and a 
five-stages Runge-Kutta method is used to integrate the 
governing equation towards convergence. In order to 
accelerate the convergence, multigrid method is used. 
For the current Building Cube Method, as the mesh lines 
are not aligned with the solid bodies, thus on the coarser 
meshes, the ghost cells and image points are more 
irregular. In the multigrid method the high frequency 
disturbances are damped on the coarser mesh, while in 
the current method the use of non-aligned mesh would 
introduce high frequency disturbances on the coarser 
mesh and it is contrary to the multigrid method and may 
harm the acceleration ratio. In the current paper this 
effect is observed in cases with irregularly positioned 
image points. In the current work two strategies are used 
to augment the multigrid method: 
1. On the coarser mesh, the spatial accuracy is reduced 
from third order to only first order. 
2. The coarse grid corrections are smoothed before 
transferred to the fine grid. 

 
3. Results and Discussion 

A series of test cases from subsonic to transonic flow 
regime are used to validate the accuracy and efficiency 
of the current method and of which the results of the 
NACA 0012 case will be given in this paper. 

For the NACA 0012 case with freestream Mach 
number of 0.3 and zero angle of attack, both the current 
ghost cell method and the original ghost cell method are 
used. Also a structured code with more refined grid of 
about 1M mesh points is used for the same case and the 
result is used as reference. The comparison of the 
surface pressure coefficient near the trailing edge is 
given in Fig. 2. As shown in Fig. 2, with the original 
ghost cell method, as near the trailing edge there are 
degenerated cases of multiple candidates of image 
points, the surface Cp is discontinuous near the tailing 
edge. While in the current method, with the use of 
directional ghost cell, the calculated distribution of Cp is 
smooth and is in better agreement with the result of 
structured mesh. 

 
Fig. 2 Comparison of the surface Cp for the current and 
the original ghost cell methods near the trailing edge. 

 
The convergence histories for the current ghost cell 

method are given in Fig. 3 and the convergence speed 
has been obviously improved. 

 
Fig. 3 Convergence histories of the current method 
More results will be given in the presentation. 
 

4. Concluding remarks 
In the current paper a directional ghost cell based 

Immersed Boundary method is developed for the wall 
treatment of the Building Cube Method. Compared to 
the original ghost cell method, in the current method 
multiple values of ghost cells are allowed at given 
position. Thus for different directions, the ghost cell 
value which best suits the local geometrical information 
is automatically selected. The current method can be 
used in the case with sharp trailing edge and thin body. 
The current method is accelerated by multigrid method 
with special treatments. Numerical results demonstrate 
the accuracy and the efficiency of the current method.  
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ABSTRACT 
 The objective of this study is to establish a practical, efficient flutter simulation tool based on IBM-based Cartesian mesh solver , 
which achieves low computational costs and high accuracy to simulate the wing flutter phenomenon. Building Cube Method(BCM) 
is firstly validated by computing inviscid flows around ONERA M6 wing. The code is then extended for flutter simulation by 
integrating and structural analysis. Flutter simulation results of AGARD 445.6 weakened model and more complex model will be 
presented.  
 
1. Introduction 
 In recent years, the aerodynamic analysis using 
computational fluid dynamics (CFD) has been widely 
used in the actual aircraft design. Unstructured mesh is 
widely used now, because it can treat complex objects. 
However, there are several difficulties in the CFD using 
the unstructured mesh solver.  
 For an example, the unstructured mesh solver is not 
efficient for moving body problems, because the 
unstructured volume mesh movement is time-consuming 
and not reliable. To overcome these issues, the Building 
Cube Method (BCM) has been proposed. The BCM 
basically employs an equi-spaced Cartesian mesh, and 
the body boundaries are immersed in the mesh so that   
it can treat moving bodies without deforming the 
volume mesh. This simplifies the algorithm and reduces 
the computational time as compared with the 
unstructured mesh approach.  
 The final objective of this study is to establish a 
practical and, efficient flutter simulation tool based on 
BCM-based Cartesian mesh solver. To achieve low 
computational costs and high accuracy to simulate the 
wing flutter phenomenon by Cartesian mesh, an efficient 
immersed boundary method (IBM) for compressible 
inviscid flow simulations is one of the key points.. 
 
2. Numerical Scheme 
2.1 Compressible Building Cube Method 
 The governing equation in the BCM is the 
compressible Euler equation. It is discretized using the 
cell centered finite volume method. The 
HLLEW(Harten-Lax-van Leer-Einfeldt) scheme, a type 
of the approximate Riemann solver is implemented to 
solve the inviscid flux, and 3rd order MUSCL is used to 
construct the high order scheme satisfied TVD condition. 
For the time integration, LU-SGS (Lower-Upper 
Symmetric Gauss-Seidel) implicit method is employed. 
In this study, three points backward difference scheme is 
adopted to achieve 2nd order time accuracy for unsteady 
calculations.  
 
2.2 Wall boundary Conditions Using the IBM 
 In this study, an immersed boundary method [1] using 
the ghost cell (GC) and the image point (IP) is used, for 
the wall boundaries treatment. The process of the IBM is 
as follows: 

 
(1) The wall cell adjacent to a fluid cell is defined as  

   “ghost cell”.  
(2) “Image point” is defined at the point of a distance   
   (1.5 for 2D, 1.75 for 3D), which is  
   larger than the diagonal distance of the cell from GC     
   to the surface normal direction.  
(3) Physical values at IP is obtained by the inverse  
   distance weighted interpolation [3] from fluid cells  
   around IP .  
(4) Physical values at GC are determined using the  
   values at IP. The slip conditions and the  
   zero-gradient of pressure are imposed at the wall  
   boundary. The density is calculated from the total  
   enthalpy. The velocities are modified for moving  
   wall. 
(5) To calculate thin objects, multiple-valued GC is  
   defined and 1st order numerical fluxes are  
   constructed using GC values at the cell interface  
   near the wall boundary. 
 
3. Results and Discussion 
 Inviscid flow around the ONERA M6 wing was 
computed by the present method to evaluate the 
computational accuracy and efficiency. The number of 
cubes is 5,212 with Cartesian mesh(cell) of 163 in each 
cube. The total number of cells are 21,348,352. The 
minimum grid spacing is 1.8x10-3. Multi core cluster 
(Xeon, 2.93[GHz]x8, 64GB memory) is used for the 
computation with OpenMP parallelization. Computed 
Cp distribution is compared with the result obtained by 
unstructured mesh solver (TAS-code). 
  

 
 

Fig.1 Cp distribution on the upper surface of M6 
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Fig.2 Cp distribution around ONERA M6 

(44% semi span) 
 

 Figure 1 shows Cp contours on the wing upper surface, 
and Lambda shock wave is clearly observed. Figures 2 
shows comparisons of sectional Cp distributions among 
BCM, unstructured mesh (TAS-code), and experimental 
data at 44%, semi span. The result of BCM reasonably 
agrees with the one of TAS-code, except for the location 
of the first shock wave. This is because mesh resolution 
at leading edge is still insufficient, therefore mesh at the 
leading edge must be finer than this case. Both Cp 
distributions of BCM and TAS are not agreed with the 
experimental data, because of the computations neglect  
the viscosity. 
 
4. Unsteady Flutter Simulation with Direct Method 
4.1 Approach 
    In this study, nonlinear aeroelastic simulations will 
be carried out by direct coupling of the CFD and the 
structural equations. A flow chart of this aeroelastic 
simulation tool is shown in Fig. 3. Each CFD time step, 
pressure distributions at the CFD mesh is projected onto 
the FEM mesh for structural analysis. Modal FEM 
analysis is used for calculating the deformation and 
deformation velocity under the surface pressure load. 
After the structural analysis, the parameters of the 
immersed boundary method in the Cartesian mesh is 
recomputed for CFD analysis for next time step. 
 

 
Fig.3 Flow chart of the aeroelastic simulation tool 

 

4.2 Structural Analysis 
    The governing equation for structural analysis can 
be written as follows: 

}{}]{[}]{[ FdKdM ����       (1) 
where ][M  and ][K  are the mass and stiffness matrix, 

}{d  and }{F  are the displacement vectors and 
aerodynamic load, respectively. To solve eq.(1), the 
Rayleigh-Ritz method is employed. The characteristic 
mode shapes and frequencies can be calculating by the 
finite-element method. When the first N modes are 
considered, the displacement vector can be given as 
follows: 

}]{[}{ qd ��            (2) 
where ][� is the model matrix and }{q is the 
generalized displacement vector. As the characteristic 
modes are orthogonal with the respect to the mass and 
stiffness matrices, eq.(2) can be transformed as follows: 

iii fSAS ���          (3) 

where � �Tiii qqS ��  �
�

�
�
�

� �
�

0
10

2
i

iA
�

  

� � �
�

�
�
�

�
�

�
i

T
i

i MF
f

0

  
i

T
ii K ]][[][2 ����  

i
T
ii MM ]][[][ ���  

Equation (3) is discretized with the 3 point backward 
difference scheme to achieve 2nd order time accuracy. It 
can be written as follows, 
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     (4) 
The index m represents sub-iteration times, 
and t� represents count by time steps, respectively. 
 
5. Concluding Remarks 
 The Euler computational result of ONERA M6  using 
BCM with IBM agrees reasonably with unstructured 
mesh solver. In the conference, computational flutter 
results of AGARD 445.6 weakened model [4] will be 
presented. The reduction of computational time 
including mesh deformation and accurate flutter 
prediction are expected due to the Cartesian mesh solver 
with high spatial accuracy. In addition, the benefit of the 
present approach over the existing unstructured mesh 
method will be also discussed. 
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ABSTRACT 
The Building-Cube Method (BCM) has been proposed as a next generation CFD method for an efficient 3D flow simulation on large 
scale supercomputers. As a flow domain is divided into equally-partitioned cells, the flow computations can be divided to partial 
computations of the same computational cost. To clarify the behavior of BCM on various platforms, this paper compares the 
performance of BCM on NEC SX-9, an Intel Nehalem-EP cluster, an Intel Nehalem-EX cluster, Fujitsu FX-1, and a GPU cluster. 
The performance evaluations show that memory capabilities effects the performance of BCM rather than computational potentials. 

1. Introduction 
The Building-Cube Method (BCM) has been 

proposed for 3D large-scale flow computations around 
practical geometries using high-density grids. The basic 
idea of BCM is to decompose a whole flow domain into 
sub-domains called cubes, and further decompose each 
cube into equally-spaced Cartesian meshes called cells. 

One of the advantages of BCM is its huge 
parallelism. The calculations of cubes can easily be 
decomposed into many data parallel tasks of the same 
size because the calculations are independent from each 
other. Moreover, each cube has the same computational 
cost and the same data size for the calculations. 

This paper describes the implementations of BCM 
on NEC SX-9, an Intel Nehalem-EP cluster, an Intel 
Nehalem-EX cluster, Fujitsu FX-1, and a GPU cluster to 
evaluate the sustained performance of those systems for 
BCM. From experimental results, this paper analyses the 
performances and scalabilities. 
2. Implementation of BCM on Various Systems 

To evaluate the performance characteristics of 
various systems shown in Table 1, BCM is implemented 
and optimized for each system. This section briefly 
describes the overview of each platform and explains the 
implementation and optimizations of BCM. 
2. 1 Implementation on a Vector System 

SX-9 is a vector parallel supercomputer with 102.4 
Gflop/s vector processors. SX-9 provides a large 
Symmetric Multi-Processing (SMP) node of 16 
processors. SX-9 has an on-chip 256KB software- 
controllable cache named Assignable Data Buffer 
(ADB). Once data for ADB specified by programmers 
are accessed, these data are stored in ADB and used in 
the next accesses. An effective use of ADB becomes an 
important factor for memory-intensive applications such 
as BCM. In this implementation, ON_ADB directives 
are used for data to be used in the next iteration. Thus, 
multiple data can be simultaneously transferred from 
both the main memory and ADB. 

The Red-Black SOR method using mask tables is 
used in the implementation on SX-9. The Red-Black 
method can avoid indirect memory accesses and exploit 

the data parallelism among cells. As parallelizing the 
SOR method generally shorten the length of loop, the 
mask tables can avoid accessing unnecessary data 
without shortening the length of a loop. Thus, the loop 
remains long enough to utilize all of the vector units of 
SX-9. 
2. 2 Implementation on Scalar Systems 

The Nehalem-EP cluster, the Nehalem-EX cluster, 
and FX-1 are scalar parallel supercomputers that equip 
Nehalem-EP, Nehalem-EX, and SPARC64VII 
processors, respectively. As shown in Table 1, these 
scalar processors also have on-chip cache memories. 
On-chip L2 and/or L3 caches should be used for data 
with high locality to avoid redundant memory accesses. 
For Nehalem processors, uses of SIMD instructions are 
essential to efficiently process multiple data. 

Although the Red-Black method can eliminate the 
data dependency, the stride memory accesses are 
required, resulting in performance degradation. Even 
though dividing an array into two arrays, unit stride 
accesses are required. Thus, in the implementation on 
the scalar systems, the naïve SOR method is adopted to 
avoid degrading the performance by the stride memory 
accesses. 
2. 3 Implementation on a GPU System 

A GPU cluster has GPUs and CPUs. Each GPU 
consists of hundreds of stream processors (SPs). In 
CUDA (Compute Unified Device Architecture), which 
is the programming framework for GPU computing, SPs 
are grouped into stream multiprocessors (SMs). 

In the implementation of BCM on a GPU cluster 
system, cubes are hierarchically assigned to nodes and 
then to SMs of GPUs. The calculations for the cells in 
cubes are assigned into threads, which are executed on 
SPs. As the computational cost of each cell is also the 
same, efficient parallel processing using SPs can be 
performed. To effectively use the on-chip memory in a 
GPU, a ring buffer allocated on the on-chip memory is 
utilized in the implementation. By storing data with high 
locality on the ring buffer, it can reduce the number of 
off-chip memory accesses requiring long access latency.
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Table 1. System specifications. 
System Peak flop/s Nodes PEs/node Cores/PE Mem. BW On-chip Memory Network B/F

NEC SX-9 26.2 Tflop/s 16 16 1 256 GB/s 256 KB ADB 2x 128 GB/s IXS 2.5

Nehalem EP 0.75 Tflop/s 8 2 4 25.6 GB/s 256 KB L2 / core
8 MB shared L3 40 Gb/s Infiniband 0.55

Nehalem EX 1.74 Tflop/s 6 4 8 34.1 GB/s 256 KB L2 / core
24 MB shared L3 20 Gb/s Infiniband 0.47

Fujitsu FX-1 5.16 Tflop/s 128 1 4 40.0 GB/s 6 MB shared L2 20 Gb/s Infiniband 1.0
Tesla S1070 1.248 Tflop/s 16 1 1 102 GB/s 16 KB / SM 10 Gb/s Infiniband 1.3
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Fig. 1 Performance of BCM on the F1 model. 

 
3. Performance Evaluation and Discussions 

The flow simulations using BCM around 3D test 
models are performed on the supercomputers shown in 
Table 1. As a large model, F1 of 200 million cells is 
used. Sphere of 5 million cells is used as a small model. 

Fig. 1 shows the sustained performance of BCM 
achieved for the F1 model. The results show that SX-9 
achieves higher performance than the others. As BCM is 
a memory intensive application, the sustained memory 
bandwidth has a great impact on the performance. In 
addition to the essential high memory bandwidth, the 
effective use of ADB further improves the bytes/flop 
ratio, resulting in the high performance.  

Even though the peak memory bandwidth of FX-1 
outperforms those of Nehalem EP and EX, its sustained 
performance is lower. This is because the sustained 
memory bandwidth of Nehalem is higher than that of 
SPARC64VII. In the STREAM benchmark, FX1 
achieves 10.0 GB/s while Nehalem EP and EX achieve 
17.0 and 17.6 GB/s, respectively. 

Fig. 2 shows the sustained performance of BCM on 
the Sphere model, which includes the results of the GPU 
system. This results shows that a GPU cluster system 
achieves comparable and/or better performance than the 
scalar cluster systems although SX-9 achieves higher 
performance than the GPU cluster. This is because 
GPUs can accelerate the data parallel calculations of 
BCM using a number of SPs and high memory 
bandwidth. Effective use of SPs and on-chip memory 
contributes to the good sustained performance larger 
than the other scalar systems. However, even if the 
calculations using the GPUs are fast, data transfers 
between a GPU and a CPU in a node and between GPUs 
in different nodes are slow and cannot be negligible. As 
a result, the data transfer dominates the most of time in 
the simulation. To further accelerate BCM using the  
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Fig. 2 Performance of BCM on the Sphere model. 
 

GPU system, the time of data transfers should be 
shortened and be hidden by transferring data during the 
calculations. 

The efficiency of the sustained performance to the 
peak performance on a SX-9 vector processor is about 
17%, while those of the other systems are about 
1.5~3.2%. This is because the vector units in a vector 
processor are efficiently utilized for the calculations. 

Taking a look at the scalability, all of the systems 
achieve high scalability in the F1 model due to a large 
number of parallel tasks and sufficient network 
bandwidth. The scalabilities in the Sphere model are not 
high compared with those of the F1 model. The low 
scalability of the GPU system comes from the overhead 
of data transfers. The lower scalabilities of the other 
systems come from the lack of parallel tasks due to a 
small number of cubes in the Sphere model. 
4. Concluding remarks 

In this paper, the performances of SX-9, a 
Nehalem-EP cluster, a Nehalem-EX cluster, FX-1, and a 
GPU cluster are evaluated based on fluid simulations 
with BCM. From the experimental results, it is clarified 
that memory bandwidth greatly effects the performance 
of BCM except in the GPU cluster. For the GPU cluster, 
data transfers easily become a bottleneck. To further 
improve the performance of BCM, the development of a 
memory-friendly and network-friendly implementation 
is desired in aspect of software. In hardware side, the 
wider bandwidth and higher-speed network has a 
possibility to accelerate BCM. 
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ABSTRACT 
The supercritical-fluids simulator (SFS) developed by our group is coupled with Building Cube (BC) method for the 

computation of complex geometry. We call this method SFS+BC. First, forced convection around the cylinder is calculated and the 
length of the vortex behind the cylinder is compared with existing result. Next, H2O and CO2 flows around a cylinder are calculated 
and compared with each other. The calculated values of the case across the critical point were far different from other ordinary cases. 
SFS+BC enables us to calculate thermophysical flows over a complex geometry. 

 
1. Introduction 

A number of substances such as water, carbon 
dioxide and nitrogen exist in practical flow 
environments. Each substance has own thermophysical 
properties, boiling point, critical point and so on. Figure 
1 shows the density change of water at each pressure. 
Almost all existing CFD methods are constructed for 
ideal gas or incompressible fluids and ignoring these 
thermophysical changes of substance. 

We have proposed a numerical method for 
simulating supercritical-fluid flows across critical point 
[1]. In this method, the preconditioning method is 
coupled with a program package for thermo-physical 
properties of fluids (PROPATH) [2]. In PROPATH, 
mathematical models based on a polynomial equation 
approximating thermophysical properties are defined in 
wide range of temperature and pressure. This program 
package enables to evaluate the accurate thermophysical 
properties of gas, liquid and also supercritical fluids. 
This method is called supercritical fluid simulator(SFS) 
and has already extended to supercritical-fluid, gas and 
liquid flows of arbitrary substance. Especially, 
supercritical-fluid flows across the critical point are 
quite varied by changing the substance, temperature 
condition and pressure condition. 

For the practical use of SFS, the computation of 
flows over a complex geometry is required. However, 
SFS employs the structured grid system and the 
pre-processing of grid generation is restricted. 
Building-Cube (BC) method has been proposed by 
Nakahashi et al [3] for the complex geometry 
computation. In BC method, the computational domain 
is divided into a number of sub-domains called cubes 
which has equally-spaced Cartesian mesh. 
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Fig. 1 Density change in temperature. 

 
In this study, SFS is successfully coupled with BC. 

We call this method SFS+BC. First, we calculate forced 
convection of H2O vapor and the length of the vortex 
behind a cylinder is compared with existing result. Next, 
we calculate H2O and CO2 flows around a cylinder with 
different temperature and pressure conditions and 
compared with each other. 
 
2. Numerical method 

The fundamental equations are based on 
two-dimensional compressible Navier-Stokes equations 
in general curvilinear coordinates and modified by the 
preconditioning method. The set of equations is written 
in vector form as 
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Eq. (1) is solved by the numerical method based on 
the preconditioned flux-vector splitting scheme and the 
preconditioned LU-SGS scheme [4]. 

Thermophysical properties are calculated from 
PROPATH. It contains thermophysical properties for 48 
substances such as water, carbon dioxide, oxygen, 
nitrogen and so on, in wide-range pressure and 
temperature conditions. The properties of gas, liquid and 
supercritical fluid are defined as a polynomial function 
of pressure and temperature. For example, the equation 
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of state (EOS) for carbon dioxide was standardized by 
International Union of Pure and Applied Chemistry 
(IUPAC). 

BC method is used as the grid system. 
Computational domain is divided into a number of 
sub-domains called cubes. Each cube has equally-spaced 
Cartesian mesh. By using the same number of grid point 
in all cubes, it is simple to keep load balance among all 
cubes in the use of large scale computers with massively 
parallel processors 
 
3. Numerical results 

First, forced convection around a cylinder is 
calculated. The computational cube is shown in Fig. 2. 
The total number of cubes is 320 and each cube has 
16x16 grids. H2O vapor is assumed and the Reynolds 
number is 40. The temperature and pressure condition 
are 650 K and 0.1013 MPa, respectively. The stream 
lines near the cylinder are shown in Fig.3 The vortex 
separation behind the cylinder is observed. The length of 
vortex separation is 2.17 which is similar to 2.27 by Ye 
et al. [5]. 

 

 
Fig. 2 Computational cube near the cylinder. 

 

 
Fig. 3 Stream lines at Re=40. 

 
Next we calculated forced convection of H2O and 

CO2. The computational condition is shown in Table 1. 
Tfluid is the fluid temperature and Twall is the cylinder 
temperature. The Reynolds number is 40. The critical 
point of H2O is 22.06 MPa and 647 K. Case 2 is that 
across the critical point. The temperature contours and 
the density contours are shown in Fig. 4. In case 2, large 
difference of density is observed near the cylinder as 
compared with those of Case 1. The density contour of 
Case 3 is slightly different from Case 1. 
 
4. Conclusions 
   We coupled SFS with BC method. We call this 

method SFS+BC. First, we calculated the forced 
convection of H2O vapor and the length of the vortex 
behind the cylinder was compared with existing result. 
Next, we calculated H2O and CO2 flows around a 
cylinder and compared with each other. 
   SFS+BC enables us to calculate thermophysical 
flows over a complex geometry. 
 

Table 1 Computational conditions 
 Case 1 Case 2 Case 3 

Pressure [MPa] 0.1013 30.0 0.1013 
Tfluid [K] 650 350 
Twall [K] 700 400 

Substance H2O CO2 
 

Temperature contours Density contours 
(a) Case 1 

Temperature contours Density contours 
(b) Case 2 

Temperature contours Density contours 
(c) Case 3 

Fig. 4 The Calculated results. 
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ABSTRACT 
It is difficult to solve flowfields including multiple objects with relative motion. Overset grid method is most effective way to treat 
the flowfield especially when the object performs large displacement. In the present study, overset grid method for moving body 
problem is proposed based on Cartesian grid as background grid and body fitted coordinate mesh around objects. The Cartesian mesh 
is Building-Cube Method (BCM) developed as one of next generation CFD tools. One of the objectives of the present method is to 
reduce the computational cost for the overset grid method by exploiting the characteristics of BCM. 

 
1. Introduction 

Today, numerical analysis by CFD is widely used for 
flowfields around not only complicated geometries but 
also moving objects. For instance, single object like a 
turbine wing can be analyzed by using Arbitrary 
Lagrangian and Eulerian (ALE) method with moving 
mesh. However, flowfields around multiple objects 
including static and moving objects like a full-model of 
helicopter cannot be solved easily by using the moving 
mesh method. For moving mesh algorithm, dynamic 
mesh method is well-known because of the high 
applicability to various flowfields with low 
computational cost. But large mesh displacement is not 
applicable to the method since the mesh distortion is 
occurred. In this situation, overset mesh method has 
been used generally by various computational meshes. 
This method is effective to solve the flowfields 
involving some objects with relative motion. Moreover, 
the degree of freedoms of the mesh motion is almost 
nothing since a computational mesh is constructed 
around each object. However, the computational cost to 
define the intersectional region between meshes 
becomes large. One of the biggest tasks of this method 
is reduction of the additional computational cost.  

Building-Cube Method (BCM) proposed as one of the 
next-generation CFD methods based on the advantages 
of equally-spaced Cartesian mesh has been developed 
until now. Characteristics of BCM are algorithm 
simplicity and adaptively refined Cartesian mesh to 
utilize a number of mesh points efficiently by 
next-generation supercomputers. Flowfields around 
engineering products are mainly focused in this analysis. 
Therefore, many practical applications are discussed by 
BCM until now. As a result, it is suggested that one of 
biggest issues of BCM is representation of the object 
surface. This problem is discussed not only for BCM but 
also for common Cartesian mesh all the time. The 
applicability of Immersed Boundary Method (IBM) and 
gridless method was demonstrated with BCM as same 
as general Cartesian mesh method. Additionally, the 
applicability of the staircase surface representation with 
pretty minimal mesh was also discussed as well. As 
results, resolving the boundary layer must be necessary 
to estimate the fluid force accurately and tremendous 
mesh points are still needed to capture flowfields around 
practical engineering products in the relatively high 
Reynolds number flows even though adaptively refined 
Cartesian mesh is used with today’s supercomputers. 

From these backgrounds, overset mesh method based 
on BCM and body fitted coordinate (BFC) mesh is 
proposed in the previous study [1]. In the present study, 
three-dimensional analysis is discussed from the point of 
the advantage and applicability.  
 
2. Numerical Method 
2.1. Computational Grid 

In this study, BCM mesh takes a role of background 
mesh based on low numerical error as one of advantages 
of equally-spaced Cartesian mesh. The background 
mesh is important to capture overall flowfield and flow 
structure. Moreover, the intersection region must be 
constructed in the overset mesh method between BCM 
and BFC meshes. The intersection region is dynamically 
changed with the object motion in moving boundary 
problem. The mesh location of BCM is easily obtained 
by using the characteristic of the Cartesian mesh. It is 
beneficial for the overset mesh method since the 
intersection information can be constructed directly. 

Meanwhile, BFC mesh is located around the object to 
capture boundary layer accurately. Numerical method to 
make the intersection region between these meshes is 
discussed later. 
 
2.2. Governing Equation and Numerical Scheme 

The governing equations are three-dimensional 
incompressible Navier-Stokes equations. However, the 
formulation is slightly different between BCM and BFC 
mesh. In BCM mesh, conservative formed 
incompressible NS equation is solved by finite volume 
method with fractional step method on collocated mesh 
arrangement. The convective term is treated as fully 
conservative second order central scheme. However, 
first order upwind scheme is blended at connecting 
boundary between different sized cubes. The 
approximate formulation of diffusive terms and Poisson 
equation of pressure term becomes same as second order 
central difference scheme accordingly. Discretization of 
time for convection and diffusion terms is not applied in 
the present scheme. Furthermore, standard Smagorinsky 
model is implemented for LES. 

In BFC mesh, ALE incompressible Navier-Stokes 
equations are solved by finite difference method on the 
regular mesh arrangement. The metrics of the 
computational mesh is estimated by conservative 
formulation to decrease numerical error. Convective 
terms are discretized by fourth order skew symmetric 
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finite difference scheme. Other derivatives are 
approximated by second order scheme. Time marching 
is performed by fractional step method with second 
order Adams-Bashforth method and Crank-Nicolson 
method as same as conventional scheme. On the object 
surface, acceleration of the object should be taken as the 
boundary condition of the pressure. This treatment is 
going to be implemented if it is required. 
 
2.3. Overset Grid Method 

In the case of an overset grid around static object, the 
intersection region should be constructed once at the 
beginning of the simulation. However, in the case of the 
moving object, the region should be constructed with 
following the motion of the object, repeatedly. Therefore, 
the computational cost becomes one of the biggest 
issues of overset mesh method. 

The present intersection region is determined between 
donor-cell and accept-node. Figure 1 shows the 
relationship between BCM and BFC meshes as 
donor-cell and accept-node. In this relationship, an 
accept-node is surrounded by a donor-cell, certainly. But 
a donor-cell can involve several accept-nodes. In this 
study, equally-spaced Cartesian mesh is distributed with 
BCM mesh to determine the relationship quickly. By 
using the equally-spaced Cartesian mesh, a BCM 
donor-cell for a BFC accept-node can be determined 
easily. It is one of the advantages to use BCM as 
background mesh in the present overset method. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Donor cell and accept node 
(Right: BCM donor cell and BFC accept node) 
(Left: BFC donor cell and BCM accept node) 

 
 

However, a BFC donor-cell for a BCM accept-node 
can not be determined, directly. Therefore, the 
relationship is determined by using bounding-box and 
several numerical techniques to reduce the 
computational cost. This methodology should be 
investigated to achieve quick searching. 

An accept-node receives primitive variables from 
eight vertices of a donor-cell by trilinear interpolation. 
This interpolation is implemented with the weight based 
on the volume of the pyramids formed by the 
accept-node and vertices of the donor-cell like Fig. 1. 
The accept-node forms six pyramids in a donor-cell. It is 
very simple and robust algorithm.  
 
 

3. Numerical Result 
As a first validation, moving body problem with 

single BFC mesh is solved in static flowfield. The 
geometry of the object is circular cylinder with rounded 
corner. The object performs alternative translational 
motion represented by trigonometric function as Eq. (1). 
 

x = Acos(�t)  (1) 
 
The diameter of the cylinder, the amplitude of the 

translation and the angular velocity are 0.10 [m], 0.10 
[m] and 5.0 [rad/sec], respectively. Maximum 
translational velocity is 0.50 [m/sec] so that Reynolds 
number based on the velocity is 3.3�103 in standard 
atmospheric condition. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 2 Instantaneous streamline around moving cylinder 
 
 

Figure 2 show the flowfield around moving cylinder 
by instantaneous streamline distribution. At this moment, 
the cylinder moves toward positive direction along with 
x-axis. There is a complicated wake as shown like a 
complicated streamlines. In contrast, smooth doublet 
shaped streamlines are observed around the cylinder. 
From now, the flow is clarified quantitatively to 
investigate the fluid force generated by flapping wing to 
develop an Unmanned Aerial Vehicle. 
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ABSTRACT 
The new Cartesian-mesh based CFD solver combined with unstructured mesh has been developed so that the 
calculation of flow around a complicated body can be conducted accurately in a short time. The objective of this study 
is to compare the CFD solver with the existing unstructured grid CFD solver, TAS-code, and to make clear the 
usefulness and problems. The validation was conducted with JMRTS helicopter fuselage and ONERA M6 wing. Both 
results show good agreement. 
 
1. Introduction 

The Cartesian mesh has several advantages 
compared to other meshes such as the simple and quick 
mesh generation, easy implementation of the 
higher-order scheme, and so on. The Building-Cube 
Method (BCM) [1], which is based on Cartesian mesh 
has been proposed with the expectation of the progress 
of high performance computers. However, since 
Cartesian mesh does not conform to the curved surface, 
it is very critical for aeronautical applications where 
very high accuracy is usually required for surface 
pressure and skin friction distributions. Although 
staircase representation of Cartesian mesh is attractive 
because of its simplicity and flexibility, the required 
large number of computational points is formidable even 
for the current supercomputers. 

In the present study, unstructured mesh is employed 
near the body surfaces in order to compute flows with 
Cartesian mesh CFD solver in a practical time. This 
enables to reduce the total number of computational 
points while computation accuracy at surface is 
maintained. 

The objective of this study is to develop a coupling 
CFD solver and to compare the result with the existing 
unstructured mesh CFD solver, TAS-code [2]. The 
validations are conducted with helicopter fuselage 
model of JMRTS (Jaxa Multi-purpose Rotor Test 
System) [3] and ONERA M6 wing [4]. 

 
2. Method 

BCM is a computational flow simulation method 
which is based on a multi-block structure of 
equally-spaced Cartesian meshes. In BCM, a flow-field 
is divided into various sizes of cuboids called “Cube”, 
and the cubes are subdivided into equally-spaced 
Cartesian meshes called “Cell”. Because each cube has 
the same number of cells, it is expected to achieve the 
uniform computational load at each cube and the high 
parallel performance. 

The base of the present coupling CFD solver is the 
Cartesian mesh solver (BCM), which covers almost the 
entire computational domain. The unstructured mesh is 
adopted only near the wall region to represent the body 
surface efficiently as shown in Fig. 1. The figure shows 
the computational domains for JMRTS model, where the 
unstructured mesh is generated by MEGG3D 
(Mixed-Element Grid Generator in 3 Dimensions) [5]. 
In BCM domain, compressible Euler equation is solved, 
while compressible Euler/NS equation is solved by TAS 

solver in unstructured mesh region. Each mesh solves its 
own computational domain independently and 
exchanges flow variables at every time step. Linear 
interpolation is conducted between the two meshes. The 
detailed procedure of the present coupling CFD solver 
for steady inviscid/viscous flow computations is shown 
in Fig. 2. 

 

 
Fig. 1 Computational domains for JMRTS model 

 

 
Fig. 2 The procedure of the present coupling CFD solver 

 
3. Results and Discussion 

JMRTS model and ONERA M6 wing are selected 
for the validation of the present coupling solver. JMRTS 
model is an experimental helicopter fuselage designed 
by JAXA. The results obtained with the present 
coupling solver are compared with the experimental data 
and computational results by TAS-code.  
3.1 JMRTS 

The overlapping meshes for the calculation are 
shown in Fig. 1. There are in total 72,699 nodes in the 
unstructured mesh and it is constructed with tetrahedral 
elements. Calculation condition is shown in Table 1. The 
calculated pressure distributions are compared in Figs. 3 
and 4. As shown in Figs. 3 and 4, good agreement 

Output of computed result 

Calculate Interpolation 

Solve outer mesh (BCM) 

Interpolate flow variables 
BCM TAS 

(Only boundary data) 

Solve inner mesh (TAS) 

Interpolate flow variables  
TAS BCM 

(Whole field data) 

Tim
e

integration
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between the Coupling and TAS-code is obtained. On the 
other hand, two calculations are different from 
experimental measurement on the aft body of the 
fuselage. There are several possible reasons. First reason 
is that the two calculations are based on Euler equations, 
so that flow separations on the aft body cannot be 
predicted. Since the drive shaft and hub are rotated at 
the experiment, the flow field is expected to be highly 
influenced by the wake of the shaft and hub. 

 
Table 1 Calculation condition of JMRTS (Euler) 

 TAS-code Coupling 
Mach 0.175 
A.o.A -2.0[deg.] 

number of points 0.42 M BCM:4.4 M 
TAS:0.07M 

computation time 2h 
(SX-9, Single) 

2h 
(SX-9, 4parallel) 

 
Fig. 3 Comparison of surface pressure distribution on 

the JMRTS model 
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Fig. 4 Comparison of pressure distribution at Center-line 

and Cross-line 
 

3.2 ONERA M6 wing 
The overlapping meshes for the calculation are 

shown in Fig. 5. There are in total 177,133 nodes in the 
unstructured mesh and it is constructed with tetrahedral 
elements. Calculation condition is shown in Table 2. The 
calculated pressure distributions are compared in Figs. 6 
and 7. As shown in Figs. 6 and 7, good agreement 
between the coupling and TAS-code is obtained. 
However, at the 80% semi span location, the forward 
shock predicted by the coupling solver is not as sharp as 
that of TAS-code. The reason may be that the 
distribution of nodes in unstructured mesh of the 
coupling solver is not completely the same as that of 
TAS-code. The mesh density in unstructured mesh 
region may be coarser than the other, thus the forward 
shock is not sharp. 

 
Table 2 Calculation condition of ONERA M6 (Euler) 

 TAS-code Coupling 
Mach 0.8395 
A.o.A 3.06[deg.] 

number of points 0.37 M BCM:7.4 M 
TAS:0.18 M 

computation time 2h 
(SX-9, Single) 

2.5h 
(SX-9, 16parallel) 

 
Fig. 5 Computational domains for ONERA M6 Wing 

 

 
Fig. 6 Comparison of surface pressure distribution on 

the ONERA M6 wing 
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Fig. 7 Comparison of pressure distribution at 44% and 

80% semi-span 
 

4. Concluding Remarks 
The new Cartesian-mesh based CFD solver 

combined with unstructured-mesh was developed. 
JMRTS model and ONERA M6 wing were used for the 
validation. In both cases, good agreement was obtained 
between the present coupling solver and TAS-code. In 
this study, it is proved that the calculation accuracy of 
the present coupling solver is identical as the existing 
unstructured mesh solver. 

 
Acknowledgements 

This study was supported by research grants from 
the JAXA, and JSPS KAKENHI (21226018). 
Computations in this paper were conducted by NEC 
SX-9 at Cyber Science Center, Tohoku University and 
JSS, JAXA. 

 
References 
[1] Nakahashi, K., and Kim, L. S., AIAA Paper 

2004-0423, 2004. 
[2] Nakahashi, K., Ito, Y., and Togashi, F., Int. J. for 

Numerical Methods in Fluids, 43, pp.769-783, 
2003. 

[3] Tanabe, Y., Saito, S., Kobiki, N., Murota, K., 
Sugawara, H., Hayashi K., and Hiraoka, K., 35th 
European Rotorcraft Forum, Hamburg, Germany, 
2009. 

[4] Schmitt, V. and F. Charpin, Report of the Fluid 
Dynamics Panel Working Group 04, AGARD AR 
138, May 1979. 

[5] Ito, Y. and Nakahashi, K., International Journal for 
Numerical Methods in Fluids, 45, Issue 1, pp. 
79-108, May 2004. 

 

TAS-code

Center-line 

Cross-line 

Coupling

90% semi-span

80% semi-span

65% semi-span

44% semi-span

TAS-code Coupling 



Eighth International Conference on Flow Dynamics
November 9 - November 11, 2011

－ 198 － － 199 －

A Hybrid Scheme for the Near Wall Treatment of Building Cube Method 
 

Xinrong Su, Daisuke Sasaki, Kazuhiro Nakahashi 
Department of Aerospace Engineering, Tohoku University, Aoba 6-6-01, Sendai, Japan 

su@ad.mech.tohoku.ac.jp 
 

ABSTRACT 
In this paper we explore a new hybrid scheme for the near wall treatment of viscous computation with Building Cube Method. Cloud 
of points are generated to resolve the boundary layer and most of the points are distributed on the one-dimensional lines along the 
wall normal direction, thus enabling the usage of high order scheme for the wall-normal direction. In the streamwise direction second 
order least-square method is used. The current method offers opportunity for high order in the normal direction and relives the burden 
of body-fitted near-wall mesh generation. The current approach is tested with several high Reynolds number cases. 

 (one line spacing between Abstract and Main text) 
1. Introduction 

Computational Fluid Dynamics (CFD) offers the 
ability to perform high fidelity predictions at relative 
low cost. While the accurate and fast-turnaround 
simulation for complex geometry still demands new 
strategies. The Building Cube Method developed by 
Nakahashi uses block structured Cartesian mesh to 
discrete the computational domain. Within this method 
the large scale mesh for complex geometries can be 
generated with extremely low cost and fast speed. While 
the solid walls need special treatments as the mesh lines 
are in general not aligned with the solid bodies. 

For flows with low and moderate Reynolds number, 
the Immersed Boundary method can be used to impose 
boundary conditions for the BCM method. While at high 
Reynolds number, the boundary layer is much thinner 
and anisotropic, thus the adaption of mesh size to the 
local boundary layer length scale would results in huge 
amount of mesh points. Thus with the current limited 
computation resources, some kind of body-fitted method 
is needed for the viscous computation. Meakin et al.[1] 
proposed the concepts of “strand grids” in which the 
near-wall mesh is generated in a one-dimension fashion 
and second order finite-volume method is used in the 
this part. While because of the complex geometry the 
near-wall mesh is of low quality and may include 
negative-volume cell. Ishida et al. [2] proposed to use 
the second order least-square for the near wall treatment. 

In the current work, a hybrid method is proposed. 
For the near wall points located on the one-dimensional 
lines, high order finite difference type method is used in 
the wall-normal direction; in the other direction second 
order least-square is used. In the current method, the 
degenerated cell problem in the Meakin’s method is 
avoided and also high accuracy can be available at least 
in the wall-normal direction. 

 
2. Method 

First the meshless least-square method will be 
introduced. As shown in Fig. 1, clouds of supporting 
points are used to calculate the flow derivative in the 
governing equation. Take 2D case as example, at point 
indexed 0, solving the linear least-square problem for 
any variable f yields the approximation of f�  

 0
1

( )[ ]
Tn

i i i
i

f f f a b
�

� � ��  (1) 

and in the above equation, coefficients ai and bi are only 

related to the positions of the least-square supporting 
nodes. 

 
Fig. 1 Cloud of least-square supporting points. 

 
For 2D case the governing equation can be expressed in 
the form of 

 0U F G
t x y

� � �
� � �

� � �
 (2) 

, with Eq.(1), the spatial residual has the form of 
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The above least-square method is second order in 
space. In theory arbitrary order least-square can be used, 
while higher than second order least-square method is 
always ill-conditioned and the above equation is hard to 
be extended to high order accuracy. Suppose a cloud of 
points are generated to resolve the boundary layer and 
some points are located on the lines along the wall 
normal direction, as demonstrated in Fig. 2. Thus we can 
setup a local coordinate system (n,s) in which the axis n 
is the unit direction to generate the points and is 
approximately perpendicular to the solid surface. The 
remaining axis is along the streamwise direction. With  

 
Fig. 2 Cloud of supporting points for the hybrid method. 

 
coordinate transformation, the governing equation in 
Eq.(2) can be transformed into the local system (n,s) in 
the form of 
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 (4) 

For high Reynolds number flow, the flow near the solid 
wall is highly anisotropic and there are large gradients in 
the wall-normal direction. The current idea is to use high 
accuracy scheme to resolve the wall-normal direction. 
As a result the wall-normal direction falls into a purely 
one-dimensional problem and numbers of highly 
accurate algorithms are available. Currently third order 
and fifth order accurate WENO scheme are available to 
calculate / n� �  term in Eq. (4). In the streamwise 
direction second order least-square method is used to 
discrete the / s� �  term in Eq. (4). 

Now we have to introduce how the near-wall points 
are generated. Points along the one-dimensional lines 
perpendicular to the solid wall are used to cover the near 
wall region. The information needed to generate these 
points are the local wall normal and the 1D spacing 
function that fits the requirement of accurate boundary 
layer capturing. For cases with convex and concave 
structures, scattered points are used to resolve the local 
geometry instead of 1D lines. In the current work the 
advancing front method proposed by Löhner and Onate 
[3] is used to generate these meshless points. Thus the 
current method relives the burden of near wall mesh 
generation and also provides the opportunity of high 
order accuracy, at least in the wall-normal direction. 

In the off-body part the flow region is resolved by 
block structured Cartesian mesh. Both the near-wall part 
and the off-wall part are solved with the implicit 
LU-SGS solver. Currently the Spalart-Allmaras 
one-equation turbulence model is used. 

 
3. Results and Discussion 

A series of test cases are used to validate the current 
method and two of them will be given in the manuscript. 

  
Fig. 3 Comparison of the computed velocity profile with 

the Coles’ mean velocity profile. 
 

The first test case is the turbulent flat plate with 
Reynolds number of 5M. One dimensional positioned 
points are used to resolve the boundary layer. The 
distribution of these points will be omitted here and will 
be given in the presentation. To assess the accuracy of 
the current method, the dimensionless velocity profile at 
the position with momentum thickness based Reynolds 
number of 10000 are compared with the Coles’ mean 
velocity profile, as given in Fig. 3. The current result 

agrees well with the Coles’ velocity profile throughout 
the boundary layer and is proven to be accurate. 

The second test case is the 30P-30N three elements 
airfoil. In this case the one dimensional points are used 
to resolve the boundary layer and the method developed 
by Löhner and Onate is needed to generate points to fill 
in the concave and concave regions, as shown in Fig. 4. 

 
Fig. 4 Near wall points for the 30P-30N case. 

 
The computed Mach number distribution is given in 

Fig. 5 and more results will be given in the presentation. 

 
Fig. 5 Computed Mach number distribution. 

 
4. Concluding remarks 

In the current work a hybrid method is developed for 
the near-wall treatment of the BCM applied to high 
Reynolds number flow. 1D spaced points are used to 
resolve the boundary layer and high accuracy scheme 
can be used in one dimensional fashion to resolve the 
wall-normal direction. For the streamwise direction 
second order least-square is used. Compared with the 
body-fitted mesh method, in the current approach points 
instead of mesh cells has to be generated, thus the 
burden of near-wall mesh generation has been relived. 
Also in the wall-normal direction the current method 
offers the opportunity of using high accuracy scheme. 
Several test cases are used to test the current method and 
the results are discussed. 
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ABSTRACT 
Controlling the viscosity of liquid suspensions is important in science and technology. Currently changing temperature 
is the leading method to control the fluid’s viscosity, inefficient, slow and taking too much energy. Here we show that the 
viscosity of liquid suspensions can be controlled by either electric or magnetic field, which forces the particles to form many chains 
along the field direction. When the field is parallel to the flow direction, the viscosity is reduced. When the field is perpendicular to 
the flow direction and along the shearing direction, the viscosity is increased. The technology will have many important applications.  

1. Introduction 
Viscosity of liquid suspensions is of great importance 

in all areas  science and engineering. Controlling their 
viscosity is vital. In some cases, such as clutches and 
vibration dampers, we need to increase the working 
fluid’s viscosity to make the device more efficient.. 
Electrorheological (ER) and  magentorheological (MR) 
fluids are such suspensions, where we use, electric or 
magnetic field to increase the viscosity [1]. In many other 
cases, we need to lower the viscosity. For example, 
reducing blood viscosity improves circulation and 
prevents cardiovascular events [2]. Lowering the 
viscosity of crude oil is the key to transporting offshore 
oil via undersea pipelines [3,4].  

Currently, changing temperature is the leading method 
to control the fluid’s viscosity. Especially we often raise 
the fluid’s temperature to reduce its viscosity. For 
example, to transport crude oil from Alaska to California, 
every ten miles there is one heating station, which raises 
the temperature of crude oil inside the pipeline. The 
purpose is to reduce the viscosity of crude oil, so that  
the flow rate of crude oil inside the pipeline will not be 
reduced. Also in some other cases, we lower the 
temperature to increase the fluid’s viscosity.  

However, changing temperature to control fluid’s 
viscosity is not efficient. It takes much energy and is 
quite slow. Especially, in many occasions, such as  
blood inside a body, we cannot change the temperature to 
control its  viscosity.  Therefore, a more effective 
method to control the fluid’s viscosity is needed.  

Here we present a theory and experimental results 
showing that we can control viscosity of liquid 
suspension by breaking the symmetry with suitable 
electric or magnetic field. 

2. Method 
Einstein first studied a dilute liquid suspension of 

non-interacting uniform spheres in a base liquid of 
viscosity 0� [5].The apparent viscosity �  was found,  

0 (1 2.5 )� � �� � ,   (1) 

for the volume fraction of the spheres 0.01� � . For 
high� , we must consider the maximum volume fraction, 

m� , available for adding particles. A face-centered cubic 
(fcc) lattice and a close packed hexagonal lattice of 

uniform spheres provides the ideal maximum packing 
0.74. For liquid suspensions, m�  is about 0.64, smaller 
than 0.74, since it is a random packing. Following the 
idea of Mooney [6], let us consider adding d�  volume 
fraction of spheres to a liquid suspension of volume 
fraction � . Since the net available volume fraction to 

add spheres is only 1 / m� �� ,  the increase of 
viscosity would be  

/ 2.5 /(1 / )md d� � � � �� � .  (2) 
Integrating the above equation gives us an expression to 
estimate the viscosity at high �

2.5
0/ (1 / ) m

m
�� � � � �� �  (3)

Krieger-Dougherty [7] introduced the intrinsic viscosity, 
[ ]� ,

[ ]
0/ (1 / ) m

m
� �� � � � �� � ,  (4) 

which enables us to estimate the viscosity for particles of 
any shape by choosing a suitable [ ]�

When � and temperature are unchanged, the 
effective way to change the viscosity is through 
changing of [ ]� . When [ ]�  is increased, the  viscosity 
will be significantly enhanced. When [ ]�  is decreased, 
the viscosity will be substantially reduced.  

We can achieve such goal with electric field or 
magnetic field [2-4]. Here we discuss the magnetic field, 
but the same physics applies to the case of electric field. 
We assume that the magnetic permeability p�  of the 

particles is different from f�  of the base liquid. In a 
magnetic field, the particles are polarized along the field 
direction. If the particles are uniform spheres of radius a,
the dipole moment is given by   
   )2/()(3

fpfpaHm ���� ���
��

,  (5) 

where H
�

 is the magnetic field acting on the sphere. 
The interaction between two induced magnetic dipoles 
takes 
       322 /)cos31( rmU f �� �� , (6) 

where r is their distance and �  is the angle between 
the field and the line joining the two dipoles. If this 
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interaction is strong enough to overcome the Brownian 
motion, the particles aggregate and align in the field 
direction.  

Once the particles form chains along the field 
direction, the symmetry is breaking. Under such a 
condition, similar to flow of nematic liquid crystal with 
its molecule alignment in one direction, the viscosity is 
no longer isotropic. 

As shown in Figures.1-3, the flow velocity is along 
the x-direction, but varies along the y-direction. If the 
applied magnetic field is also along the x-direction, then 
the induced chains is parallel to the flow direction, the  
viscosity is reduced, becoming the lowest (Fig.1). 

Fig.1. When the fluid flow direction is the same as the 
field direction, the viscosity is reduced, becoming the 
lowest.  

If the magnetic field is along the y-direction, the 
induced chains are perpendicular to the flow direction, 
the viscosity will be increased, becoming the largest 
(Fig.2). 

Fig.2 When the field is along the y-direction, the 
viscosity will be increased, becoming the largest. 

If the magnetic field is along the z direction, the 
viscosity will be higher than the situation in Fig.1, but 
lower than the situation in Fig.2.  

Fig.3. When the applied field is along the z-direction, 
the viscosity will be intermediate.  

Based on the above physical mechanism, we can 
control the viscosity of liquid suspensions, either 
reducing it or increasing it with application of electric or 
magnetic field. 

3. Results and Discussion 
To increase the viscosity, we need to produce chains 

perpendicular to the flow direction, but along the 
shearing direction. In this way, the chains are blocking 
the flow, as shown in Figure 4. This is a well-known 
phenomenon in ER and MR fluids.  

Fig. 4. The induced chains block the flow and make the 
apparent viscosity increased.  

We can control the chain size by selecting the field 
strength and application duration. In most applications 
of ER and MR fluids, the applied field should be very  
strong and keep on ,so that the fluids become solid. 
When we do not need such high viscosity, we can apply 
weak field and keep the field for a short duration. Then 
the viscosity will be increased, but not as strong as a 
solid.   

Fig.5 As the flow passes a strong local electric field, the 
suspended particles aggregate along the field direction, 
and the viscosity is reduced. 

As shown in Fig.5, the suspension flows from left to 
right. Initially at the left, the viscosity is high. When the 
fuel passes a strong local field, the suspended particles 
are polarized and the induced dipolar interaction forces 
the particles to aggregate into short chains. The viscosity 
is significantly reduced. 

The technology developed is expected to have many 
important applications.  
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ABSTRACT 
Single domain nanoparticles of iron oxides ranging 5-15 nm in diameter can be coated with a surfactant layer and suspended in a 
nonmagnetic liquid carrier. The suspension, a ferrofluid, exhibits magnetic behavior when an external magnetic field is imposed. The 
nanoparticles can be embedded within solid materials, e.g., inside 1-2 �m size polystyrene microspheres. The transport of both 
ferrofluids and magnetic microspheres can be controlled using suitable guiding magnetic fields. A combination of (bio)chemical 
functionalization and “action-at-a-distance” using a magnetic field has considerable potential for MEMS and NEMS devices 

 
1. Introduction 

Single domain nanoparticles of iron oxides ranging 
5-15 nm in diameter behave as superparamagnetic 
materials. These particles can be coated with an 
adsorbed surfactant layer and be stably suspended in a 
nonmagnetic liquid carrier. The resulting suspension, 
called a ferrofluid, exhibits magnetic behavior when an 
external magnetic field is imposed, which aligns the 
thermally disoriented magnetic moments of these 
particles. The nanoparticles can also be embedded 
within solid materials, e.g., inside 1-2 � m size 
polystyrene microspheres, so that the beads respond to 
magnetic fields. The transport of both ferrofluids and 
magnetic microspheres (containing superparamagnetic 
nanoparticles) can be controlled using suitable guiding 
magnetic fields. The nanoparticles or microspheres can 
be functionalized with chemical substances and 
bioconjugates to accomplish specific tasks. This 
combination of the (bio)chemical functionalization and 
the “action-at-a-distance” using the magnetic field has 
considerable potential for applications of 
superparamagnetic nanoparticles in MEMS and NEMS 
devices (Ganguly and Puri, 2010).  

Flowfields established with ferrofluids can be altered 
by applying external magnetic fields to realize enhanced 
heat transfer, controlled mass transfer or field-assisted 
self organizations and assemblies that form three 
dimensional structures, from the nano- to the mesoscale. 
Magnetic microspheres can be advantageously used as 
“mobile substrates” for microscale bio-assays or in vivo 
applications. This talk provides an insight into the 
magnetic behavior of the nanoparticles and the transport 
phenomena associated with ferrofluids and magnetic 
microspheres. 

The controlled transport of fluids and fluid-borne 
solids in microfluidic environments is generally 
produced using many imposed influences, e.g., inertial, 
viscous, surface tension, electrostatic, magnetic, 
chemical, or molecular interactions. Magnetic particles 
overcome a major challenge for lab-on-a-chip devices 
since these can be influenced by “action at a distance”. 
The ability to manipulate these particles from a distance 
frees space on microfluidic platforms for other purposes. 

The magnetic force that such particles experience is 
generally insensitive to the biochemical environment 
and other physical forces that are otherwise important at 

the microscale, e.g., electrostatic, surface tension, 
Brownian or van der Waals forces. 

 
2. Method 

Magnetic fields are produced due to free Jf and 
bound Jb electric currents. A static magnetic field obeys 
the Maxwell’s equations of magnetostatics (Griffiths 
2004), 
∇  × H = Jf, ∇  × M = Jb, ∇  × B =  (1 / µ

0
) J, and  

∇  ⋅ B = 0,  (1) 
where H is produced due to a free current, M represents 
the magnetization of the material, and J = Jf + Jb. The 
magnetization is a property of the material and also a 
function of the imposed H. Materials for magnetic 
particles used in microfluidics are usually ferrimagnetic 
and ferromagnetic that have large magnetization and 
hysteresis (Spaldin 2006). A magnetic material placed in 
a nonuniform magnetic field experiences a volumetric 
Kelvin body force (KBF) (Zahn 1979), 
f = µ0(M⋅∇)H + ∇(½ µ0 M ⋅M). (2) 
Hence, the bulk of a magnetic material is attracted 
towards the region with a stronger magnetic field. The 
total force on a finite size magnetizable body is the 
volumetric integral of the KBF,  

   F = µ
0

M ⋅∇( )H + ∇ 1
2
µ

0
M ⋅M( )[ ]∫∫∫ dϑ ,  (3) 

where dϑ is a differential volume element. Using the 
corollary of the Gauss divergence theorem, 

     ∇ 1
2
µ

0
M ⋅M( )∫∫∫ dϑ = 1

2
µ

0
M ⋅M( )�∫∫ n̂ds , where 

 n̂ds  is a differential area vector on the control surface. 
This vanishes for a finite magnetic body immersed in a 
nonmagnetic medium and,  

   F = µ
0

M ⋅∇( )H∫∫∫ dϑ . (4) 
 
3. Results and Discussion 

In a microfluidic medium, a stable colloidal 
ferrofluid can be treated as a continuum fluid (Cowley 
and Rosensweig 1967, Ganguly et al. 2004a,b), a 
self-assembled aggregate (Ganguly et al. 2005), or can 
be dispersed as a suspension of finely divided droplets 
in a background liquid (Banerjee et al. 1999). Such a 
ferrofluid suspension can also be mathematically treated 
through a continuum approach since the size of the 
dispersed nanoparticles is comparable to the molecular 
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mean free path of the carrier liquid. 
The hydrodynamic equations describing the mass, 

momentum, and species equations for the ferrofluid in 
another medium are, respectively (Ganguly and Puri, 
2010), 
∂ρ/∂t + ∂(ρυj)/∂xj = 0, (5) 
∂(ρυi)/∂t + ∂(ρυjυi)/∂xj = -∂p/∂xi + ∂τij/∂xj + fi, and (6) 
∂(ρYf)/∂t + ∂[ρυjYf − ρD⋅∂Yf/∂xj +  
 1/(6πηanp)⋅ρYffj]/∂xj = 0, (7) 
Here, ρ denotes fluid density, υi the velocity, p the 
pressure, D the ferrofluid diffusivity, and Yf the 
ferrofluid mass fraction. The viscous stress tensor τij in 
the momentum equation is expressed in terms of the 
fluid viscosity η and velocity gradient, i.e., 
τij = η(∂υi/∂xj + ∂υj/∂xi) – (2/3) ηδij(∂υk/∂xk), (8) 
where δij denotes the Kronecker delta. The last term in 
the momentum equation contains the KBF expressed per 
unit volume fi = Mj(∂Bj/∂xi) as explained in Eq. (4). The 
mass fraction Yf of nanoparticles in the host fluid and the 
particle volume fraction ϕ are related through the 
relation ϕ = ρl Yf/[ρp – (ρp − ρl)Yf], where ρp and ρl 
denote the densities of the particles and the host liquid 
respectively, and the local fluid density ρ is related to 
the local volumetric fraction of the nanoparticles 
through the expression ρ = (ρp − ρl)ϕ + ρl). For a dilute 
ferrofluid, the diffusivity D of the magnetic 
nanoparticles of radius an is obtained from the 
Stokes-Einstein equation, D = kBT/6πηan. The last term 
in the species equation (Eq. 7) represents 
magnetophoretic motion, which arises from the 
Stokesian migration of superparamagnetic nanoparticles 
under the magnetic force fj = µ0mp

k∂Hj/∂xk. Here, mp
k 

denotes the component of the particle magnetic moment 
vector along xk axis. 

The dynamic interactions of the gravity, surface 
tension and viscous forces with the KBF in ferrofluids 
give rise to several interesting hydrodynamic actuations 
and field-induced self-assembly behaviors, which can be 
used for a range of novel microfluidic applications. 

For larger particles, An isolated magnetic 
microsphere suspended in a nonmagnetic fluid under an 
imposed magnetic field gradient experiences a magnetic 

force Fm, a drag force    Fd
= K

wall
6πaη V − V

p( )  that is 
exerted by the fluid since the particle tends to move with 
a finite slip velocity relative to the fluid, a gravitational 
force (including the effect of buoyancy) 

   Fg
= 4

3
πa3( ) ρ

p
− ρ

l( )g , and a Brownian force FB. Here, 

ρp and ρl denote the densities of the particle and the 
carrier fluid, g the acceleration due to gravity, and Vp 
and Vl the absolute velocities of the particle and the 
carrier fluid, respectively. The motion of a particle under 
these forces is described by applying Newton’s second 
law of motion, i.e.,  

   
4
3
πa3ρ

p( )dV
p

dt = F
m
+ F

d
+ F

g
+ F

B
  . (9) 

 

4. Concluding remarks 
Several challenges must be overcome to integrate 

magnetic nano- and microparticles in microfluidic 
devices, such as particle agglomeration that alters 
magnetophoretic mobility and induces gravitational 
settling. Agglomeration also diminishes the binding sites 
available on particles, impeding surface (bio)chemical 
reactions. Clogging of microfluidic channels is another 
challenge. Colloidal stability of ferrofluids is another 
issue. Surfactants improve particle stability but induce 
creeping along a microchannel making it dirty. The use 
of magnetic particles is at a proof-of-concept stage due 
to these practical challenges. Future research should 
better characterize particle transport in microfluidic 
environments, improve material properties and surface 
functionalization, and particle response to the 
environment (Ganguly and Puri, 2010). 
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ABSTRACT 
Some polymers exhibit very high electromechanical activity, and there is a lack of physical understanding of the mechanisms at the 
origin of this behavior. In this work, it is believed that both heterogeneities of local stiffness and dielectric constants allowed by a 
phase separation at the scale of few nanometers are responsible for this unexpected behavior in heterogeneous polymers such as 
polyurethanes.  

1. Introduction 
Polymers are more and more used to design 

actuators based on electromechanical coupling. Most of 
devices are in fact capacitors consisting in 2 electrodes 
separated by a soft polymer (elastomer). Basically, 3 
main mechanisms are considered, namely (i) 
electrostatic compressive stress due to the applied 
voltage on the electrodes, (2) intrinsic deformation of 
the polymer induced by the electric field and (3) forces 
due the interaction of the applied electric field on free 
electrical charges inside the polymer. 

The first one is known as the Maxwell effect [1], and 
the strain S is a quadratic function of the electric field, E, 
such as :  

2 0, avec M M MS M E M
Y

ε ε= =
�

1 

where ε0 refers as to the vacuum permittivity, ε, to the 
average dielectric constant of the material, Y its average 
Young modulus. MM is the Maxwell electromechanical 
coefficient. 

The forces due to the free electrical charges is 
proportional to their density and to E. It can be 
neglected in pure non ionic polymers. Finally, the 
intrinsic mechanism, which will be called here after 
"electrostriction" is often described by an empirical 
relationship linear with E2 [2]. This effect can be much 
stronger, i.e. by 2 to 3 orders of magnitude that the 
Maxwell effect, especially in polar heterogeneous 
polymers. It is always reported as a compressive effect. 
Up to now, no physical description of this effect has 
been proposed in the literature. 

2. Physical Mechanisms Involving Dipole – Electric 
Field Interaction 

In recent work devoted to magneto-mechanical 
coupling [3], it was shown that magnetic particles 
randomly dispersed within a soft polymeric matrix were 
responsible for the extension of the composite material 
along the applied magnetic field H. In this study, the 
iron particles were magnetically polarized by the applied 
field, and the strain S was shown to varies with 2H . 
This situation should be similar to a homogeneous (i.e. 
amorphous) polar polymer, in which dipoles are 
randomly dispersed. This effect has been evaluated for a 
polyurethane (PU) and was shown to lead to an 

extension of the material, but with a very weak 
efficiency [4].  

In fact, in heterogeneous materials like some 
polyurethanes which are block copolymers, the phase 
separation (enhanced by the very weak entropy of 
mixing polymers) leads to the formation of rigid 
domains with a high dielectric constant dispersed within 
an almost non polar matrix with a low stiffness, at room 
temperature, as shown in Fig.1: 

Fig.1: schematic representation of block-copolymers 
microstructure after phase separation (from [5]) 

As it is well known, a dipole p�  in a homogeneous 

electric field E
��

 is submitted to a torque but to zero 
force. In a field gradient, the force can be written as: 

d Ef p
dz

= ⋅
����

2 

where z is a direction chosen here parallel to E
��

. 
On the other hand, the polarization of dipoles p� , or 

their orientation parallel to the field leads to a 
macroscopic electric displacement D

��
 such as: 

0 0 0(1 )D E P E Eε ε χ ε ε= + = − =
�� �� �� �� ��

3 

where P is the polarization density and χ the 
susceptibility of the material, so that, along z : 

0 ( 1)P E Eε ε α= − = 4 

If we consider a lamellar material (see Fig.2) 
perpendicular to E

��
, with 2 different dielectric constants, 

ε1 and ε2, the field gradient leads to internal stresses.  
As a rough approximation, it comes that: 

1 1 2 2E Eε ε= 5 

and: 
1 2 2

/ 2z

E EdE EgradE
dz a a

− ∆= ≈ =
������

6 
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Fig.1: Schematic representation of a lamellar material made of 
domains with different dielectric constants. The curve 

represents the electric field variation and f, the resulting forces 
applied on the inside the material. d is the long period of the 
lamellar material, and a the thickness of type (2) lamellas. 

Near the interface between two domains (i.e. over a 
distance of about a/2), the total force F applied per 
surface unit, can be written as (for 

2 1
ε ε� ): 

0 2 0 22
a dEF f E E E

dz
ε ε ε ε= = ≈ ∆�

�
7 

As it is shown, forces are compression in the 
domains with low ε (i.e., of type (1)) and are tension in 
domains of type (2). The macroscopic strain S is thus: 

0 2
1 2 1 2

1 1S F E E
Y Y Y Y

δ δ δ δε ε
� � � �− −= − = ∆ −� � � �
� � � � �

8 

where δ is the volume fraction of the stiff PU segments 
(δ=a/d in Fig.2) 

For polymers like PUs, it is easy to fill in the 
following two conditions, 

2 1
ε ε�  (which in turn leads 

to 1 2 1 and E E E E E∆ ≈ ≈� ) and 2 1Y Y� . Thus: 

20 2

1

)(1
S E

Y
ε ε δ

=
−

�
9 

and the electrostriction coefficient is: 

0 2

1

(1 )
EM

Y
ε ε δ−= 10 

In fact, such polymers are normally not lamellar but 
more often consist in soft matrix with dispersed stiff 
polar domains, as it is schematically recalled in Fig.1.  

On the other hand, field lines are "concentrated"[6] 
within the polar spherical particles, and at their surface, 
E1 becomes ϕE1 with ϕ≈3 (and may be even higher for 
ellipsoids for instance). 

Thus the total electromechanical coupling effect is 
described by: 

0 0 2

1

(1 )
cal E MM M M

Y Y
ε ε ε ε δϕ −= + = + 11 

3. Results and Discussion 
At this point, it is of importance to compare the 2 

terms of eq.11, as they look rather similar. The difficult 

point is the evaluation of the soft domains stiffness. In 
fact, the macroscopic Young modulus of such polymers 
results from two main effects, namely (i) the 
reinforcement of the soft matrix by dispersed stiff 
domains, and (ii) the crosslinking of chains by the stiff 
domains, if temperature in use is higher than the glass 
transition temperature Tg of soft domains and lower than 
Tg of stiff domains.  

However, with the following data, considering a 
classical commercial PU [2] (Estane 58888 NAT 021, 
purchased from Lubrizol Corporation): Y1=1 MPa ; 
Y=30 MPa ; ε2=40 [7] ; ε=5 ; δ=0,5 ; ϕ=3, it comes: 

2

1

(1 ) 400E

M

M Y
M Y

εϕ δ
ε

= − ≈ 12 

with MM = 1.6 10-18 and ME = 6 10-16. 
It appears clearly that for this kind of polymers, the 

main driving force at the origin of the electromechanical 
activity of dielectric actuators plays a negligible role in 
heterogeneous polar polymers. 

However, the predicted value for ME appears to be 
too small, compared to experimental data (found [2] at 
3.10-15 m2V-2). As discussed above, this may come from 
the overestimated value for the soft phase stiffness. As 
the average distance between stiff domains is in the 
order of 10 nm [8], it means that the average distance 
between stiff domain surfaces is about 2 nm for δ=0.5. 
At this scale, soft segments may present an apparent 
Young modulus much lower than 1MPa (in fact the 
rubber modulus of polymers lays from 0.1 MPa to 
10 MPa depending on their chemistry [9]). 

4. Concluding remarks 
This very simple model helps to understand the high 

electromechanical coupling activity exhibited by 
heterogeneous polar polymers like some polyurethanes. 
It is clear that heterogeneities of both mechanical 
stiffness and dielectric constants are the key points of 
this activity. More details will be given soon [10]. 
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ABSTRACT 
Small non-conducting objects dispersed in liquid dielectrics and subjected to homogeneous DC electric field exceeding some 
threshold value exhibit spontaneous rotation, called Quincke rotation. We have studied the angular motion of polymer disks around to 
an axis that perpendicular to the direction of applied electric field and have concluded that dynamics of the polymer rotor is very 
complex. It was found that angular deformation can also be induced by low frequency AC fields. Controllable rotation of small rotors 
is of relevance for a range of practical applications, for example in micro-motors or in microfluidics. 

1. Introduction 

Recent trend in science and technologies is in direction 
of micro- and nano dimension due to their extraordinary 
properties. In order to construct a novel type of 
micro-motors, we have intended to exploit Quincke 
rotation phenomenon. In 1896 G. Quincke observed that 
some solid particles can spontaneously rotate in certain 
media if a large uniform electric field is applied [1-7]. 
The rotational axis is always perpendicular to the 
electrostatic field. The phenomenon exhibits a threshold 
value of the electric field and occurs only if certain 
conditions concerning to the conductivity and 
permittivity of the particles and of the liquid are 
satisfied [1-7]. Due to these special criteria of material 
characteristics, it is not easy to observe the phenomenon. 
Only a limited number of experimental studies are 
available. If a semi-insulating sphere is immersed in a 
dielectric liquid and a uniform electrostatic field is 
applied, the appearance of a non-zero electric torque 
tends to accelerate any initial rotation. There is threshold 
electric field strength crE at which the solid particles 

begin to rotate. crE is independent of the size of the 
dispersed particle and depends on the electric properties 
of particles and the medium. The angular velocity, ω
as a function of the applied field, E can be expressed as 
[1,8]: 

                                                

( )
2

2

1 1
MW cr

EE
E

ω
τ

= ± −
      

crE E>      (1)                                          

                               
where MWτ is the Maxwell-Wagner interfacial 
polarization relaxation time. 

                                                          
                                  

In Eq.1 the ± sign takes into account the two possible 
directions of rotation. Since MWτ  does not depend on 
the particle size, Eq.1 predicts that the angular velocity 
of rotating particles is independent of the particle 
dimension.  

2. Methods 

We have studied the electrorotation of orthorhombic 
FeO(OH) particles as well as polymer disks loaded by 
these particles. The angular frequency, ω as a function 
of particle size as well as electric field intensity was 
measured. We have found that despite the theoretical 
prediction, the angular velocity strongly depends on the 
particle size. The rotation speed is higher for smaller 
particles than for larger particles.  

3. Results and discussion 

With increasing electric field intensity, the angular 
frequency of rotation increases. We have studied the 
angular motion of our composite disks and have 
concluded that dynamics of the rotor is very complex. If 
the strength of static DC field is accounted for, three 
regimes have been observed:  
- Below a threshold value, crE of the electric field, 

the disk does not show any motion.  

- At the threshold value and slightly above, the disk 
begin to rotate, but the angular displacement is less 
than 2π .  

- At DC field intensities much higher than the 
threshold value, continuous rotation was observed. 
The angular frequency was found to be dependent 
on the square of ( )crE E−
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The observed angular displacement was found to be 
either in clockwise or counter-clockwise direction. We 
have found that electrorotaion of polymer disk occur in 
AC field if the frequency is very low (f<1.5 Hz).  

We have studied the effect the nature of polymers, 
filler particles as well as the dielectric liquids on the 
electro-rotation. We were able to achieve Quincke 
rotation by using pure epoxy based polymer, fabricated 
by photochemical method. The rotating disk acts like 
micro sized motors with tunable angular frequency. 

Conclusion 

We have presented the first experimental demonstration of the 
development of novel electroactive polymer and polymer 
composites which perform rotation in uniform DC and AC 
electric field. Controllable rotation of small rotors is of 
relevance for a range of practical applications, for example in 
micro-motors or in microfluidics. 
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ABSTRACT 
Suspensions based on nano-particles of titanium dioxide (TiO2) with particle diameter around 300 nm and particle volume fractions 
of 8.8 and 12 vol% were prepared. The flow behavior and micro-structure were evaluated. The electro-rheological effect was also 
investigated for the nano-suspensions. The ER effect was discussed in comparison to the effect previously reported for the 
nano-suspension based on TiO2 with particle diameter around 15 nm. 

1. Introduction 
The electro-rheological (ER) effect is the reversible 

rheological responses of fluids only by application and 
removal of an external electric field. A suspension 
composed of micro-particles and insulating oil is 
known to show the ER effect [1]. The flow of the ER 
micro-suspension under no electric fields is generally 
assumed to be the Newtonian flow. Under an electric 
field, the flow is well assumed to be the Bingham flow. 
Because a characteristic response time of the ER 
micro-suspension is on the order of milliseconds [2, 3], 
there are substantial expectations for applications [4], 
such as dampers, clutches, valves, robotics, force 
display devices, and so on. 

For practical applications, however, there are still 
demands for the ER fluid to be improved. Although a 
much higher yield stress has been a major demand, 
stability in the ER effect would also be a demand. 
Recently, a suspension based on rutile titanium dioxide 
(TiO2) nano-particles has been reported [5-7]. The 
suspended particles were remarkably stable against 
sedimentation and electrical breakdown. The 
nano-suspension also showed a good fluidity with a 
gap of 50 �m.  

At a given particle volume fraction of �, it is 
expected that secondary particles based on the larger 
particles are smaller than those based on the smaller 
particles of the same chemical nature, crystal structure, 
and so on. In such a nano-suspension, a lower apparent 
yield stress can be observed. 

In the present paper, flow behavior and 
microstructure will be discussed for electro-rheological 
nano-suspensions based on TiO2 nano-particles with 
particle diameter around 300 nm and � = 8.8 and 12 
vol%. The effect of shearing time on the ER responses 
will also be reported.  
 
2. Experimental 

Nano-particles of anatase TiO2 with diameter of the 
primary particles (2a) around 300 nm were suspended 
in a silicone oil with the viscosity �c of 5x10-2 Pa�s [8]. 
The volume fractions of the particles were 8.8 and 12 
vol%. In the present paper, a nano-suspension will be 
coded for convenience based on a typical particle 

diameter of 2a and/or particle volume fraction of �. 
The rheological measurements were performed at 
room temperature using rotational rheometers with 
fixtures of parallel plates. Particle behavior was 
observed using an optical microscope equipped with a 
CCD camera. Furthermore, the effect of shearing time 
on the ER responses was also investigated. The flow 
behavior was also observed simultaneously [9, 10]. 

 
3. Results and Discussion 

Under no electric fields, the nano-suspension of 
300 nm and 8.8 vol% showed a plateau stress around 5 
Pa at the lower shear rates. At the higher shear rates, 
the stress of the sample of 300 nm gradually 
approached that of 15 nm and 8.8 vol% [5]. Similarly, 
the nano-suspension of 300 nm and 12 vol% showed a 
plateau stress at lower shear rates, but the plateau 
stress was higher than that of the nano-suspension of 
300 nm and 8.8 vol%.  

Figure 1 shows responses of shear stress to the dc 
electric field measured at a shear rate of 1.88 s-1 for the 
nano-suspension of 300 nm and 12 vol%. The data for 
the nano-suspension of 300 nm and 8.8 vol% are also 
plotted for comparison in the figure.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Responses of shear stress to the dc electric field 
for the nano- suspension of 300 nm and 12 vol%. The 
data for the nano- suspension of 300 nm and 8.8 vol% 
are also plotted. The strength of the applied dc electric 

field is shown in the figure. The gap between the 
electrodes was 50 �m, and the shear rate was 1.88 s-1. 
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The dc electric field, the strength of which is 
shown in the figure, was applied and then removed. 
Correspondingly, the increase and recovery of the 
stress is seen in the figure. The ER responses were 
observed even at 1 kV/mm, the results of which 
suggest that the polarization forces were slightly 
predominant over the Brownian agitation. Although 
the flow behavior of the sample of 12 vol% was not 
stable very much, the ER responses were effectively 
induced by the strengths of the electric field of 1 and 2 
kV/mm. Furthermore, the induced stress around 6 kPa 
was observed at 16 kV/mm. 

The stability of the micro-gap flow under the dc 
electric field was further evaluated for the sample of 
300 nm and 8.8 vol% [8]. Figure 2 shows the shear 
stress under the electric field plotted against time. The 
shear rate was 100 s-1. The gap h was set to be 50 �m 
for (a), and 100 �m for (b).  

For h = 50 �m, the flow was stable during the 
period on the order of 102 s at lower strengths of the 
electric field. However, a gradual increase, or a very 
slow mode of the ER response at 5 kV/mm is seen in 
the figure. For the flow of h =100 �m, a more stable 
flow than that of h = 50 �m is found in Fig.2. 
Especially, the stability of the flow of h = 100 �m was 
fairly well even at 5 kV/mm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 The effect of shearing time on the ER responses 

for the sample of 300 nm and 8.8 vol% within 
micro-gaps (h) between electrodes, h = 50 �m for (a), 

and 100 �m for (b). The shear rate was 100 s-1. 
 

It should be pointed out that a very slow mode in 
the ER response was also found for the sample of 15 
nm and 8.8 vol%, but the very slow mode was found 
even within a micro-gap of 200 �m [9, 10]. Therefore, 
the flow within a micro-gap of 100 �m for the sample 
of 300 nm was more stable than that of the sample of 
15 nm. 

In a micro-suspension, a chain-like microstructure 
along the electric field is induced, the ground state of 
which was found to be a body-centered tetragonal (bct) 
lattice [11]. A columnar microstructure or further 
developed ring-like microstructure was observed under 
shear and electric fields [12]. 

The development and gradual changes in a 
ring-like microstructure were also observed 
simultaneously for the flow of the sample of 15 nm 
and 8.8 vol% with the very slow mode [9, 10], 
suggesting the close relation between the very slow 
mode and the development of the ring-like 
microstructure. In the present study, the ring-like 
microstructure has not been observed for such a flow, 
but a similar very slow mode was observed. Further 
study is now in progress to evaluate the micro-gap 
flow behavior and microstructure of the ER 
nano-suspension. 

 
4. Conclusions 
   The nano-suspension of 300 nm and 12 vol% 
showed the induced stress around 6 kPa. The stability 
of the micro-gap flow under the dc electric field was 
also found to be fairly well for the sample of 8.8 vol%. 
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ABSTRACT 
Control problems for the stationary equations of the magnetic hydrodynamics considered under Dirichlet boundary conditions for the 
velocity and mixed boundary conditions for the electromagnetic field are formulated. Necessary conditions of an extremum and 
estimates of local stability of solutions of concrete extreme problems concerning certain perturbations as cost functional and one of 
the set functions, velocity making sense a vector on boundary are deduced. 

 
 

1. Introduction 
In recent years, much attention has been given to 

optimal control problems for flows of viscous 
electrically conducting fluids. The study of these 
problems was motivated by the necessity of the most 
effective control mechanisms for hydrodynamic 
processes in such fluids. A rigorous theoretical study of 
control problems in hydrodynamic and magnetic 
hydrodynamics can be found, for example, in [1-13]. 

Along with optimal control problems, an important 
role is played by identification problems for MHD 
models. In the latter problems, the unknown coefficients 
involved in the differential equations or in the boundary 
conditions for the model in question are determined 
from additional data on the solution. Note that 
identification problems can be reduced to optimization 
problems with a suitable choice of the minimized cost 
functional. In [13] this approach was used to analyze the 
solvability, uniqueness and stability of solutions to 
identification problems for models of magnetic 
hydrodynamics of viscous incompressible fluid. 

In this paper control problems for the stationary 
magnetic hydrodynamics (MHD) model governing a 
flow of a viscous electrically-conducting fluid are stated 
and analyzed. This model consists of the Navier-Stokes 
equations, the generalized Ohm law, and the stationary 
Maxwell equations without displacement currents, 
considered under Dirichlet boundary condition for the 
velocity and mixed boundary conditions for the 
electromagnetic field. The solvability of the problem is 
proved, an optimality system is derived, and sufficient 
conditions on the initial data are established that ensure 
the uniqueness and stability of the solution. 

Detail in this paper will be formulated and studied 
control problems for stationary equations of magnetic 
hydrodynamics of a viscous incompressible fluid 

,0 div   ,rot  )( ==×−∇+∇⋅+∆− ufHHuuu κν p (1) 
,rot   ,0 div  ,  rot  1 0HHJuHEH 01

1
0 ===×+− − υκρν  (2) 

considering in domain Ω under following 
inhomogeneous boundary conditions: 

.on        and      , Γ=×=⋅= knEnHgu q        (3) 
Here Ω∈R3 is a bounded domain with boundaryΓ, u, H 
E are vectors of velocity and intensity of magnetic and 
electric fields, p=P/ρ0 where P is the pressure, ρ0=const 
is a density, J0 is a vector of density of external currents, 
g, q and k are given functions on Г. We shall refer to 
problem (1)-(3) as Problem 1. 

For model (1), (2) papers [3,7-9] are devoted 
theoretical research of extremum problems. In these 
articles solvability of considered extreme problems is 
proved, the systems of an optimality describing 
necessary conditions of an extremum are deduced and 
analyzed. In essentially smaller degree questions of 
uniqueness and stability of solutions of extreme 
problems are studied. In this plan we won'te only works 
[7] in which questions of uniqueness of solutions of 
extreme problems are studied for model of magnetic 
hydrodynamics viscous heat conducting fluids. Taking 
into account it the basic attention will be more low 
given construction of the theory of research of 
uniqueness and stability of decisions of extreme 
problems for model (1), (2). The developed theory is 
based on the new a priori estimates of solutions of a 
boundary problem (1)–(3) and the auxiliary theorem 
about properties of a difference of solutions of the initial 
control problem the perturbed control problem of 
received by certain perturbation initial cost functional. 
The obtained estimates of stability have a bulky 
appearance. However with use of specially introduced 
dimensionless parameters which are analogs of 
Reynolds, Gartman and Prandtl numbers widely known 
in hydrodynamics they will be written down in enough 
compact and evident kind. 
2. Optimal Control Problems 

Our goal is the theoretical analysis of the boundary 
control problems for the models under consideration. 
This problem consists in minimization of certain cost 
functional depending on the state and controls. In order 
to formulate control problem for the model (1)-(3) we 
split the set of all data of Problem 1 into two groups: the 
group of controls containing the one function 

)(~ 2/1 Γ∈Hq  and the group of fixed data comprising the 
invariable functions g, f, k and J0. We assume that the 
control q can change in some closed convex set 

)(~ 2/1 Γ⊂ HK . The mathematical statement of the 
optimal control problem is as follows: find a pair (x, q), 
where x=(u,H,p)∈X, and q∈K such that 

inf),(),(
2

,2/1
1

2
→+=

Γ
qTIuJ i

µ
ux . 

          KqXqF ∈∈=  ,  ,0),( xx           (4) 
Here F(x,q)=0 is the operators form of the weak 
formulation of Problem 1; µ1 is nonnegative parameter, 
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Ii(u,p) is a cost functional. The possible cost functionals 
are usually defined as 

1

,12
1

1 )(   ,)(
QQ

II dd vvvvvv −=−=  

       1
4

1
3 )(   ,rot )(

QQ
pppII ddvv −=−= η   (5) 

Here Q is a some subset of domain Ω, vd∈L2(Q) (or 
vd∈H1(Q)) is function, which simulates a given 
distribution of the velocity field in Q. Functions 
ηd∈L2(Q) and qd∈L2(Q) have a similar sense. 

The existence of an optimal solution is based on the 
a priori estimates and standard techniques (see [3]). 
Optimality systems describing first-order necessary 
optimality conditions were obtained, and, by analysis of 
their properties, conditions ensuring the uniqueness and 
stability of the solution were established.  
3. Uniqueness and Stability of the Extremum 
Problem 

Sufficient conditions on the initial data providing 
local uniqueness and stability of solutions of concrete 
extremum problems and stability estimates are main 
results of this paper.  

Let us consider the extremum problem 

  inf,~
22

)q~ ,( 2

,2/1
120 →+−≡

Γ
qJ

Q

µµ
dvvv  

         KqXqF ∈∈= ~ ,  ,0)~,~,( xgx ,    (6) 
corresponding cost functional I1(v). Let us assume below, 
that the boundary function g~  in (6), can change in 
some bounded set )(/ Γ⊂ 21

THG . Denote by 
(x1,q1)≡(u1,H1,p1,q1) the solution of a problem (6) 
corresponding to functions )(2)1( Qdd Luv ∈≡  and 

G∈= 1
~ gg . By (x2,q2)≡(u2,H2,p2,q2) we denote the 
solution of a problem (6) corresponding to perturbed 
functions )(2)2( Qdd Luv ∈≡  and G∈= 2

~ gg .  
Let us put 

Γ
−+−≡∆

,2/121
)2()1( gguu

Qdd
. 

Simple enough stability estimates of the solution the 
problems (6) which are looking like are received 

∆≤−
Ω uH

uu M
)(21 1 , ∆≤−

Ω HH
HH M

)(21 1
, 

∆≤− pMpp 21 , ∆≤−
Γ qMqq ,2/121 , 

where Mu, MH, Mp and Mq are not decreasing functions 
of norms of the initial data. 
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ABSTRACT 
The high-speed particle image velocimetry (PIV) is first used to measure fluctuating particle velocity at low air velocity in a

horizontal pneumatic conveying. Then orthogonal wavelet multi-resolution technique is employed to analyze the fluctuating particle 
velocity. It is revealed that the axial fluctuating energy of particle velocity is mainly contributed from the wavelet components of low 
frequency in bottom part of pipe. High spatial correlation is found in the low frequency range by using multi-scale two-point 
correlation method. 

1. Introduction 
Pneumatic conveying of solid particles in pipeline is 

frequently used in a significant number of industrial 
processes. To get lower energy consumption and lower
pipe erosion, pneumatic conveying is usually conducted 
at the low velocity [1]-[2]. To realize the purpose, it is 
necessary to reveal the mechanism of gas-solid 
two-phase flows, especially the dynamics of solid 
particles in the range of low air velocity. 

In recent years, the experimental measurements of 
particle velocity in dilute gas-solid two-phase flows 
have been attracted considerable interest. Tsuji and 
Morikawa [3] measured air and particle velocities in a 
dilute phase gas-particle suspension flow of a horizontal 
pipe by use of LDV. Yan and Rinoshika [4] analyzed 
the particle velocity and concentration characteristics in 
a horizontal pneumatic conveying with dune model 
using High-speed PIV.  

Over the past decades wavelet transform has 
emerged as a major time-frequency decomposition tool 
for extracting new information on the turbulence 
structures of various scales [5].  

This study aims at revealing the velocity fluctuation 
of solid particles using wavelet analysis. The 
distributions of particle fluctuation velocity are 
measured by the high-speed PIV at low air velocity. 
Particle fluctuation velocity is decomposed into 
different scales using wavelet multi-resolution technique. 
The particle fluctuation velocities of different scales are 
analyzed in terms of the mean-squared particle 
fluctuation velocity, and two-point correlation.  

2. Experimental Setup 
The experimental facility of the positive pressure 

conveying system, as shown in Fig.1, is used. Air from a 
blower flows through the orifice meter, and picks up the 
solid materials fed by gravity from the feed tank at the 
inlet of the conveying pipeline. Then, the gas-particle 
mixture enters the test pipeline and at the pipeline exit 
the particles are separated by the separator. The 
conveying pipeline consists of a horizontal smooth 
acrylic tube with an inside diameter of D = 80 mm and 
total length of about 5 m. The airflow rate and the solids  

mass flow rate are respectively measured by the orifice 
meter and load cell. The gauge pressures along the 
pipeline are measured by pressure transducers. 

A high-speed camera is used to capture the 
successive digital particle images at a frame rate of 
1000fps with a resolution of 1024×576 pixels. A thin 
light sheet of thickness=5mm produced by a 
high-intensity continuous light source, is used to 
illuminate the objective particulate flow on the center 
plane. The measurement is carried out at a location of 
x=3.5 m (x/D=44, location C) from the particle inlet.  

3. Results and Discussion 
3.1 Profile of particle velocity

To study behaviors of particles, the distributions of 
the time-averaged particle velocity ap Uu /  versus y/D
(y is the ordinate from bottom to top of pipe) measured 
by PIV at the air velocity of 14.13m/s, and is shown in 
Fig.2. 
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Fig.1. Schematic diagram of the experimental apparatus 
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Fig.2 Profiles of time-averaged particle velocity 
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It is evident that the particle velocity in the upper part of 
pipe is higher than that in the bottom of pipe. It is 
because particles exhibit suspensions and sliding strands 
along the bottom of the pipe and the particle 
concentration is low in the upper part of pipe. 
3.2. Orthogonal wavelet decomposition of mean-squared 
particle fluctuation velocity 

In order to get the intensities of particle fluctuation 
velocity at various frequencies, Daubechies orthogonal 
wavelet basis with order 10 is used to decompose 
particle fluctuation velocity into 8 levels. Fig.3 shows 
the profiles of 22 / ppi uu ��  in various frequencies (3Hz - 

400Hz). Here 2
piu� represents the horizontal fluctuation 

energy of ith wavelet level, and it is normalized by the 
measured fluctuation energy of 2

pu� . 22 / ppi uu ��  provides 
a measure of the contribution from each wavelet 
component to the intensity of particle fluctuation 
velocity.

In Fig.3(a), the wavelet components of 3-25Hz 
accounts for about 84% in the bottom of pipe, in the 
range of 50-400 Hz (Fig.3b), the largest contribution 
accounts for about 78% near the top of pipe. These 
imply that, particle fluctuation has a close relationship 
with low frequency components in the bottom of pipe, 
and the component of high frequency makes comparable 
contribution to horizontal particle fluctuating energy in 
the upper part of pipe as the effect of suspension flow. 
4.6 Two-point velocity correlation of various 
frequencies 

To evaluate the two-point correlation of the particle 
velocity at different frequency, the two-point correlation 
coefficient of the wavelet component, piip uRu 0 , in the 
measurement plane is defined as: 

� � 2/1
22

0

0
0

piip

piip
piip

uu

uu
uRu � (1)

where 0pu  is the reference particle velocity selected at 
y/D � 0.5, the subscript i denotes the wavelet 
component.  

As shown in Fig.4, larger particle velocity correlation 
appears in the wavelet components of lower than 50Hz 
in the lower part of pipe. The wavelet component of 6Hz 
exhibits the largest space correlation. It indicates that the 
large particle velocity correlation results from the low 
frequency components, which corresponds to the sliding 
strands of high particle concentration flow. 

4. Concluding remarks 
(1) In lower part of pipe, the fluctuating energy of 
horizontal particle velocity is mainly contributed from 
the wavelet components of low frequency, accounting 
for about 84%. 
(2) The wavelet components of high frequency make 
comparable contribution, accounting for about 78%, to 
the fluctuating energy of horizontal particle velocity in 
upper part of pipe. 
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Fig.4 Two-point correlation coefficients of wavelet 
components at various frequencies 

(3) The low frequency components (less than 50Hz) 
exhibit large space correlation in the lower part of pipe, 
and this space correlation increases with the decrease of 
frequency. 
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ABSTRACT 

In this paper, we present the changing of vortex structure around ideal elastic deformation of flapping wing due to some ribs . 
We designed small flying robot to use as an observation system in hazardous environments, and it could be stable flying in 
experiment. However, the wing elasticity is important, but elastic details are affected to flow field and aerodynamic forces have not 
clarified. We have proposed an ideal elastic deformation of flapping wing due to some ribs. In the structural analysis, the simulation 
results demonstrate, that some ribs attached with the main spar on the wing structures could control the wing deformation 
influentially. To clarify the structural deformation affected to a flow field, we investigate the vortex flow structure around flapping 
elastic wings of small flapping robot by fluid-structure interaction (FSI) simulation (ANSYS EF 13. and ANSYS-CFX 13.) 
 
1. Introduction 

Many creatures, such as flying insects, birds, or 
aquatic animals, fly and swim skillful by controlling a 
flow field around their body using their wings or tail 
flukes of complex shape and their elastic deformations. 
Since, the flying insects have been evolved and 
perfected their flight for their size today. Hence, many 
researchers attempt to mimic these characteristics of the 
insect flight, and construct a small flapping robot or 
MAVs for performing the special missions[1]. However, 
the flow field around the moving elastic body is treated 
as a coupled problems of fluids and structures (Fluid 
Structure Interaction (FSI) problem)[2,3]. In addition, 
there are a variety of the phenomena with applications in 
many areas. The flying robot is only one of the 
application on the fluid-structure combination working. 
For solving FSI problems, 3-D structural deformations 
largely and complexly have not been solved fully yet. In 
our previous works, we have performed about the elastic 
deformations of the flapping wing with structural 
analysis by finite element method(FEM) as shown in 
Fig.1. However, the elastic deformations, affected to a 
vortex flow structure around the flapping wing, had not 
been solved yet. Furthermore, it is shown, that some ribs 
attached with main spars of wing structures dominate 
over the elastic deformation on membrane strongly.  

In this work, the vortex structure around the wing 
structure included some rib effects are clarified. 

 
2. Method 

The elastic wing structure attached with some ribs 
was used in the simulation. The wing structures are 
defined two parts as the main spar and  membrane 
parts as shown in Fig.2. The main spar and membrane 
are a carbon rod and special paper material, respectively. 
The linear elastic behavior as isotropic elasticity was 
defined with both the carbon rod and special paper. The 
material properties and the structural and fluid analysis 
conditions are defined as shown in Table 1 and 2. 

For solving this fluid-structure coupling problem, the 
numerical analysis divided between computational fluid  

 
Fig. 1 The elastic deformation of flapping wing due to 
some ribs, (a) A-Type wing, (b) B-Type wing, (c) 
C-Type wing  
 
dynamic(CFD) and computational solid dynamic(CSD) 
are described. The phenomena of the flow over the 
flapping elastic wing are assumed as an unsteady flow, 
three-dimensional incompressible, and turbulent flow. 
Hence, the governing equations of the fluid dynamic 
part are the continuity, and Navier-Stokes equation 
given by Eqs. (1) and (2). Due to the flow behaviors 
over the flapping wing is the turbulent flows, 
Shear-Stress transport(SST) k-� mode is considered[3]. 

In continuum mechanics, the equation of motion, 
that govern the structural dynamics of the flapping 
elastic wing can be given as Eq. (4). For the kinematics 
equation of flapping motion, a time-varying flapping 
angle as setting with the supports is defined by Eq. (3) 
referred with the paper[5]. In structural analysis, the 
nodal displacement data are calculated and send to fluid 
solver for solving the coupling phenomena.   
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Fig. 2 The wing structure for Structural modeling 

 
Table 1.  Fluid simulation condition 

Fluid Air Inlet 1.5 [m/s] 

Mesh Hexa &Tetra Outlet 0 [Pa] 

Element number 3.e+06 Wall Symmetry 

Turbulence SST k-w Time step 2.5.e-04 [s] 

Re 8215 Flap. cycle � 1. 

Iteration 20 Cal. Time Two months 

 
Table 2.  Structural simulation conditions 

Structure E [MPa] Density [kg/m
3
] Poison’s ratio 

Carbon rod 133 1400 0.28 

Special Paper 1. 300 0.3 

Model Linear elastic Node number 1.e+04 

 

 � � 0��� U�  (1) 

 � � � � � �� �� �TUUpUU
t
U

�����������
�

� �����  (2) 

 � � � �� � 002sin][ ���� ���� ttfAt  (3) 

 � �� � � �� � � �� � � �� �tRtqKtqCtqM ��� ][][][ ���  (4) 

In the coupling method, we used the decoupled 
solver with the governing equations of the structural and 
fluid region independently. We perform a coupling 
simulation transferring on the fluid structure interaction 
by using ANSYS 13.0 and ANSYS-CFX 13.0. For a 
boundary surface of the wing structure, the interface 
transmitting pressure and displacement data is defined 
for the wing surfaces. The phenomena on the fluid, 
structural, and their interface region adequately are 
needed to keep convergence using iterative calculation 
because of strong interaction between the fluid and 
structural region.  

 
3. Results and Discussion 

We captured the flow field around the flapping wing 
at first flapping clycle. The vortex structure varying with 
flapping wing positions were explained by the vorticity 
contours as shown in Fig. 3. This is the iso-surface 
vorticity of 160 [1/s] at the top-dead point, and moving 
down after top point as shown in Figs. 2(a) and 2(b), 
respectively. We found, that the high velocities occur at 
the tip-wing and trailing edge, because these positions 
have the high momentum transferred from the wing’s 
edge to the vortex structure around the wing. However, 
the vorticity are largest behind trailing edge and near 
tip-wing, because velocity gradient in X and Y axis have    

 
Fig. 3 Vorticity around flapping elastic wing varying the 
wing positions, (a) top-dead point, (b) moving down 
after top point. 
 
been large. The discontinuous vorticity at the trailing 
edge is also occurred by deforming membrane as shown 
in Fig. 3(a). The vortices behind the wing is generated 
by both flapping motion and elastic deformation. 

 
4. Concluding remarks 

In this paper, we have proposed a new idea how to 
control the wing’s deformations by some ribs attached 
with the main spar of wing structure. We have simulated 
the vortex flow structure around the flapping elastic 
wing attached with some ribs. The simulation results are 
illustrated, that the vorticity around the wing is varied 
with, that the flapping wing position varied as flapping 
angle are stronger than the order of wing deformations. 
Moreover, the high vortices occur at the near center of 
trailing edge, these positions have thigh momentum 
transfer from the trailing edge due to an high total 
acceleration also. 

In future work, we will consider the results at third 
and forth flapping cycle due to these results are only 
first cycle. It is just simple data. We expect, that the 
results from third cycle are significant for considering 
the deformation affected to the flow phenomena.    
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ABSTRACT 

Flow field around a cylindrical body with hemispherical nose, with and without a spike was visualized in a water flow channel using 

water color dyes. Attention was focused on the formation of vortices near the stagnation area of the forebody, and the effect of spike 

on the zone of influence. The effect of spike-nose configuration on the zone of influence and the base region was also studied. Two 

vortices of opposite family were observed on either side of the spike, as well as at the base of the forebody. The size of these vortices 

was quantified with respect to the forebody diameter.  

 
1. Introduction 

For simultaneous reduction of drag and aerodynamic 

heating at high-speeds, a forward facing spike attached 

to the nose of the body, as a passive control device, had 

been investigated in detail in the past, using numerous 

experiments and numerical analysis [1]. The flow 

physics around a spiked body accompanying 

recirculation region (comprising of vortices), as shown 

in Fig. 1, have been discussed, but the literature fails to 

report any information about the mechanism of 

formation of the vortices, its quantitative measurement 

and the zone of influence around the spiked body. Hence, 

an attempt has been made to understand the flow 

physics of vortex formation near the stagnation zone and 

the shedding of vortices at the base, using a low-cost 

device. The present work mainly deals with the 

influence of the flow field around the spike at a 

predetermined Reynolds number and the effect of 

spike-nose configuration on the same. 

 
Fig. 1 Spiked-body concept 

 

2. Experimental facility and method 

In the present study, the flow around a spiked body, 

comprising of vortices near the stagnation area, was 

visualized using a rectangular water flow channel [2-3], 

manufactured in-house in the Suzuki K. Laboratory, 

University of Tokyo. Schematic diagram and a pictorial 

view of the channel are shown in Fig. 2(a) and Fig. 2(b), 

respectively. Water from the chamber, spills over the 

inclined plate and is conditioned using an array of 

wire-meshes, before reaching the downstream of the 

test-section. The flow quality is found to be fairly 

uniform in the test-section. The velocity of the flow is 

measured using the floating-particle method technique, 

over the length of the test-section. The average of a set 

of measured velocities is taken as the representative 

velocity of the flow.  

 
(a) 

 
(b) 

Fig. 2 (a) Schematic diagram of experimental set-up 

(dimensions in mm), (b) pictorial view of the set-up 

The schematic diagrams of the test models and spike 

geometries, manufactured from ABS material using 

PC-controlled Modela MDX-504A (Roland DG 

Corporation) Rapid-prototyping machine available 

onsite in the laboratory, are shown in Fig. 3. The axis of 

the model was aligned parallel to the flow direction at 

the middle of test-section for every test. The model 

consists of a hemisphere-cylindrical forebody with 

various spike-nose configurations (hemispherical, 

conical, flat and a specific case of square cross-section 

with side or equivalent diameter equal to (�/4)
0.5 

d, d 

being the spike root diameter). All the tests of the 

present study were carried out at Reynolds number 3070 

based on the main body diameter. After the proper 

alignment has been ensured, sometime is given for the 

flow to develop properly. The flow field in the 

test-section was ensured to be parallel and uniform by 

observing parallel streak lines of dye injected upstream 

of the empty test-section. Then the model was placed in 

the test-section and the flow field was recorded on a 

video camera (PANASONIC, Model DMC-ZX3) at 30 

frames per second. The videos recorded clearly exhibit 

the zone of influence (Z), head (H) and the vortices (V) 

at the base, as illustrated in Fig. 4.  
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Fig. 3 Test geometry with spike configurations 

 

 
Fig. 4 Flow field nomenclature 

 

3. Results and Discussion 

  Some representative visualization pictures, around the 

base body without and with spikes of different shapes at 

Reynolds number 3070 are shown in Fig. 5. The zone of 

influence, the head and the vortex length were measured 

from the video clippings. The measured values are given 

in Table 1. For all the cases visualized, two vortices 

were positioned at the base of the model as seen in Fig. 

5. The measured values of H, Z and V were 

non-dimensionalized with D. The H/D magnitudes for 

the base body and with different spike configurations are 

shown in Fig. 6. It is interesting to see that with the 

introduction of spike, the head increases significantly 

for all the spike configurations. However, the increase is 

the maximum for the spike with conical nose. For this 

case, the H/D increase is from 0.3 to 0.68. Furthermore, 

for the square face spike with cylindrical and square 

shoulders the increase in the head zone is almost 

identical. The change in the influence zone with all the 

spikes is substantial as seen in Fig. 7. It is seen that 

accepting the conical nose for which the influence zone 

increases from 70.3 mm to 72.6 mm, for all other spikes 

the influence zone comes down significantly. For the 

hemispherical spike, the influence zone is the minimum 

in the present study. The vortex length variation for 

different spikes is compared in Fig. 8. It is seen that the 

longest vortex is for the spike with hemispherical nose. 

For the flat nosed cylindrical and square spikes the 

vortex size is almost the same. It is well known that the 

reduction of positive pressure at the nose of the model 

can give rise to drag reduction. From these results, it can 

be inferred that, the reduced expanse of the influence 

zone and longer vortex at the nose of the basic body can 

be taken as an indication of reduced positive pressure at 

the nose of the body. With this inference it may be 

summarized that among the spikes studied, the spike 

with hemispherical nose is the potential candidate for 

reducing the drag of the basic body.  

Table 1. Measured values of H, Z and V (mm) 

Spike                H     Z      V 

No spike (NS)         

Conical (CN)          

Hemispherical (HM) 

Flat (FL) 

Square (SQ) 

12.1      70.3 

27.0      72.6 

24.0      63.8   

25.9      66.0 

25.3      68.6 

  0.0 

  4.8 

 14.1 

  8.2 

  8.6 

   

 
Fig. 5 Flow field for the test cases 

 

 
Fig. 6 Head variation for various spikes 

 
Fig. 7 Zone of influence variation for various spikes 

 
Fig. 8 Vortex length variation for various spikes  
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ABSTRACT 

A transfer matrix (TM) model is developed in this paper for a synthetic jet or zero-net mass-flux actuator used in flow control 
applications. The analysis and design of a synthetic jet actuator is greatly simplified by the use of the transfer matrix method, which 
treats the synthetic jet actuator as a two-port network with input and output ports. The TM method is a more powerful alternative to 
lumped-element modeling. The model is summarized, and the resulting predictions match previously published results. 

 
1. Introduction 

A synthetic jet or zero-net mass-flux (ZNMF) 
actuator has numerous flow control applications [1-3].  
The typical ZNMF actuator discussed in this paper, 
shown in Fig. 1, drives a piezoelectric diaphragm to 
alternately expel/ingest flow from/to a cavity through an 
orifice or slot.  Its first-order modeling for design 
purposes is traditionally accomplished using quasi-static 
lumped element modeling (LEM), which has some 
fundamental limitations [2,4].   

The transfer matrix method is introduced in this 
paper to model a synthetic jet actuator with the ultimate 
goal of circumventing some LEM limitations.  A 
transfer matrix is traditionally employed in electrical 
and mechanical vibration anlysis [5]. Complex 
electromechanical devices can be simply modeled as a 
“two-port network” with input and output ports, as 
shown in Fig. 2.  Matrix algebra can then be applied 
for analysis of such networks. The interconnection of 
parallel, series-parallel, and parallel-series network 
combinations can thus be handled by simple linear 
addition or multiplication of the transfer matrices.  The 
TM approach is outlined for a prototypical actuator and 
compared to both LEM and experiments. 
2. TM for the Synthetic Jet Actuator 

For a two-port network, as shown in Fig. 2, the TM 
representation is given by  

 2 11 12 1

2 21 22 1output input

e T T e
f T T f
� � � � � �

�� � � � � �
� � � � � �

 (1) 

where e  and f  denote generalized effort and flow 
variables at the input and output ports in various energy 
domains. For instance, in the acoustic domain, the effort 
variable is the acoustic perturbation pressure, p� , while 
the flow variable is the acoustic volume velocity, Q�  
(used in this paper), or perturbation velocity, u� .  

In order to develop the TM for a synthetic jet 
actuator with a side-mounted PZT disk, the device is 
divided into several sub-systems as shown in Fig. 1: 
PZT disk, Duct A, Duct B, and the orifice/slot.  The 
TM of each sub-system is then derived, and the TM for 
the actuator is obtained by multiplication or addition of 
the TM of the sub-systems [6]. 
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Fig. 1. Schematic of a side-mounted ZNMF jet actuator. 
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Fig. 2. A two-port network. 

The TM for a PZT disk is derived using the 
terminology and lumped-element approach outlined in 
[4], as shown in Fig. 3 

 

2

0

0 1

eB aD aD

eB

j C Z Z
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Q Ij C

� �
� �
�
� �

� ��
�� ��� � � �� ��� � � �� � � � �� � �� �

� �

, (2) 

where �  is the turns ratio, eBC  is the is the blocked 
electrical capacitance of the piezoelectric diaphragm, 
and aDZ  is the short-circuit acoustic impedance of the 
piezoelectric diaphragm, and V  and I  are the input 
voltage and current, respectively.  
 As shown in Fig. 1, at the interface, one has  

 1 2 3p p p� � �� � , (3) 
and 

 1 2 3Q Q Q� � �� � . (4) 
Furthermore, the perturbation pressure 2p�  is related to 
the acoustic volume velocity 2Q�  via 

 
� �0 02

2 1

cot / 2j c kLp
Q S

��
� �

�
, (5) 

where 0�  and 0c  are the density of the air and the 
speed of sound, respectively, and 0k c��  is the 
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wavenumber.  Eqs. (3)-(5) thus lead to 

 
� �

3 1
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3 1
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, (6) 

where � �1 1,p Q� �  is related to � �0 0,p Q� �  via a TM of a 
duct with cross sectional area 1S  [5]: 

0 0

1 01

01 1

0 0

cos sin
2 2

sin cos
2 2

j ckL kL
S pp

QQ jS kL kL
c

�

�

� �� � � ��� � � �� � �� � �� � � � � �� �� � �� � � � �� � � � �� � � ��� �� � � �
� � � �� �

.(7) 
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Fig. 3. PZT disk electrical representation. 

The nonlinear resistance of an orifice or slot is 
significant for large output velocity. Its unsteady 
nonlinear dynamics can be described by direct 
multiplication of two TMs: the pressure loss TM due to 
nonlinear behavior and the acoustic TM for small 
perturbations that propagate through the orifice  
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, (8) 

where DK  is a nondimensional loss coefficient, which 
is a function of geometry, Reynolds number and 
Strouhal number [4, 7]. 

With all TM sub-systems determined, the TM for the 
actuator shown in Fig. 1 can be obtained by sequential 
multiplication of TMs from Eqs. (2), (7), (6) and (8)  

 11 12

21 22

Out

Out

p T T V
Q T T I
�� � � � � �

�� � � � � �� � �� �� �
. (9) 

3. Results and Discussion 
For the synthetic jet actuator shown in Fig. 1 issuing 

into a quiescent medium, the output perturbation 
pressure and volume velocity satisfy a radiation 
impedance boundary condition 

 Out
rad rad

Out

p
R j M

Q
�

�
� �

�
, (10) 

where radR  and radM  are the radiation resistance and 
mass of the orifice, respectively [8].  Thus, the volume 

velocity outQ�  (as well as particle velocity through the 
orifice) can be computed from Eqs. (9) and (10) once 
the input voltage V  or current I  is provided.  
However, because the volume velocity outQ�  is 
included in the TM of the synthetic jet actuator (see 
Eq.(8)), an iterative solution is required.     

Fig. 4 shows a comparison between the TM 
predictions, the lumped element model, and the 
experimental data for a synthetic jet actuator with 
dimensions listed in Tables 1 and 3 of reference [4]. 
Both TM and LEM predictions match the experimental 
data very well, thus validating the TM approach.  Good 
agreement is expected because Eq. (2) is based on LEM.   
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Fig. 4. Comparison of TM, LEM and experimental data. 

4. Concluding remarks 
The transfer matrix (TM) representation for a typical 

synthetic jet actuator is developed in this paper.  The 
analysis and design of the synthetic jet actuator is 
greatly simplified by the use of the transfer matrix 
method. The TM predictions closely match the LEM 
predictions and provide good agreement with 
experimental data.  However, the TM of the PZT disk 
used in this paper is derived based on a quasi-static 
lumped-element model. This model is limited to 
frequencies between dc and just beyond the fundamental 
frequency of the diaphragm. In future work, a TM will 
be derived that uses a dynamic diaphragm model so that 
the frequency range of predictions can be extended.  
The resulting model will then be compared with 
additional experiments. 
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ABSTRACT 

The authors performed PIV measurement for vortex flow generated in the vicinity of a wall of rigid NACA0010 and elastic 
NACA0010 to clarify the growth process of vortices which change by elastic deformation, quantitatively. We evaluated the vortex 
flow by vorticity and the positive value of second invariant of velocity gradient tensor and clarified vortices which the rotate 
dominates deformation are generated only in the vicinity of a wall of elastic NACA0010. Therefore, the generation of vortices which 
the rotate dominates deformation depends on the elastic deformation. 

 
1. Introduction 

The authors have studied on a flow field around an 
unsteady airfoil by an experimental way and a numerical 
way over the years. In particular, a number of studies on 
wake structures and the characteristics of dynamic 
thrusts of an unsteady airfoil have been reported [1] [2]. 
However, behaviors of vortices that form wake 
structures and processes from generation to 
development have not been clarified yet. 

Meanwhile, animals fly and swim within a narrow 
range of Strouhal number (0.2<St<0.4) [3] by skillfully 
controlling vorticies generated around their bodies. The 
elastic airfoil that enables elastic deformation in order to 
fly and swim with low energy has recently attracted a 
great deal of attention, and industrial applications of this 
elastic airfoil are expected [4]-[6]. Therefore, it is 
important to clarify the growth process of vortex in the 
vicinity of a wall of elastic moving airfoil. 

We also clarified the relationship between the 
characteristics of dynamic thrust acting on a heaving 
elastic airfoil and its wake structure [7]. We clarified 
that thrust producing vortex streets are formed in the 
wake of both rigid and elastic airfoils, but that the 
vorticity and the interval of the vortices formed in each 
wake are different. However, the effects of elastic 
deformation on the process of generation, growth, and 
development of vortices in the vicinity of a wall have 
not been clarified. 

In this study, we clarify the variation of the growth 
process of vortices in the vicinity of a wall by elastic 
deformation, quantitatively. We evaluate the vortex flow 
in the vicinity of a wall with vorticity and the positive 
value of second invariant of velocity gradient tensor to 
clarify the effect of elastic deformation on the growth 
process of vortices. 
 
2. Method 

PIV measurement system consists of water tunnel, 
test airfoil, water cooled Ar-ion laser, plane mirror and 
high speed camera. The chord length and span length of 
rigid NACA0010 and elastic NACA0010 are c=0.06 [m] 
and l=0.20[m], respectively. Elastic NACA0010 consists 
of rigid part and elastic part and this proportion is 1:1 

The objective of this study is to clarify the variation 
of growth process of vortex in the vicinity of a wall by 
elastic deformation. Therefore, we need high density 
vectors in the vicinity of wall. However, tracer particles  
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Fig. 1 Injection of tracer particle with pinholes and 
shooting domains for PIV measurement 
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(b) Elastic deformation value 

Fig. 2 The time variation of elastic deformation of 
heaving elastic NACA0010  
 
decrease in the vicinity of a wall because of the 
development of boundary layer. We use the test airfoil 
with some pinholes (� = 1.0 [mm]) and injected the 
tracer particle (� = 10 [�m]) directly into the vicinity of 
a wall as shown in Fig. 1. Two regions shown in Fig.1 
indicate the shooting domains for PIV measurement and 
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(a) Rigid NACA0010 

 
(b) Elastic NACA0010 

Fig.3 The vorticity contours obtained from the vicinity 
of a wall of heaving NACA0010 at T = 0.90 

 
we confirmed the density of tracer particle is sufficiently 
to perform the PIV measurement. 

Figure 2 shows the detail of time variation of elastic 
deformation of heaving elastic NACA0010 at St = 0.64. 
Figures (a) and (b) indicates the displacement and elastic 
deformation value. The symbols �, ◆, ■ and ● 
indicate each location ( L=0.50, 0.75, 0.90 and 1.0), 
respectively.  

As shown in Fig.2(a), we can confirm the elastic part 
of elastic NACA0010 deforms sufficiently. In addition, 
the maximum amplitude becomes 1.35 times larger than 
heaving amplitude (L=0.50) at L = 1.0 and T = 0.83. 
Elastic deformation tends to become larger toward the 
trailing edge as shown in Fig.2(b). In this study, we 
focused on T = 0.90 when the elastic deformation 
becomes maximum.  

 
3. Results and Discussion 

Figure 3 shows the vorticity contours obtained in the 
vicinity of a wall of heaving NACA0010 at T = 0.90. 
Figs.(a) and (b) show the rigid and elastic NACA0010.  

The vorticity is generated in the vicinity of a wall of 
rigid and elastic NACA0010 but vortices in the vicinity 
of rigid NACA0010 is formed small region and its 
vorticity are weak, compared with elastic NACA0010.  

We evaluate the vortex flow in the vicinity of a wall 
with the second invariant of velocity gradient tensor (Q) 
shown in Eq.(1) to clarify the difference of property of 
vortex generated in the vicinity of a wall of rigid and 
elastic NACA0010. The positive value of Q indicates 
that the vortex which the rotation dominates 
deformation is generated. 
 

    (1) 
 
Figures 4 and 5 shows the contour of the positive 

value of Q at T =0.75 and 0.90. Figures (a) and (b) show 
the rigid and elastic NACA0010, respectively. 

At T = 0.75 (Fig. 4 (a) and (b)), the positive value of 
Q does not generate in the vicinity of wall of rigid 
NACA0010 and elastic NACA0010. This is because the 
elastic deformation is very small. 

As shown in Fig. 5 (a), the positive value of Q does  

 
(a) Rigid NACA0010 

    
(b) Elastic NACA0010 

Fig.4 The contour of the positive value of second 
invariant of vector gradient tensor at T = 0.75 

 

 
(b) Rigid NACA0010 

    
(b) Elastic NACA0010 

Fig.5 The contour of the positive value of second 
invariant of vector gradient tensor at T = 0.90 

 
not generate in the vicinity of wall of rigid NACA0010. 
Therefore, rigid NACA0010 cannot generate the vortex 
which the rotation dominates deformation in the vicinity 
of a wall. 

Meanwhile, as shown in Fig.5(b), We can confirm 
that the positive value of Q is generated large region in 
the vicinity of a wall of elastic NACA0010. From the 
point of view of the result of T=0.75(Fig.4), the 
generation of vortex which rotation dominates 
deformation depends on the elastic deformation.  

 
4. Concluding remarks 

The elastic deformation increases the scale and the 
magnitude of vorticity generated in the vicinity of a wall. 
In addition, elastic deformation can generate the vortex 
which rotation dominates deformation in the vicinity of 
a wall. 
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ABSTRACT 
Flow fields around a moving thin body is treated as Fluid-Structure Interaction (FSI), and these phenomena have been continued a 
series of moving, elastic deformation of the body, vortex generation, growing and development. Thin film materials deform easily 
and it is not easy to treat surrounding vortex structures. In this paper, we simulate the fluid structure interaction simulation of flow 
field around an elastic thin film using ANSYS 12.1/ANSYS CFX 12.1. The purpose of this study is to clarify the elastic advantage to 
the vortex growth and development around thin films and focus on a strain and a rotational component in fluid. 

1. Introduction 
The flow field around a moving body is treated as a 

fluid-structure interaction(FSI), which is a series of 
phenomena ranging from the elastic deformation of a 
body to vortex generation/growing/development. In 
particular, thin films easily deform by their small motion 
and the fluid pressure around the body.  

Flow fields around thin materials have attracted a 
great deal of attention due to their importance in the 
development of MAVs and understanding a mechanism 
of a paper jam in the printing press and so on. However, 
their flow fields and dynamic forces have been not 
clarified sufficiently because the vortex structures 
induced by the elastic deformation are dependent on the 
stiffness and the motion condition of the thin film. 
Therefore, it is difficult to obtain the actual phenomena.  

Flow fields that exhibit elastic deformation have 
primarily been clarified using numerical methods[1][2] 
[3]. However, actual phenomena are not reproduced 
under considering the governing equation and 
transferring the data passing in the fluid and the 
structural fields, so few researches have been reported 
through such method as bi-directional coupling 
simulation. In other words, analyses under the 
assumption that the structural deformation is small and 
elastic deformation expressed by functions have been 
performed. However, these analyses cannot consider the 
effects of the fluid pressure to the structural deformation. 
Therefore, it has been not clarified in the details of the 
flow fields with fluid structure interaction. In particular, 
it is complicated problems in the case of the discussion 
about the characteristics of fluid deformations of the 
axisymmetric expansion-contraction, shear and rotation. 
Therefore, the extractions of the component in fluid 
using numerical methods come in more useful.  

In the present paper, we simulate the fluid structure 
interaction of a flow field around elastic heaving thin 
film using ANSYS 12.1/ ANSYS-CFX 12.1. The goal of 
the present study is to clarify a development of vortex 
structure induced by the elastic deformation. In 
particular, we clarify vortex structures formed around 
the elastic heaving thin film used by a micro flapping 
robot. More specifically, we focus on components of a 
strain and a rotational deformation in fluid and clarify an 
elastic advantage to the flow fields. 

Fig.1 Thin film configuration

Table 1 Material properties 
Frame Thin film 

EI [Pa�m4] 7.2×10-4 8.6×10-7

ν 0.3 0.3 
ρ [kg/m3] 1530 1000 

Table 2 Simulation conditions  
Fluid Structure 

Number of nodes 6×105 Number of elements 1×104

Mesh Hexa Mesh Hexa 
Method FVM Method FEM 

Turbulence k-ω Motion Heaving 
Re 2.5×103 y=Asin(2πft)
St 0.25   

2. Method 
The shape of the elastic thin film is given by the 

wing model in Fig. 1, which is used in a micro-flapping 
robot in the simulation. The chord c, span length l, and 
thickness h are 80, 120, and 0.035 [mm], respectively. 
The chord and span directions are fixed with frame. 
Non-deformation condition and the heaving motion are 
applied to the part of chord. The amplitude A and 
frequency f are 12 [mm] and 5.0 [Hz], respectively and 
the frame of span that is leading edge is 
passively-deformed due to the heaving motion. Tables 1 
and 2 show the material properties and the simulation 
conditions, respectively. The structural governing 
equation is constitutive equations applied Newton- 
Raphson method. The fluid governing equations are the 
equations of continuity and the Navier-Stokes equation. 
For the boundary surface of the thin film, an interface 
that transmits pressure and displacement data is defined 
for the thin film surface and the data passing are treated 
with relaxation of load implicitly. 

Thin film Main flow 

Heaving 

��

l = 0.6 
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  �
       (a) Thin plate 

�
         (b) Thin film

Fig.2 Isosurfaces of second invariants of velocity 
gradient tensor Q around the thin plate and thin film at 
t/T=0.35 �

3. Results and Discussion 
3.1 Flow field around the heaving thin film and plate 

Figures 2(a) and 2(b) show the isosurfaces of the 
second invariant Q (=0.4[1/s2]) of the velocity gradient 
tensor of the thin plate and the thin film at t/T=0.35, 
respectively. Q is defined by Eq. (1), and Sij and Wij
indicate the rate of strain and the rate of rotation tensors, 
respectively. In the positive of Q, the vorticity dominates 
the strain. The contour indicates the elastic deformation. 

( )ijijijij SSWWQ −=
2
1   

(1) 

As shown in Fig. 2(a), the vortices are rolled up from 
the leading edge of the thin plate by heaving motion, 
and it also can be seen that they are rolled up near the 
mid-span in the narrow range of the trailing edge. On 
the other hand, as shown in Fig. 2(b), the thin film 
deforms, and it produces rate of rotation of velocity 
gradient in the trailing edge as well as in the leading 
edge. Therefore, the elastic deformation can change the 
flow direction such as to produce the rate of rotation.  
3.2 Vorticity tensor and rate of strain tensor 

Figures 3(a) and 3(b) show the square of the rate of 
rotational tensor(vorticity tensor) and the rate of strain 
tensor at the l=0.6 in the Fig.1, respectively. In other 
words, these mean the proportional to the total 
enstrophy and the kinetic energy dissipation rate. The 
horizontal axis indicates the cycle t/T, and the vertical 
axis in the Figs. 3(a) and 3(b) indicate the WijWij and 
SijSij, respectively. The � and � symbols indicate the 
results for the thin film and the thin plate, respectively. 

As shown in Fig. 3(a), the differences of rate of 
rotation between the thin film and the thin plate become   
a 

     (a) WijWij 

    (b) SijSij
Fig.3 Rate of rotational and rate of strain tensors of the 
thin film and thin plate at l = 0.6 in the trailing edge�

pronounced in 0.25<t/T<0.5 when the elastic 
deformation becomes large. In particular, the rate of 
rotation tensor of the thin film is 1.5 times stronger than 
that of the thin plate at t/T=0.35. Therefore, the rate of 
rotation tensor becomes large with increasing of the 
elastic deformation. In other words, in order to obtain 
the vorticity, it is need to greatly change the flow 
direction by the elastic deformation such as Fig. 2(b). 

However, as shown in Fig. 3(b), the rates of strain
tensor are almost similar behavior between the thin film 
and the thin plate in one cycle. Moreover, these values 
are less than one-tenth of the values of the rate of 
rotation in the Fig.3(a). Therefore, the elastic 
deformation has a very small effect to the rate of strain. 
This means that the rate of strain tensor is dependent on 
the heaving motion, and not deformation.  
4. Concluding remarks 
   In the trailing edge of the heaving thin film, the 
velocity gradient in the flow fields becomes large by the 
elastic deformation, and the large rotation rate is
produced. On the other hand, the rate of strain tensor has 
small impact from the elastic deformation. Therefore, 
the elastic deformation can dominantly produce the rate 
of rotation in the flow fields. 
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ABSTRACT 

Direct computations and experiments for the passive control of a hole-tone phenomenon are conducted. The mean velocities of 
air-jets are 10 m/s in both the computations and experiments. The diameters of a nozzle and an end plate hole are both 51 mm, and 
an impingement length between the nozzle and the end plate is 50 mm. The hole-tones are successfully suppressed by an obstacle on 
the end plate, and the mechanism is well reproduced by the present computations.  

 
1. Introduction 

The sound produced when a jet, issued from a circular 
nozzle or hole in a plate, goes through a second plate 
with a hole of the same diameter as the jet is referred to 
as a hole-tone. We encounter the tone in many practical 
situations such as solid propellant rocket motors, 
automobile intake- & exhaust-systems, ventilation 
systems, gas distribution systems, whistling kettle, etc. 
The mechanism of the tone is considered that the sound 
is maintained by a feedback mechanism in which 
pressure fluctuations generated at the second hole cause 
pulsations in the jet flow rate that excite axisymmetric 
instabilities of the jet [1]. Despite the long history of the 
hole-tone problem, a comprehensive 
analytical/numerical solution including methods to 
minimize the tone has not yet been given [2]. So far, the 
authors have conducted direct computations to 
investigate the details of the hole-tone [3].  

In this paper, the passive control of the hole-tone 
phenomenon is investigated by direct computations as 
well as experiments.  

 
2. Numerical Method 

The governing equations are the unsteady 
three-dimensional compressible Favre-filtered 
Navier-Stokes equations. To close the system the perfect 
gas law is assumed. The equations are solved by the 
finite-difference method. Spatial derivatives that appear 
in metrics, convective and viscous terms are basically 
evaluated by the 6th-order tridiagonal compact scheme 
[4]. Time-accurate solutions to the governing equations 
are obtained by the 3rd-order Runge-Kutta scheme. In 
addition to the above-mentioned spatial discretization 
and time integration, a 10th-order implicit filtering [5] is 
introduced to suppress instabilities of the computations. 
The parameter that appears in the left-hand side of the 
filtering formulation is set to be 0.492 in interior grid 
points. The details of the present numerical method are 
shown in [6]. 
 
3. Computational and Experimental Systems 

Figs. 1 and 2 show the computational overview of the 
present problem, and an experimental system with an 
obstacle for the passive control of the hole-tone  

 
 

Fig. 1 Hole-tone system  
(Contours: instantaneous pressure by CFD) 

 

 
 

Fig. 2 Experimental system with an obstacle 
 
phenomenon, respectively. The diameters of the nozzle 
and the end plate hole are d0=51 mm. In the numerical 
model, the outer diameter of the end plate is taken to be 
250 mm. The impingement length between the nozzle 
and the end plate Lim is 50 mm. The thickness of the end 
plate is 10 mm. The mean velocities u0 of the air-jets are  
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Table 1. The geometries of the obstacles used in the 
computations and experiments 
 

 ri re h 
exp 35.5 40.5 0, 2, 3, 5 
cfd 35.5 40.5 5 

 

 
 
Fig. 3 Measured sound pressure levels for h=0, 2, 3, 5 
mm 
 

 
 
Fig. 4 Experimental visualization of the flow field when 
h=5 mm by a laser-smoke method 
 

 
 
Fig. 5 Computational visualization of the flow field 
around the obstacle when h=5 mm 

10 m/s. At 15°C, this corresponds to a Reynolds number 
Re=u0d0/��3.42×104. The overall computational domain 
consists of 7 zones, and cylindrical-coordinate grids of 
the O-type topology are generated in each zone. The 
total number of grid points is 9.21×106 points. Table 1 
shows the geometries of the obstacles used in the 
computations and experiments.   
 
4. Results and Discussion 
 Fig. 3 shows measured sound pressure levels for 
h=0(no obstacle), 2, 3, 5 mm. Peaks observed around 
300 Hz for h=0 and 2 mm disappear when h=3 and 5 
mm, which means that the present obstacle is effective 
in suppressing the hole-tone. Fig. 4 shows an 
instantaneous jet shear layer visualized by a laser-smoke 
method. By reverse flows due to the obstacle, organized 
vorticies in shear layers which are important for the 
hole-tone [3] are broken. Fig. 5 shows a computational 
visualization of the flow field around the obstacle when 
h=5 mm. The hole-tone suppression mechanism 
mentioned above is successfully reproduced in the 
computations.  
 
5. Concluding Remarks 

Direct computations and experiments for the passive 
control of the hole-tone phenomenon are conducted. 
The mean velocities of the air-jets are 10 m/s in both the 
computations and experiments. The diameters of the 
nozzle and the end plate hole are both 51 mm, and the 
impingement length between the nozzle and the end 
plate is 50 mm. The hole-tones are successfully 
suppressed by the present obstacle, and the mechanism 
is well reproduced by the present computations.  
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Abstract

This paper is concerned with a mathematical model of a simple axisymmetric silencer model consisting of
an expansion chamber followed by a tailpipe. The unstable shear layer is modeled via a discrete vortex
approach, based on axisymmetric vortex rings. The aeroacoustic model, which is described in the present
short paper, is based on the Powell-Howe theory of vortex sound. The boundary integrals, which represent
the scattering by the cavity and the tailpipe, are discretized via the boundary element method.

1. Introduction

Expansion chambers are often used in connection with
silencers in engine exhaust systems, with the aim of at-
tenuating the energy flow. The flow through the cham-
ber may however generate self-excited oscillations, thus
becoming a sound generator rather than a sound atten-
uator. Similar geometries (and problems) may be found
in, for example, solid propellant rocket motors and heat
exchangers.

A related problem is that of flow past a rectangular
cavity. This, too, has connections to a number of prac-
tical applications, such as the sunroof in an automobile,
weapon and landing gear bays of aircraft, and musi-
cal instruments. Analytically, the two-dimensionality
makes the problem attractive; accordingly is has been
extensively studied and a large number of articles are
available [1].

The aim of the present work is to contribute to the
understanding of the interaction between oscillations of
the flow field and the acoustic field.

By oscillations of the flow field we mean the self-
sustained oscillations of the jet shear layer. It is unstable
and rolls up into a large, coherent vortex (’smoke-ring’)
which is convected downstream with the flow. It cannot
pass through the hole in the downstream plate but hits
the edge of the hole, where it creates a pressure distur-
bance. The disturbance is thrown back (with the speed
of sound) to the upstream plate, where it disturbs the
shear layer. This initiates the roll-up of a new coherent
vortex. In this way an acoustic feedback loop is formed,
making up one type of flow-acoustic interaction.

These so-called hole-tone feedback oscillations may
interact with the acoustic axial and radial eigen-
oscillations of the cavity and the tailpipe. It is these
interactions that we seek to understand in the present
work.

We study a configuration as that shown in Fig. 1.
The unstable shear layer is modeled via a discrete vor-
tex approach, based on axisymmetric vortex rings. The
aeroacoustic model is based on the Powell-Howe theory
of vortex sound [1, 2]. The boundary integrals, which
represent the scattering by the cavity and the tailpipe,

are discretized via the boundary element method.
The present short paper gives an outline the aeroa-

coustic analysis. The geometry of the problem facilitates
the use of cylindrical polar coordinates (r, θ, z), with the
fluid flowing in the positive z-direction. Although it is
possible that non-axisymmetric modes may be excited,
the present work will, at this stage, consider only the
axisymmetric modes (r, z).

Fig. 1. The silencer model with a closed cavity and a
tailpipe. The arrow indicates the direction of the flow.

2. Aeroacoustic model

The starting point is taken in Howe’s equation for vor-
tex sound at low Mach numbers [1, 2]. Let u denote the
flow velocity, ω = ∇ × u the vorticity, c0 the speed of
sound, and ρ the the fluid density. The sound pressure
p(x, t) at the position x = (r, z) and time t is related to
the vortex force (Lamb vector) L(x, t) = ω(x, t)×u(x, t)
via the non-homogeneous wave equation

�
1

c20

∂2

∂t2
−∇2

�
p = ρ∇ · L, (1)

with boundary conditions (n = normal vector)

∂p

∂n
= ∇p · n = 0 on the surfaces, (2)

p → 0 for |x| → ∞.

To solve (1) and (2) in an axisymmetric setting, use
is made of the time-domain axisymmetric Green’s func-
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tion G(t, τ ; r, z; r∗, z∗) which is a solution to

− 1

c20

∂2G

∂t2
+

∂2G

∂r2
+
1

r

∂G

∂r
+

∂2G

∂z2
(3)

= −δ(r − r∗)
r

δ(z − z∗)δ(t− τ),

where the δ’s are Dirac delta functions. It can be shown
that the solution is given by

G(t, τ ; r, z; r∗, z∗) =
c0
π

H(f+
n )H(f

−
n )�

f+
d

�
f−
d

, (4)

where

f+
n = r + r∗ −

�
c20(t− τ)2 − (z − z2∗), (5)

f−
n =

�
c20(t− τ)2 − (z − z2∗)− |r − r∗|,

f+
d = (r + r∗)2 + (z − z∗)2 − c20(t− τ)2,

f−
d = c20(t− τ)2 − (z − z∗)2 − (r − r∗)2,

and H(f) is the Heaviside unit function which takes the
value 1 when f > 0 and the value 0 when f < 0.

By making use of the Green’s function the pressure
p(x, t) at any point x = (r, z) can be determined as

p(t, r, z) = −ρ

�

τ

��

z∗

�

r∗
∇yG · Lr∗dr∗dz∗ (6)

−
� z∗2

z∗1
p∗

∂G

∂r∗
2πr∗dz∗ −

� r∗2

r∗1
p∗

∂G

∂z∗
2πr∗dr∗

�
dτ,

where, in the first term, ∇y = (∂/∂r∗, ∂/∂z∗). This
term represents the ‘source’ contribution ps from the
vortex rings. The vorticity related to a single ring is
given by ωj = Γjδ(r∗ − rj)δ(z∗ − zj)iθ, where iθ is a
unit vector in the azimuthal direction of the cylindrical
polar coordinate system (r, θ, z). Then, by making use
of (4, 5), the first term in (6) takes the form

ps =
c0
π
ρ
�
j

�
sgn(r, rj)

∂

∂r

t−d−
j /c0�

t−d+
j /c0

Γj(τ)vzj(τ) rj�
f+
d

�
f−
d

dτ (7)

− ∂

∂z

t−d−
j /c0�

t−d+
j /c0

Γj(τ)vrj(τ) rj�
f+
d

�
f−
d

dτ

�
.

Note that differentiation with respect to the source vari-
ables rj and zj have been converted into differentiation
with respect to r and z. Here care should be taken with
the signs related to rj and r; see (5). This is taken care
of by the function sgn(r, rj).

The main contributions to the τ -integrations will be
at the end point singularities. Hence the functions f+

d

and f−
d can be approximated as follows

f+
d ≈ 2c0d

+
j

�
τ − (t− d+j /c0)

�
, (8)

f−
d ≈ 2c0d

−
j

�
(t− d−j /c0)− τ

�
,

where

d+j = {(r + rj)
2 + (z − zj)

2} 1
2 , (9)

d−j = {(r − rj)
2 + (z − zj)

2} 1
2 .

Another approximation that will be made is that the
vortex strengths Γj(τ) and the corresponding veloc-
ities vrj(τ, rj , zj), vzj(τ, rj , zj) are approximately con-
stant within the boundaries of the integration over τ ,
and equal to their values at the mean retarded time
t̄ = t− (d+j + d−j ))/2c0.

By applying these approximations (7) reduces to

ps =
ρ

2

�
j

Γj(t̄)

�
vzj(t̄)

∂

∂r

rj�
d+j d

−
j

sgn(r, rj) (10)

−vrj(t̄)
∂

∂z

rj�
d+j d

−
j

�
.

The second and the third term of (6) make up the
scattering contribution psc, due to the solid surfaces. p∗
refers to the surface pressure. The second term is for the
horizontal sections (integration along the z axis) while
the third term is for the vertical surfaces (integration
along the r axis). By making use of the same kind of
approximations as applied to the vortex source term ps
these terms can be evaluated as

psc = π
�
e

pe(t̄)

�
∂

∂r

� ze2

ze1

re�
d+e d

−
e

dze sgn(r, re) (11)

+
∂

∂z

� re2

re1

re�
d+e d

−
e

dre

�
.

Here the index e indicates discretization via boundary
elements and

�
e ‘summation’ over all elements. The

integrals in (11) are evaluated numerically, using Gauss
quadrature.

3. Concluding remarks

We have derived an aeroacoustic model, based on the
theory of vortex sound, to evaluate the sound gener-
ation from an expansion chamber-type silencer model.
The final acoustic pressure expressions are simple and
easy to implement numerically.

The coupled flow-acoustic analysis (computer pro-
gram) includes a model of acoustic feedback. The acous-
tic particle velocity is coupled with the acoustic pres-
sure through the (linearized) momentum equation. The
acoustic velocity field is evaluated by integrating this
equation. This velocity is then added to the ‘hydro-
dynamic’ velocity of the vortex rings, making up the
acoustic feedback.
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ABSTRACT 

     This paper shows the flight characteristics of small flying robot which do not have tail wings as flapping frequency changes.  
The flight velocity and body angle increase as flapping frequency increases.  The flapping frequency can be important element for 
the control of flight altitude because the flight altitude depends on flight velocity.  In fact, the flight altitude can be controlled by 
flapping frequency changing on a flight.  

 
1. Introduction 

In the 1990s, Defense Advanced Research 
Projects Agency ( DARPA ) provided huge grants for 
developing small airplane called Micro air vehicles 
(MAVs).  MAVs are expected to many applications, 
such as routine maintenance check of structures, 
surveillance and rescue operation assists at a remote 
disaster area and at the other planets.  As rapid advance 
in various technologies, many researchers have 
developed many MAVs of fixed wing, rotation wing and 
flapping wing [1].    

Recently, flapping robots which do not have tail 
wing have been reported [2].  However, research which 
is put emphasis on flight control is few, it is not clarified 
sufficiently how mechanism to fly.  In previous our 
study, it is clarified that the proper wing deformation is 
one of necessary element to realize the flight.  
However, the effect of wing motion for the flight is not 
clarified.  The purpose of this paper is clarifying the 
effect of wing motion (flapping frequency) for the flight 
of small flying robot without tail wing.  Specifically, 
we measured the body angle and flight velocity of flying 
small flying robot with different flapping frequency. 

 
2. Method 

Figure 1(a) shows a small flying robot developed 
by this study.  The wing span length l, wing chord 
length c and weight m of this small flying robot are 
240[mm], 80[mm] and 1.97[g], respectively. The wing 
loading W / S indicating loading per unit area is 
1.5[N/m2],  This small flying robot does not have tail 
wing, therefore it realize a flight actuating the only one 
pair of wings.  The power source is motor and battery.  
The flapping frequency can be changed by voltage of 
the battery.  The small flying robot can fly in a whirl 
for 20 [min] which was the battery’s duration. 

The small flying robot flight is evaluated by 
measurement its body angle and flight velocity.   We 
make its flight to start with initial velocity 0 [m/s].  
The author shot the motion of robot with high speed 
camera ( 500 [fps] ) at the horizontal location of 2 [m].  
We measure coordinate points on the nose and end of 
body of small flying robot with the high speed camera 
movies(Fig. 1(b)). 

 

3. Flights by different flapping frequencies 
Fig. 2 shows mean values of the body angle of 

flying small flying robot on a flapping period for 
different flapping frequencies.  The horizontal axis and 
vertical axis respectively indicate flapping frequency f 
and body angle �b, respectively.  In addition, � and 
� indicate decreasing and increasing flight altitudes, 
respectively.  The line indicates linear approximation. 

Increasing flapping frequency from 7.8 [Hz] to 10.5 
[Hz], the body angle increases linearly from 
approximately 5 [deg.] to 25 [deg.].  The rate of 
increase is approximately 6 [deg./Hz].  In addition,  
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Fig.1  Experimental set up 
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Fig.2  Body angles of small flying robot with different 
flapping frequencies  
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flying micro-robot tends to fly upward for larger body 
angles.  In the other words, the flight altitude tends to 
increase due to the increased flapping frequency 
associated with the increased body angle.   Based on 
these results, body angle is believed to affect flight 
velocity. 
     Fig. 3 (a), (b) and (c) show mean values of the 
spatial horizontal velocity, the vertical velocity and the 
resultant flight velocity on a flapping period, 
respectively, in stable flight for various flapping 
frequencies.  The horizontal axes of Fig 3 (a) show 
flapping frequency f, and the vertical axes of Figs. 3 (a), 
(b) and (c) show the spatial horizontal velocity Vx, the 
vertical velocity Vy , and the resultant flight velocity 
V ,respectively. The line indicates linear approximation. 

The horizontal velocity increases linearly from 1.6 
[m/s] to 2.1 [m/s] with flapping frequency in the range 
from 7.8 [Hz] to 10.5 [Hz] ( Fig. 3 (a)).  The gradent is 
approximately 0.04 [m/s*Hz].  The vertical velocity 
also increases linearly from -0.3 [m/s] to 0.3 [m/s] with 
10.5 [Hz], and the gradient of that is 0.20 [m/s*Hz] ( Fig. 
3 (b) ).  The vertical velocity changes primarily by 
flapping frequency because the gradient of vertical 
velocity is approximately five times as large as that of 
horizontal velocity ( Fig. 3 (a) and (b) ).  The resultant 
flight velocity which is obtained by combining 
horizontal and vertical components ( Fig. 3 (c) ) has 
similar distribution to horizontal velocity because of 
small absolute values of vertical velocity (Fig. 3 (a) and 
(c) ).  The resultant flight velocity also increases 
linearly with flapping frequency.   

The aerodynamic forces on a small flying robot 
appear to increase with flapping frequency because 
flight velocity increases in proportion to flapping 
frequency.  Based on this fact, the resultant synthesis 
flight velocity appears to increase because significant 
forces on the wings generated by the increase in 
flapping frequency.   

Based on these results, it seems to consider that 
the body angle and flight velocity can be control.  
Moreover, the flight altitude can be control because 
flight altitude depends on flight velocity.  To try to find 
out, the author tried to change the flight altitude with 
remote controlling device which can control the flapping 
frequency.  As the result, small flying robot changes 
flight altitude, and high (low) flapping frequency made 
it increase (decrease).  

 
4. Concluding remarks 

The body angle and flight velocity of small flying 
robot is measured on flights.  By the flapping 
frequency, these increase linearly and flight altitude can 
be controlled on an actual flight.  Based on these result, 
it is clarified that flapping frequency is one of important 
factor for controlling flight of flapping robot which do 
not have tail-plane.  

 

7 8 9 10 11
0

1

2

3

H
or

iz
on

ta
l v

el
oc

ity
 [m

/s
]

Flapping frequency [Hz]

Gradient 0.04 [m/s*Hz]

 (a) Horizontal velocities 
 

Gradient 0.20 [m/s*Hz]

–1

0

1

7 8 9 10 11

V
er

tic
al

 v
el

oc
ity

 [m
/s]

Flapping frequency [Hz]

 (b) Vertical velocities 
 

Sy
nt

he
si

s v
el

oc
ity

 [m
/s

]

Gradient 0.04 [m/s*Hz]

0

1

2

3

7 8 9 10 11
Flapping frequency [Hz]

 (c) Synthesis velocities 
Fig. 3  Flight velocities of small flying robot with 
different flapping frequencies  
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The Effect of Surrounding Air Flow Profile to Breakdown Process of a Plane
Liquid Sheet

D. Aoki, M. Senchi and M. Matsubara
Department of Mechanical Systems Engineering, Shinshu University,

4-17-1 Wakasato, Nagano, 380-8553, Japan
10ta101b@shinshu-u.ac.jp

ABSTRACT
Instability of a plane liquid sheet has been studied experimentally and theoretically. The present study focuses on the
effect of the surrounding air. A plane liquid sheet is oscillated by the effect of the surrounding air. The growing rate
value of the oscillation is a little larger than a present stability analysis regardless of surrounding air flow. The velocity
distribution of surrounding air flow is measured and compared with the theoretical distribution. The experimental data
has a smaller boundary layer thickness than theoretical distribution like for the Blasius boundary layer.

1. Introduction
When plane liquid sheet is ejected into air, the

sheet begin oscillating normal direction, and the os-
cillation is developing as it goes downstream, at
last, the sheet breaks down into droplets. In re-
gard the emphasis, the stability of a plane liquid
sheet has been studied experimentally and theoreti-
cally. Söderberg performed a linear stability analysis
of the problem including viscosity and velocity pro-
files of the surrounding air as well[1]. In addition,
Tammisola et al. performed a linear stability analy-
sis of the problem when surrounding air is uniform
stream and the oscillating growth rate fits in the sta-
bility analysis[2]. However, the growing rate value is
a little larger than the stability analysis regardless
of surrounding air flow. About this cause, the sur-
rounding air flow distribution is defined theoretical
distribution like for the Blasius boundary layer, but
it may be different.

In this study, we focus on the profile of surround-
ing air flow, and compare with the distribution of the
theory.

2.Experimental apparatus and method
The experimental facility consists of a nozzle unit

ejecting a liquid sheet vertically into a water basin.
Coordinate systems are x, y and z for streamwise,
sheet-normal and spanwise directions, respectively.
The origin is defined at the centre of a central noz-
zle outlet for the water. The nozzle unit consists of
three nozzles: one central nozzle for the water and
two side nozzles for the co-flowing air. All nozzles
have contractions near the outlet in order to gener-
ate as flat velocity profiles as possible. The width
of the nozzle exits in the z-direction is 400mm and
the thickness in the y-direction is 1mm for the water
nozzle and 50mm for each air nozzle. The water is
pumped in a closed loop by a centrifugal pump and
the air is taken from the room and pressurized with a
fan before entering the nozzles via dampers and flow
regulators. The nominal velocities of air and water
are the mean velocities over the cross sections. The
sheet can be forced to oscillate at a given frequency
by speakers mounted at the counter ends of the flow
regulators. To avoid inclination of the air free stream

velocity, suction is applied at the walls near the out-
let. Further, the air flow is surrounded by walls of
length 600mm at a sheet-normal distance of 50mm
from the centreline, to create a constant and parallel
air free stream velocity.
　 The flow visualization was made using a digital
single-lens reflex camera. The velocity distribution
of surrounding air flow measuring was made using
Laser Doppler Velocimeter(LDV). When measuring,
alcohol mist inserts in the air flow as a tracer parti-
cle.

Figure 1: Experimental setup for two dimensional
water film.

3.Results
Figure 2 shows flow visualization of the plane liq-

uid sheet without being forced to oscillate at a given
frequency by speakers. The photography was taken
in the range of x = 650～1800 mm as 1/400 shut-
ter speed. The sheet velocity at the nozzle outlet is
6 m/s. The sheet at upper stream begin oscillation,
and the oscillation is developing as it goes down-
stream, at last, the sheet breaks down into droplets.
The break point is moved downstream when air flow
velocity at the nozzle outlet changes into Ua = 3 m/s
from Ua = 0 m/s. Further, when the surrounding
air velocity reaches the sheet velocity, the oscillation
amplitude is extremely small no collapse is observed
until x = 1800 mm. The oscillation becomes small
so that surrounding air velocity gets at a liquid sheet
velocity, and the same result as the experiment of
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Tammisola et al.[2] was checked. Distribution of the
streamwise velocity in the air flow without the liquid
sheet is measured by hot wire. The distribution is
shown Figure 3. The air flow velocity at the nozzle
outlet is 3 m/s. The air velocity is constant and fairly
parallel to the sheet. Near the walls surrounding the
air flow, there are clear boundary layers development
and therefore a velocity decrease at x = 500 mm.
However, this boundary layer is far enough from the
sheet so that the free stream velocity near the sheet
remains unaffected in the measurement region.
　 Tammisola et al.[2] showed that the emphasis is
related to the surrounding air flow. So the velocity
distribution of surrounding air flow is measured by
LDV. The distribution is shown Figure 4. The sheet
velocity at the nozzle outlet is 6 m/s. The velocity
is 6 m/s at y = 0 mm, it is the liquid sheet velocity.
The shear layers apparent at y = 0 ∼ 4 mm. And
there is free stream beyond. Figure 5 is the nondi-
mensionalization result by length scale of boundary
layer equation. Boundary layer thickness of the ex-
perimental data is thinner than that of the theory.
Therefore, it suggests that the disturbance growth
rate may be larger than that Tammisola suggested
in the stability.

(a) (b) (c)　

Figure 2: Flow visualization. 　　　　　　　　　　
(a)Ua = 0 m/s (b)Ua = 3 m/s (c)Ua = 6 m/s

4.Summary
We investigate the velocity distribution of sur-

rounding air flow. As a result, the experimental data
has a smaller boundary layer thickness than theoret-
ical distribution like for the Blasius boundary layer.

Figure 3: The verocity profles of the surrounding air.

Figure 4: The velocity profiles of the surrounding air
around water film.　　　　　　　　　　

Figure 5: Nondimensionalization for velocity profiles
of the surrounding air around water film.
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Unsteady Aerodynamic Experiment of NACA0012 Airfoil at Low Reynolds Number 
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ABSTRACT 
In this study, we measured pressure fluctuations near the trailing edge of a NACA0012 airfoil at low Reynolds number. Experiments 
were conducted in low-pressure environment of the Mars Wind Tunnel at Tohoku University. Mach number was 0.2 and Reynolds 
number was 1.1x104 and 4.7x104. The pressure fluctuation with the peak frequency of 2.9 kHz appeared on the both surfaces for �  
= 3 to 6 deg (at Re = 1.1x104) and 0.5 to 1.5 deg (at Re = 4.7x104). This frequency is fixed over the ranges of angle of attack, 
suggesting the possibility of an acoustic feedback loop formed around the airfoil.  

 
1. Introduction 

In recent years, an airplane that flies at low Reynolds 
number (Re = O(104 - 105)), such as Mars exploration 
airplane and Unmanned Air Vehicle (UAV), has 
attracted much attention in aerospace community. For 
conventional airfoils, laminarized boundary layer may 
easily induce massive separation at low Reynolds 
number, which significantly reduces the maximum 
lift-to-drag ratio [1]. 

Additionally, recent studies show that the unsteady 
flow behavior is non-negligible at low Reynolds number 
in considering aerodynamic characteristics of an airfoil. 
According to the computational study conducted by 
Atobe, et al. [2], pressure fluctuation on the airfoil can 
be increased drastically due to an acoustic feedback loop 
between boundary-layer instability on the suction side of 
the airfoil and acoustic disturbance scattered from the 
trailing edge. However, the experimental data on this 
unsteady phenomenon at low Reynolds number are very 
limited. 

In this study, we focused on the amplification effect 
of an acoustic feedback loop and measured pressure 
fluctuations near the trailing edge of a NACA0012 
airfoil at low Reynolds number. Experiments were 
conducted by utilizing the low-Reynolds number ability 
of the Mars Wind Tunnel (MWT) at Tohoku University. 
 
2. Experimental method 
2.1 Mars Wind Tunnel 

The MWT is composed of a vacuum chamber, an 
induction-type wind tunnel and a buffer tank. The 
induction-type wind tunnel is located inside the vacuum 
chamber where the pressure condition of Martian 
atmosphere can be simulated. This wind tunnel is driven 
by multiple-nozzle supersonic ejector located 
downstream the test section. Ejection of high pressure 
gas from the ejector induces the flow in the test section. 
The total pressure in the wind tunnel is kept constant by 
exhausting the gas inside the vacuum chamber to the 
buffer tank.  
2.2 Test Model 

The test model is a NACA0012 airfoil. The chord 
length of the model is 50 mm and the span length is 100 

mm. A high-frequency pressure transducer (kulite 
LQ-062-5A) was installed at x/c = 0.9 on both upper and 
lower sides of the model. 
2.3 Experimental condition 

Mach number (M) was fixed at 0.2. Reynolds 
number (Re) was set at 1.1x104 and 4.7x104, that 
correspond to the total pressure of the free stream at 5 
and 22 kPa, respectively. The angle of attack (� ) was 
changed from 0 to 15 deg. 
 
3. Results and Discussion 

Figure 1 shows pressure fluctuations on each surface 
of the model. Δ Cp represents the root-mean-square 
(rms) value of the pressure fluctuation on the model 
surface normalized by the free-stream dynamic pressure. 
For Re = 1.1x104 and � = 0 to 2 deg, the pressure 
fluctuation is almost zero. At � = 3 deg, the pressure 
fluctuation starts to increase on both surfaces. The 
pressure fluctuation reaches the maximum value at � = 
4 deg (on the upper surface) and 3 deg (on the lower 
surface). For higher angles, pressure fluctuation 
decreases with an increasing angle of attack. At Re = 
4.7x104, the pressure fluctuation appears on both 
surfaces even at � = 0 deg and it increases suddenly 
and reaches the maximum value at � = 1.5 deg (on the 
upper surface) and 0.5 deg (on the lower surface). After 
these angles of attack, the pressure fluctuation starts to 
decrease and becomes almost zero at � = 5 deg. The 
pressure fluctuation appears again at � = 11 deg. 

Figures 2 and 3 show the power spectrum of 
pressure fluctuation. At Re = 1.1x104, the peak appears 
at the frequency of 2.9 kHz on both surfaces for � = 3 
to 6 deg. For � = 6 to 15 deg, the broadband peak with  
low frequencies up to about 2 kHz appears on the upper 
surface. This broadband peak does not appear in the 
lower surface. At Re = 4.7x104, the peak fluctuation 
appears at the frequency of 5.5 kHz on both surfaces at 
� = 0 deg. For � = 0.5 to 1.5 deg, the peaks appear at 
2.9 kHz and its harmonic frequency (5.8 kHz). Then, the 
peak frequency is changed to 4.5 kHz (at � = 2 and 2.5 
deg) and 5.3 kHz (at � = 2.5 and 3 deg). For � = 11 to 
15 deg, the broadband peak at low frequencies up to 



－ 244 － － 245 －

 

about 2 kHz appears on the upper surface. 
 

4. Concluding remarks and future work 
The pressure fluctuations near the trailing edge of a 

NACA0012 airfoil were measured at low Reynolds 
number. Pressure fluctuation with the peak frequency of 
2.9 kHz appears on both surfaces for � = 3 to 6 deg (at 
Re = 1.1x104) and 0.5 to 1.5 deg (at Re = 4.7x104).  
This frequency is fixed over the ranges of angle of 
attack, suggesting the possibility of an acoustic feedback 
loop formed around the airfoil. For the future, we will 
measure pressure fluctuations for higher Mach number 
conditions to investigate the effects of the sound speed 
on the acoustic feedback.  
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Fig. 1 pressure fluctuation on each surface of the model 
 

 
(a) Upper surface 

Fig. 2 Power spectrum of pressure fluctuation 
(Re = 1.1x104, M =0.2) 

 

 
(b) Lower surface 
Fig. 2 Continued 

 

 
(a) Upper surface 

 
(b) Lower surface 

Fig. 3 Power spectrum of pressure fluctuation 
(Re = 4.7x104, M =0.2) 
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ABSTRACT 
Passive control was attempted against an unsteadily separating flow generated on a flat plate surface. The unsteadily separating flow 
was generated by periodically changing the opening angle of the ceiling. The device used for separation control consisted of two 
flaps linked together. Measurements using a direction-sensitive probe revealed that the device was effective in decreasing the size of 
the separating region whose size and location changed with the movement of the ceiling. 
 
1. Introduction 

Flow separation very often has an unfavorable effect 
on the performance and stability of fluid machineries 
such as turbines and airplanes. Hence, separation control 
is one of the key technological issues. Vortex generators 
or plasma actuators are the typical control devices which 
are effective in separation suppression. However, the 
effectiveness of these devices against strongly unsteady 
flows, where separation point moves widely in the 
streamwise direction, is unknown. 

The purpose of this study is to develop a control 
device that can suppress the separation in such strong 
unsteady flows. Oe et al. [1] proposed a simple passive 
control device, which consists of two parallel slots, 
normal to the streamwise direction, that are connected to 
each other under the flat plate surface. Their device had 
a certain effect on the separation. However, the control 
effect became smaller against large separations. Thus, in 
this study, a new device using a reverse flow inside the 
separation bubble is tested. The control effects are 
discussed on the basis of the flow measurement using a 
direction-sensitive probe as well as the previous study 
[1], [2]. 

 
2. Method 
2.1 Experimental setup 

Figure 1 shows the schematic view of the 
experimental setup. The experiment was carried out 
using a blowing-type wind tunnel with a 
two-dimensional nozzle which contracted the flow in the 
vertical direction. The nozzle had a rectangle 
cross-section of 170 mm in height and 588 mm in width 
at the outlet. A flat plate with 5 mm thickness was set 
horizontally at the 50 mm in height from the bottom 
wall of the closed test section which was 1000 mm long. 
The origin of the coordinate system was located at the 
center of the leading edge, where the axes of x, y and z 
denote the streamwise, wall-normal and spanwise 
directions. The test section was followed by an 
asymmetric diffuser in order to generate an adverse 
pressure gradient, as shown in Fig. 1. In the region of x 
= 150 through 750 mm, the ceiling shape had the 
moderate curve of the parabolic function. The ceiling 
was oscillated up and down at 1.7 Hz using a motor. The 
ceiling’s opening angle � changed from 10 to 12 degrees, 
so that separation point moved back and forth on the flat 
plate surface. To prevent the flow separation at the 
ceiling, suction was carried out at the ceiling side 

 
Fig. 1 Schematic view of experimental setup 

 
surface. The main flow velocity U0 was 3.2 m/s, where 
free-stream turbulence intensity was less than 0.5%. 
 
2.2 Detection of separation region 

A direction-sensitive probe proposed by Wei et al. 
[3] was used to measure the separating flow. It consisted 
of a hot-wire anemometer and two cold-wire 
thermometers. The hot wire and cold wires were made 
of tungsten wires whose diameter was 5 µm. The 
horizontal (z-wise) wire at the center, about 1.4 mm long, 
was a single hot wire. Two vertical (y-wise) wires, about 
2 mm long, were temperature-sensitive cold wires. They 
were fixed 0.7 mm away from the central hot wire, 
upstream-side and downstream-side. The heated wake 
from the central hot wire was picked up by either of the 
two cold wires, depending on the flow direction. The 
flow direction can be determined by monitoring the 
voltage changes of both upstream-side and 
downstream-side cold wires. Each cold wire signal was 
converted to the signal of 0 or 1 using an appropriate 
threshold, where each threshold was chosen to be an 
optimum value from output signals. The time averaged 
value of the difference between binary signals given by 
downstream-side and upstream-side cold wires is called 
the forward flow coefficient Cf, in this study. The region 
where Cf is negative is defined as the flow separation 
region. 
 
2.3 Separation control device 

Figure 2 shows the concept of the passive control 
device. The device consisted of the two flaps 
(10×0.3×300mm), whose ends were mutually connected 
under the flat plate surface. The trailing edges of the 
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upstream and downstream flaps were located at x = 450 
mm and 500 mm, respectively, where the downstream 
flap location was expected to be inside the separation 
bubble.  

These flaps are designed to be parallel to the flat 
plate surface when there is no separation. Once the 
separation occurs, the downstream flap will be lifted up 
by the reverse flow near the wall inside the separation 
bubble. At the same time, the upstream flap will also be 
lifted up because it is connected by the link mechanism. 
If the system works as planned, the boundary layer 
transition triggered by the upstream flap movement 
should suppress the separation. 
 
3. Results and Discussion 

Figure 3 shows the contour maps of the 
ensemble-averaged value of the forward flow coefficient 
Cf in x-y plane at z = 0 mm. The region x = 490 mm to 
510 mm in these figures could not be measured owing to 
the presence of the control device. Figure 3(a) shows the 
results without control when the flaps were fixed, and 
Figure 3(b) shows the results with control when the 
flaps were free to move. The phase when the ceiling 
angle � is 10 degrees is defined as t = 0 and normalized 
by oscillation period of the ceiling T. The time when the 
ceiling is opening from � = 10 to 12 degrees 
corresponds to t/T = 0 to 0.5, while the time when the 
ceiling is closing from � = 12 to 10 degrees corresponds 
to t/T = 0.5 to 1.0. The separating flow region where Cf �
is negative moves upstream and downstream 
accompanying the movement of the ceiling. No 
separated region is observed at t/T = (i) 0 and (ii) 0.3 in 
both cases, while it is clearly observed at t/T = (iii) 0.5 
and (iv) 0.7 in the case with no control. In the figures, it 
can be found that the separation bubble becomes much 
smaller when the flaps are working.  
 
4. Concluding remarks 

Passive control was attempted for an unsteadily 
separating flow whose separation point oscillates largely 
in the streamwise direction. The control device�
consisted of two parallel flaps driven by the reverse flow 
inside a separation bubble. It was found that the 
separation region could be suppressed by employing the 
flaps.  
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Fig. 2 Concept of the separation control device 

 

 
 

(a) Without control (when flaps are fixed) 
 

 
 

(b) With control (when flaps are free to move) 
 

Fig. 3 Contour maps of the forward flow coefficient at z 
= 0 mm in x-y plane at t/T = (i) 0, (ii) 0.3, (iii) 0.5 and 

(iv) 0.7 
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ABSTRACT
In a two-dimensional turbulent jet, there exists a lateral vibration of the jet core. In the present experiment, a periodic initial disturbance
is introduced into a fully developed turbulent jet in order to extract this vibration mode. The streamwise and lateral velocity fluctuations
are measured with an anemometer with an X-type probe, and are filtered using a phase ensemble average technique based on the periodic
initial disturbance. The experimental result shows that the extracted disturbance amplitude is directly proportional to the intensity of the
initial disturbance. A linear stability theory with parallel flow assumption well captures futures of tis experimental mode.

1. Introduction
It is a known fact that there exists a large-scale distur-

bance with periodic vertical motion in a two-dimensional
jet emitting from a orifice or a nozzle, so called ’flapping’
[1], [2].Though the periodic disturbance is not clearly ob-
served when the exit of emitting a jet is a fully developed
turbulence, the disturbance of the similar structure to flap-
ping can be excited by introducing an artificial initial dis-
turbance. Even if disturbance is infinitesimal, this distur-
bance can be extracted from other turbulent disturbances
using an ensemble average technique. In the present study,
The extracted disturbance is experimentally investigated
and compared with the linear stability theory.

2. Three-component decomposition
Employing the periodicity of the disturbance, an in-

stantaneous quantity q can be decomposed into a time av-
erage q̄, periodic component q̃ and random component q̂.
The periodic component q̃ is obteined by �q� − q̄ and the
random component q̂ is obteined by q − �q�. Applying this
decomposition to the Navier-Stokes equation, and the peri-
odical average gives the equation for the periodic compo-
nent,

∂ũi

∂t
+ ūl
∂ũi

∂xl
= −1
ρ

∂ p̃
∂xi
+ ν
∂2ũi

∂x2l
− ũl
∂ūi

∂xl
− ∂�̃uiũl

∂xl
− ∂
�̂uiûl

∂xl
(1)

All terms in Eq. (1) except the last two terms in the right
hand side are linear terms to q̃. If the periodic disturbance
is infinitesimal, the fourth term in the right hand side can be
neglected. If the last term ∂�̂uiûl/∂xl is proportional to the
periodic fluctuations, Eq. (1) is linear for the infinitesimal
periodic disturbance.

3. Experimental setup
The experimental setup is shown in Fig. 1. The ex-

periment was performed in a absorbing room. The air out-
side of the room sucked into a settling chamber through a
filter. The channel has a width of d = 10 mm, a length
of 1000 mm and the aspect ratio of 30. The coordinates
are x for the streamwise direction, y for the wall-normal
direction, z for the spanwise direction. For exciting the ini-
tial disturbance, two slot devices were fitted on the chan-
nel. The slot devices have a chamber connected to a loud-
speaker via a plastic tube. Input voltage signals to the two
loud speakers are out of phase to excite an antisymmetric
initial disturbance. A MEMS microphone monitors pres-

300 mm
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z
xAir Flow

d=10 mm

1000 mm

Slot
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MEMS microphone

Speaker

Sound absorbing room

Two-dimensional Channel

Figure 1: Experimental setup of the two-dimensional tur-
bulent jet
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Figure 2: Distributions of ũrms, ṽrms. ◦: p0 = 0.20 Pa, �:
p0 = 0.60 Pa , ∗: p0 = 2.0 Pa.

sure fluctuation in the slot chamber whose rms value p0 is
adopted as a indicater of the initial disturbance amplitude.
The streamwise and lateral velocity components u, v are
measured by a hot wire anemometer with X-type probe of
2.5 µm diameter platinum wires. The intersection angles of
the wires is about 90◦.

4. Experimental result
In the measurements, the mean velocity at the center

of the duct exit, U0 is 22 m/s, and the initial disturbance
frequency f is 165 Hz, then Reynolds number Re = 14500
and Strouhal number S t = 0.075. The initial disturbance
amplitudes are p0 = 0.20, 0.63, 2.0 Pa. The rms values of
ũ, ṽ and �̂uû, �̂vv̂, �̂uv̂ at y = δ, where δ is the integrate jet
width defined as δ = 1

Uc

� ∞
0 ūdy are show in Fig. 2 and

Fig. 3. Each values are normalized by v0 = p0/ρa, where
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Figure 4: Growth rate of disturbance. ◦: Experimental re-
sult, —: Linear stability theory.

ρ is the density of air and a is the speed of sound, v0 corre-
spond to the fluctuation velocity of the initial disturbance.
ṽ distributions are constant and well proportional to p0 ex-
cept in the region close to the duct exit and downstream in
p0 = 0.2 Pa case. The deviations are due to insufficient
ensemble average time. ũ also have linearity with p0. The
second order terms �̂uû, �̂vv̂ and �̂uv̂ shown in Fig. 3 are found
to be linear such as ũ and ṽ, These linearities suggest that
the Eq. (1) are linear and the extracted disturbance follows
this equation.
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Figure 5: Profiles of ũrms, ṽrms, ∗: x = 102, 113, 125 mm,
◦: x = 138, 152, 168, 186, 205, 226, 249, 275, 303 mm,
—: Linear stability theory

.

5. Comparison with linear theory
Fig. 4 shows comparison of the growth rate between

ṽ amplitude and the theoretical curve. Theoretical curve
are obtained by the linear theory with the parallel flow as-
sumption. Both experimental and theoretical growth rates
are relatively high in the near region and reach the peak at
x/d = 5 in the experiment and at x/d = 6 in the theory.
They are in good agreement in x/d < 10 though the ex-
perimental growth rate is slightly lower in the downstream
region. Fig. 5 shows comparison between profiles of ũrms,
ṽrms and the theory. They are normalized by the maximum
lateral fluctuation, ṽmax at each x position. The experimen-
tal ratio between the peak values of ũrms and ṽrms corre-
spond with the theoretical one in x/d > 13, though the ex-
perimental profiles are narrower than the theory. The the-
ory is not considered the last term in in Eq. (1) and using
the parallel flow assumption. It is expected that reasons of
difference between theory and experimental is due to the
parallel flow assumption.

6. Conclusion
The periodic ensemble technique with the weak initial

disturbance demonstrated extraction of a coherent mode
from time signals of the velocity components in the two-
dimensional turbulent jet. It is notable that the extracted
result indicates the existence of the linear mode and the lin-
ear stability theory captures its features substantially, sug-
gesting possibility of physical description of the mode with
linear stability theory. If the linear modes are ubiquitous in
turbulent shear flow, this idea would be a key to compre-
hension of turbulence.
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ABSTRACT
In general, disturbances in turbulence are cause and effect of strong interactions between themselves so that turbulence is non-linear
phenomenon and difficult to be treated mathematically. In recent years, it was surprisingly discovered that a linear disturbance excited by
a periodic vibration disturbance exists in a planar turbulent jet. In this study, artificial pulse jet disturbance from to a wall surface was
introduced to a flat-plate turbulent boundary layer and development of the disturbance was investigated using hot wire anemometry. The
ensemble-average enables extraction of the periodical component from velocity signals. The extracted disturbance has apparent linearity
to the initial disturbance intensity indicating that the linear disturbance also exists in a wall-bounded turbulent shear flow.

1. Introduction
Turbulence is a collection of structural disturbances,

near the walls are known to be present to some extent form
the tissue structures of various sizes, such as streaks and
hairpin vortices. Disrupters have become a complex phe-
nomenon and it appears that turbulence for the nonlinear in-
teractions with each other. Therefore, to observe the struc-
tural disturbance is difficult to experimentally. Disturbance
structure has been studied, such as direct numerical simu-
lation and visualization. But I can hardly say enough any
cases are caught their time-development.
　 On the other hand, flow field is different; if very weak
initial disturbance gives vent, Disturbance changed lin-
early in proportion to the intensity giving an initial distur-
bance was found to exist in the experiment about the two-
dimensional turbulent jet. Then in this study, The exited
disturbance was investigated growth and linearity. Focus
on the weak initial disturbance range likely that the pres-
ence of linearity was evaluated.

2. Experimental set-up

In this experiment, using a wind tunnel type of ocean
currents.The air sent out from blower is rectified by a hon-
eycomb and mesh. Further the air compressed by three di-
mensions nozzle of 9 contraction ratio entered the test sec-
tion. A test section that is 400 mm wide, 600 mm high and
4 m .
　 The leading edge is located 1600 mm downstream from
the exit of the nozzle.he coordinate system is denoted by
streamwise x, wall-normal y and spanwise z with the ori-
gin at the center of the leading edge. To further to turbu-
rent, five rows of plastic tapes embossed with letter ’V’s
located between x = 315 and 415 mm. To insert initial
disturbance, The speaker located at x = 1530 mm was
used. The speaker buried test plate was linked the sur-
face through a pipe of 2.5mmdiameter,6.0mmlength. Even-
tually jet was insert a hole 1.0mmdiameter,1.0mmlength.
This speaker was caused the intermittent jet by applying
periodic 10Hz stepped-voltage．The free stream velocity
U∞ is 15.5 m/s. Voltage amplitude applied to the speaker
E is 0.022, 0.026, 0.03V. In this experiment,as the voltage
amplitude was prpotional to the initial disturbance inten-
sity, used as the basis for disrubance strength.Measurement
point is measured at intervals of 1mm 0 ∼ 7mm down-
stream from the disturbance hole.

3. Result

Mean velocity end turbulent intensity was shown in
fig1 with no insert initial disturbance. Notice that the mean
velocity distribution of the no initial disturbance shows that
the distribution of a typical turbulent boundary layer; near
the wall there is a sudden change in velocity, which is a
mild variation with distance from the wall. Insert the ini-
tial disturbance, even if the velocity distribution does not
change very much. the turbulence intensity distribution is
also same shape. For this reason, Indicate that the initial
disturbance was no significant impact on the characteris-
tics of turbulent.
　 Employing the periodicity of the disturbance, an instan-
taneous quantity q can be decomposed into a time average
ū, periodic component ũ and random component û. The pe-
riodic component ũ is obteined by �u� − ū and the random
component û is obteined by u − �u�.

�u(φ)� ≡ 1
N
�N

i=1 u(φ + iT ) (1)

in Eq.(1), T is cycle of disturbance. N is sampling number
in this experiment N = 1800. φ is phase of disturbance.
　 Using above periodic component ũ, Fig. 2，and Fig.
3 were shown x-y cross section of typical phase contour
map of ũ/EU∞ [1/V]. The upthrust low-velocity compo-
nent by initial disturbance near the wall about φ=0.4 msec
in fig.2 have sprawled to about 6mm at φ=2.75 msec in
fig.3. In any phase, contour map shows very similar distri-
bution regardless of the strength of the initial disturbance.
　 Fig.4 is distribution of The wall normal direction of pe-
riodic component in x = 0 ∼ 4mm. At first periodic com-
ponent was decrease with distance from the wall. Turns to
increase over y = 4 mm. This peak using wall units was
y+ = uτy/ν ≈ 16 and coincided with turbulent intensity
peak. Then asymptotically go to zero slowly. The vertical
axis in this figure use value divided by each voltage ampli-
tude. The distribution has exactly the same properties with
each other. If voltage amplitude is proportional to the inten-
sity of the initial disturbance, this result show that occurred
disturbance have linearity to initial disturbance.

X-axis is variation of periodic fluctuation component
and y-axis is voltage amplitude of initial disturbance in
fig.5. This value is integral value of the range to stream-
wise x = 0 ∼ 7 mm from above disturbance hole and
y = 0.13 ∼ 0.7 mm. This figure showed that the extracted
disturbance component is linearly changed in proportion
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to strength of initial disturbance. It is revealed that distur-
bances have the property of linearity exist.
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Figure 1: Mean velocity plofiles and turburent intencity
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Figure 2: Contour maps of the ensemble-averaged stream-
wise velocity at φ=0.45 ms, (a) E=0.022V, (b) E=0.026V,
(c) E=0.03V.

4. Conclusion

To investigate the growth of structure of disturbance
,jet was inserted from the wall in the turbulent boundary
layer. At the time little effect on the mean velocity profiles
and turbulent intensity. it was showed disturbance compo-
nent excited the speaker was grown in streamwise and has
linearity to the initial disturbance intensity.
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Figure 3: Contour maps of the ensemble-averaged stream-
wise velocity at φ=2.75 ms, (a) E=0.022V, (b) E=0.026V,
(c) E=0.03V.
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Figure 5: Relation between the initial disturbunce intensity
and the periodical components ũ
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ABSTRACT 

The behavior of smoke ejected with vertical jet in a cross flow was experimentally investigated in a small wind tunnel with an 
active turbulence grid or conventional turbulence grid. The smoke diffusion was observed by a high speed video camera and a YVO4 
laser. The structures of the smoke with heated jet or unheated jet were compared for the mean velocity of the cross flow U0=0.4-2m/s 
and the mean velocity of the vertical jet Uj=0.2-2m/s. These smoke structures were divided into three modes: structure with two 
vortex tubes (mode I), horse-shoe-type (mode II) structure and turbulence-type structure (mode III). 

 
1. Introduction and Purpose 

The investigation and the assessment of not only 
global atmospheric phenomena (green house gas 
problem, climate change, etc.) but also local turbulent 
phenomena (smoke diffusion from forest fires, particle 
dispersion from a volcano, etc.) are important for 
environmental and disaster prevention. The wind tunnel 
experiment data with high accuracy and reliability for a 
smoke dispersion in a cross flow with high Reynolds 
number is necessary for them. On the other hand, 
serious forest fires often occur in the world such like 
Indonesia, Australia, Russia, etc. The prediction of 
atmospheric diffusion of smoke from these forest fires is 
important for evacuation and human health.  

Our final target is to construct database for the 
environmental assessment and estimate of atmospheric 
smoke diffusion by using a turbulent shear flow 
generator developed by H. Makita[1]. 

The present paper aims to investigate smoke 
diffusion in a cross wind generated by an active 
turbulence gird or a traditional turbulence grid by using 
flow visualization technique. 

 
2. Experimental Equipment and Method 

A blown-type small wind tunnel was employed and 
it has a test section of 200x200mm2 in cross sectional 
area and 1000mm in long. A jet nozzle of D=4mm in 
inside diameter was placed on the floor of this test 
section as shown in Fig. 1. The system of pipe 
connection until jet nozzle was composed of a compress, 
an air dryer, an air regulator, a flow meter, a smoke 
generator and a surge tank for the smoke, a heater. The 
jet velocity at the jet exit controls by the compress and 
the air regulator. The origin of a coordinate system was 
the center of the jet nozzle on the floor of the test section. 
The main stream direction was x, the vertical direction 
was y, and the span-wise direction is z. 

A high speed video camera (500 frame/s) and a 
YVO4 laser were employed for flow visualization 
experiments. The experiments were conducted in the 
case of the temperature difference between the cross 
wind and the jet at the jet exit was ���=0, 60K, the mean 
velocity of the cross wind in the large-scale turbulence 
or the grid turbulence was 0.4, 0.6, 0.8, 1.0, 1.5, 2.0m/s 
and the vertical jet velocity at the jet exit was 0.2, 0.4, 
0.6, 0.8, 1.0, 1.5, 2.0m/s. 

 

 
3. Results and Discussion 

Fig. 2 shows typical smoke structure. The jet ejected 
from the nozzle is curved by the cross wind. The cross 
wind flows along the curved jet and vortices occurs and 
develop due to velocity shear. In the far region from the 
jet exit, hairpin-type vortices connected each other or 
vortex or vortex tube-type vortices are generated. 
Meandering structure was observed in the horizontal 
cross section of Fig. 2. Compared between the heated jet 
and the unheated jet, the smoke of the heated jet rises 
higher in the vertical cross sectional view by the effect 
of buoyancy and is more meandering in the horizontal 
cross sectional view due to unstableness. 

 

U0

Uj

floor of test 
section

D=4
 

 

heater

surge tank smoke generator

flow meter

flow regulator

dryer compressor

Fig. 1  Experimental setup.     unit: mm 

heated jet unheated jet

Fig. 2  Typical smoke structure (mode II) in 
large-scale turbulence for U0=0.4m/s and Uj=0.2m/s.

upper: vertical cross section 
lower: horizontal cross section  
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Fig. 3 shows various smoke behavior in large-scale 

and grid turbulence fields for U0=0.4-2.0m/s and 
Uj=0.2m/s. The height of smoke ejected from jet exit is 
higher and the smoke is more stable for slower U0.  

For U0=0.4-0.8m/s and Uj=0.2m/s in the large-scale 
turbulence, the smoke of heated jet rises higher than the 
smoke of unheated jet due to buoyancy effects. The 
smoke of heated jet risen in the sky from jet exit 
attaches on the ground for U0=0.4-0.8m/s and Uj=0.2m/s 
in the large-scale turbulence. This would be because of 
strong turbulence intensity and large-scale eddy. On the 
other hand, the smoke almost reaching on the ground 
goes downstream for U0=1.0-2.0m/s.  

Since vortices occur and develop due to velocity 
shear, the vortices can clearly observed in the region 
where is far from the jet exit. Especially in the smoke 
with unheated jet for U0=0.6m/s and Uj=0.2m/s in the 
grid turbulence, typical vortices effected by 
Kelvin-Helmholtz instability are generated. Compared 
with smoke of heated and unheated jet for same 
condition, the vortices in the unheated jet can be 
observed more upstream due to more stable. 

Although there is no picture of vertical cross section 

of Fig. 3, the smoke structure of heated jet is more 
meandering than of unheated jet both in the large-scale 
turbulence and in the grid turbulence. And, the smoke in 
the large-scale turbulence is more meandering than in 
the grid turbulence. This fact shows the effect of 
large-scale turbulence eddy and strong turbulence 
intensity. 

The smoke structures shown in Fig. 3 were divided 
into three modes. Mode I is structure with two vortex 
tubes, mode II is horse-shoe-type, and mode III is 
structure and turbulence-type structure in Fig. 4. The 
mode I occurred for low speed U0 and Uj only in the 
grid turbulence. The mode III was generated for higher 
U0 and Uj in the large-scale turbulence and the grid 
turbulence. The mode II was situation transited from the 
mode I to the mode III. 
 
4. Concluding remarks 

Smoke dispersion was investigated by using a wind 
tunnel equipped with an active grid. There were three 
modes: structure with two vortex tubes (mode I), 
horse-shoe-type (mode II) structure and turbulence-type 
structure (mode III). 
 
Acknowledgment 

This study was partly supported by a grant from 
SATREPS Project (Principal investigator: Prof. Mitsuru 
Osaki, Hokkaido University) by JST. 

References 
[1] H. Makita, Fluid Dynamics Research, 8 (1991), 
p53-64. 

Fig. 3  Typical smoke structure (mode II) in large-scale turbulence. 
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Fig. 4  Smoke structure. 
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ABSTRACT
Unsteady vortex structure in the wake behind bluff body was experimentally investigated by wind tunnel 
experiment.  A flexible rectangular plate, which was made of a soft polyurethane block, shows the sway 
motion and flow-induced vibration caused by fluid force. Phase averaged vortex structure behind the 
plate were measured by Particle Image Velocimetry (PIV).  The size of recirculation region and upwash 
flow in the wake were influenced by unsteady motion of the rectangular plate.

1. Introduction
Unsteady vortex structure which separated from a

flexible rectangular plate with sway motion and 
flow-induced vibration was experimentally investigated 
by wind tunnel experiment. Vortex shedding from 
bluff bodies such as a rectangular plate or a circular 
cylinder shows "time-dependent" unsteady motion by 
the movement of separation point. The flexible 
rectangular plate, which was made of soft material 
(polyurethane block), was cantilevered on a flat ground 
plate. The top free end of the plate showed a sway 
motion when the plate bent itself for the downstream 
direction by fluid force. Then increasing sway angle, 
the top free end showed the flow-induced in-line 
vibration which has a small amplitude.  This is a 
typical phenomena on fluid-structure interaction 
problem.  Vortex structures behind a surface-mounted 
bluff body have been researched by many researchers 
[1-2].  Most of these studies reported about not a 
flexible body but a solid body. However more 
experimental research for unsteady vortex structure 
organized by the motion and the flow-induced vibration 
of flexible body which is expected to be used more for 
engineering applications in the future is required. In 
this paper, phase averaged vortex structures which was 
defined by the phase of the vibration were measured by 
Particle Image Velocimetry (PIV). We focused on
phase averaged vortex structure when the vibration 
amplitude was at the top and bottom position of the 
vibration.

2. Method
PIV experiment was conducted in a circuit-loop type 

wind tunnel with working section 400 mm height, 200 
mm wide and 900 mm long. The measurement was
conducted at mean flow velocity, U0 of 2.0 m/s.  The 
turbulent intensity in the main flow is 1.5%. The 
corresponding Reynolds number Re, based on the plate 
width b, main flow velocity and kinetic viscosity is 
11,000. Figure 1 shows schematic diagram of the 
experimental setup, coordinate system and a flexible 
rectangular plate. The flexible rectangular plate, which 
was used as a test piece, has a height h of 200mm, width 
b of 80mm and depth d of 20 mm respectively.  The 
plate was cantilevered on a flat ground plate with airfoil 
leading edge.  The x axis is in the direction of the main
flow, the y axis is the plate's height direction and the z

axis is the width direction.  The velocity components u,
v and w defined respectively x, y and z axial velocity.  
The measurement regions were located in xy plane at z/b
= 0, 0.125, 0.250, 0.375 and 0.500.

In the flow field, this flexible rectangular plate was 
swayed in the downstream direction, and involves a 
flow-induced vibration after reaching the maximum 
sway angle.  The definition of phase of the plate 
vibration is defined in Fig. 2. The "swing up state" 
when the top free end is located at top dead position of 
the vibration is defined as phase �=0. The "swing 
down state" when the top free end is located at bottom 

Fig.1 Experimental setup and flexible 
rectangular plate

Maximum
sway angle

Phase �=0

Phase �=�

Swing up

Swing down

Swing down

Swing up

Fig.2 Phase definitions of plate's position
caused by flow-induced vibration
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dead position is defined as phase �=�. In order to 
detect the position of the plate's end, two light sensors 
which measure the change of the light intensity when 
the plate motion intercepts the beams, were 
synchronized with PIV system. By using these two 
light sensors to distinguish between the phase �=0 or 
�=� and the "swing up state" or "swing down state", it 
makes possible to capture four pattern PIV images at 
each phase.

PIV images are recorded with a 1392 × 1024 pixel 
CCD camera.  Light sheet that is created by the double 
pulsed Nd:Yag laser(120mJ/pulse).  The flow was 
seeded with 5 �m dioctyl sebacate (DOS) particles. 
Each pair of synthetic PIV images is analyzed by 
computing the image cross-correlation in 4 mm × 4 mm 
(32×32 pixel) sub-images with a 50% overlap between 
adjacent interrogation regions. The size of PIV 
measurement region is 174 × 128mm.

3. Results and Discussion
Figure 3 shows contours of mean streamwise 

velocity and flow patterns. First, a general flow pattern 
in the wake behind our flexible rectangular plate is 
described as follows. Approaching flow stagnated in 
the front of the flexible plate.  Then flow moved up 
and separated from top free end of the plate.  Fluid 
force acts on the pressure side and swayed the plate in 
the upstream and downstream direction.  Large 
recirculation region was formed just behind the plate. 

In the case of swing up to the phase ��= 0, flow 
approached the stagnation point in the pressure side. 

Then the flow moved to the top free end and both side 
ends of the flexible plate.  An upwash flow from the 
surface of the ground plate was generated. While the 
case of the swing down from phase � = 0, the upwash 
flow is enlarged. The size of recirculation region 
became further small due to the enlarged upwash flow.  
Separated shear layer was moved upward because of the 
enhanced upwash flow. 

Figure 4 shows flow pattern at the phase � = �. A
focus point is formed close to the top free end. 
Especially the size of recirculation region is small when 
flexible plate swings down to the phase � = ����It was 
found that thickness of shear layer from top free end 
was unsteadily changed with the phase.

4. Concluding remarks
In this study, unsteady vortex structure in the wake 

behind flexible rectangular plate with sway motion and  
flow-induced vibration was measured by PIV 
experiment. Phase averaged vortex structure was 
educed by our technique using two light sensor. The 
swing down motion of the plate's vibration enhanced the 
upwash flow in wake region of the plate.
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Fig.4 Contours of mean streamwise velocity u and flow pattern (Phase ��= �)

Fig.3 Contours of mean streamwise velocity u and flow pattern (Phase ��= 0)
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ABSTRACT 

Salient features of flow over a yawed circular cylinder, captured through wind tunnel measurements at subcritical Reynolds 
number, are presented here. Surface pressure distribution, vortex shedding frequency, mean and fluctuating velocity profiles in the 
near wake region, obtained along the model span, showed strong effects of increasing yaw angle. Reduction in sectional coefficient 
of drag along span toward downstream end, complete suppression of vortex shedding, reduction in both the wake defect velocity and 
wake turbulence energy were observed as the yaw angle was increased.  

 
1. Introduction 

Power transmission line, cable stayed bridge, missile, 
mid-air refueling boom, etc. are some of the engineering 
applications of yawed circular cylinder facing the wind. 
The flow over slant surface and in the near wake is quite 
complex with strong three dimensionality depending on 
the yaw angle. The present investigation of flow over a 
circular cylinder is focused on measurement of surface 
pressure distribution, vortex shedding, mean velocity 
and turbulence profiles in the near wake for yaw angles 
of 0 , 12.5 , 31  and 45 .    

 
2. Experimental Method 

The test model was turned out of teak wood with 44 
mm diameter and 680 mm length. The model surface 
was polished to a smooth finish. It was provided with a 
pair of pressures taps in two diametrically opposite rows 
along span at every 35 mm. The model spanned floor 
and ceiling in the middle of a close circuit wind tunnel 
having square test section of 500 mm side as shown 
schematically in Figure 1.  

                             
Fig. 1 Definition sketch of model mounting. 

 
Experiments were carried out at the Reynolds 

number of 2.75x104 based on the free-stream velocity of 
10 m/s and the model diameter. ALNOR digital 
micro-manometer, model AXD 560, was used in 
conjunction with Furness Controls Pressure Scanner 
Box, model FCS 421, for measurement of pressures. 
The model was rotated about its axis in steps of 5  to 
obtain the surface pressure distribution. To measure 
mean and fluctuating velocities, Dantec Dynamics mini 
CTA (model 54T30), 5 micron hot wire was used.  

3. Results and Discussion 
Figure 2 shows that the surface pressure distribution 

is nearly invariant along the span when the yaw angle is 
zero. The plot suggests flow separation around θ=85 and 
275 degrees and shows symmetry about the horizontal 

axis with mean base pressure coefficient (CpB) of about 
-1.05. With increase in the yaw angle, generation of the 
spanwise flow evidently affected the surface pressure as  
Cp registered overall decrease on the front and increase 
on the rear of the cylinder. Fig. 3 shows pressure plots 
for one of the yaw angles, α = 31 . It is noted that the 
yaw has greater influence on Cp variation on the base as  
              

α 

z 

x 

z ̕
    U 

 D=44  

α = 0 , 12.5 , 31 , 45  

 L=500 

 L’=L/cosα 

y 

x 
0 θ 180 

270 

Fig. 2 Pressure distribution for zero yaw (α=0  along 
the span from z/L= -0.33 to z/L=0.44. 

α = 31
z’/L’ = 0.47 

  z’/L’= -0.31 

Fig. 3 Pressure distribution for α=31  along the span 
from z/L= -0.31 to z/L=0.47. 
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it is seen to vary from -1.1 to -0.4 along the span in the 
direction of the cross flow from z’/L’ = -0.31 to 0.47. On 
the front (θ = 0 pressures do not seem to vary along 
span despite cross flow as Cpo is found to be about 0.7. 
Similarly, CpB was seen to vary from -1.05 to -0.85 and 
from -0.85 to -0.35 for α =12.5 and 45 , respectively, 
and the corresponding Cpo was found to be about 0.9 and 
0.5, respectively.  

Differential pressure, Cp = Cpo - CpB, is indicative of 
drag and that is seen not only to reduce with the yaw but 
also reduce along the span in the direction of cross flow 
as shown in Figure 4. 

   
 
Hot wire probe was positioned near the wake edge 

behind the model at three spanwise locations (x/D=3 
and z/L=0.25, 0, -0.25) to capture the vortex shedding. 
Frequency spectrum of the velocity fluctuations clearly 
indicated occurrence of periodic vortex shedding if there 
appeared a spectral peak. With increasing yaw angle, the 
spectral peak progressively diminished with somewhat 
lowering of frequency and eventually at α=45  it was 
difficult to distinguish it. Further, due to spanwise flow 
the spectrum was affected on either side of the mid-span.  

Figure 5 shows frequency spectra for α=0  and 31 at 
three different spanwise locations. For zero yaw, all 
three spectra exhibit distinct peak having maximum 
amplitude in the middle of span at 44.6 Hz which gives 
the Strouhal number of 0.196. With the yaw, attenuated 
spectral peak shifts to 40 Hz at z/L=0.25 and becomes 
indiscernible at other spanwise locations. 

 
 
   Auto-correlation can detect periodic signal buried in 
noise. Figure 6 shows that with increasing yaw, negative 
peak of the wave is decreased with marginal increase in 
the time period. This signifies suppression of periodicity 
with reduced frequency. Thus, it is clear that there is no 
vortex shedding for α=45 however, for α=31  it exists 
around z/L= + 0.25 but not around z/L= - 0.25. Flow 
visualization results by Ramberg [1] have shown similar 
pattern. Further, the wake defect velocity and wake 
turbulence energy, both appeared to reduce as the yaw 
angle was increased.         

 
4. Concluding remarks 

The cross flow due to yaw has significant influence 
on flow over circular cylinder – spanwise variation of 
base pressure, drag reduction and suppression of vortex 
shedding being the prime observations.  
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 31  12.5  0  

Fig. 4 Effect of yaw on drag. 

Fig. 5 Frequency spectra for two different yaw angles. 

Fig. 6 Auto-correlation of hot wire signal. 
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ABSTRACT

Experiments and DNS of flat plate boundary transition due to free stream turbulence of modalate intensity have revealed that the transition is
caused by the non-modal growth that results the streamwise fluctuation energy peak at the middle of boundary layer and disturbance growth
proportional to the streamwise distance. In this study transition process caused by variety of the free stream turbulence including anisotropic
turbulence are scrutinized grids and their relation to the disturbance growth in the boundary layer is investigated. The visualization results
in both the wind tunnel and the towing tank facilities indicate that streaky structures appear in the transition boundary layer in wide range
of turbulence intensity of free stream.

1. Introduction
A flat plate boundary layer subjected to free stream

turbulence of a few % turbulence intensity, streamwisely
elongated streaks grow in the boundary layer, and at the
certain level of their amplitude they break down to turbu-
lence after wavy motions [1][2] as the secondary instabil-
ity. The experimental results showed that the profile of the
streamwise velocity fluctuation has a peak at the middle of
boundary layer and that the disturbance energy increases
in proportion to the streamwise distance from the leading
edge. These results are sufficiently consistent with the non-
modal theory [3][4]. The streaks were also observed in a
numerical simulation [5], though trigger of breakdown to
transition was due to a backward jet from the outside of the
boundary layer. In spite of these progress of research on
the transitional process in the boundary layer subjected to
free stream turbulence, prediction method for the transition
is far from completion because of lack of quantitative data
in various cases of free stream turbulence. The present in-
vestigation was performed by smoke flow visualization and
a hot-wire measurement in wide range of free stream tur-
bulence with focusing on the non-modal transition. Espe-
cially the spanwise scale of the free stream turbulence and
its relation to the streak growth are investigated.

2. Experimental set-up
The experimental set-up of wind tunnel is shown in

Fig. 1. The quantitative measurements were carried out in
a circuit wind tunnel that has a length of 10.2 m, height of
4.1 m and width of 1.2 m. The tunnel includes a test sec-
tion that is 400 mm in width, 600 mm in height and 4 m in
length and a setting chamber with five sheets of wires net-
ting and a honeycomb followed by a three dimensional noz-
zle of 9 contraction ratio. A duralumin test plate is 2.1 m
in length, 580 mm in width and 10 mm in thickness and
mounts at 100 mm apart from a side of test section. The
plate has a 10 : 1 elliptic leading edge of a 20 mm minor
axis and the leading edge is located at 1600 mm down-
stream from the exit of the nozzle. The coordinate system
is denoted by the streamwise x, wall-normal y and span-
wise z directions with the origin at the center of the leading
edge. For control of free-stream turbulence intensity and
scale, four turbulence grids and a screen are used. Grid A,
B, D and Screen are inserted downstream the nozzle, while

grid C is inserted upstream the nozzle. Grid C consists
of 13 mm pipes that have 2 mm diameter holes at a mid-
dle point between grid intersections for jet injection. Total
number of the holes is 275. Adjustment of pressure inside
the pipes enables turbulence intensity control.

Flow visualization has partly been conducted in a tow-
ing tank facility shown in Fig. 2. The towing tank has a
length of 9 m, depth of 0.7 m, width of 0.8 m. Test plate
towing track has 5 rollers and run along railway by two
trucks towing a test plate and a turbulent grid each timing
belt drive with a brushless DC motor. The test plate has a
length of 1750 mm, width of 500 mm, thickness of 12 mm
and made of aluminium. Its leading edge has the same
shape of that in the wind tunnel and is jointed smoothly to
the downstream section of test plate. It is located horizon-
tally 300 mm from the bottom of the tank. Furthermore, a
ship mounted on the test plate towing truck has a window
for visualization. Test plate upper surface is touch on the
water surface that is 200 mm above the test plate surface.
Grid B is used for the towing tank experiments.

Figure 1: Wind Tunnel.

3. Results and Discussion
The test cases are listed in Tab.1. Fig. 3 shows flow

visualization in a transitional boundary layer in Case 2. The
flow direction is from left to right and the streamwise area
of the picture is 0.83 × 105 ≤ Rex ≤ 2.75 × 105. The
streaky structures elongated in the streamwise direction are
seen in the upstream region. There exists a turbulent spot
at the center. From the video observation, the streaks break
down with the spanwise wavy motion and a turbulent spot
is generated.
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Figure 2: Towing Tank.

Table 1: Experimental condition(Wind Tunnel).

Case Grid u∞ ∆P Tuu Tuv

1 A 5 m/s - 2.36 % 2.39 %
2 B 5 m/s - 2.13 % 1.93 %
3 B+Screen 7 m/s - 1.29 % 1.48 %
4 C 6 m/s 3.00 kPa 1.65 % 1.26 %
5 C 12 m/s 3.00 kPa 0.63 % 0.86 %
6 C 14 m/s 0 kPa 0.22 % 0.43 %
7 C 12 m/s 0.35 kPa 0.29 % 0.36 %
8 D 10 m/s - 0.45 % 0.28 %

Fig. 4 shows flow visualization in the towing tank in
Case 2. The flow direction is from left to right and the
streamwise area of the picture is 0.83 × 105 ≤ Rex ≤
2.75 × 105. The streaky structure that look alike wind tun-
nel can observed. But lighting was uneven and small in
area. Making a comparison between Fig. 3 and Fig. 4,
the streaky structure in case 2 is shorter than in towing tank
visualization. It is considered that the difference of tracer,
alcohol mists in the wind tunnel and flakes in the towing
tank, effect results the visualization.

Fig. 5 shows a relation between velocity fluctuation
energy and Reynolds number based on the streamwise po-
sition. The cases on Tuv is over 1 % have sharp slope and
the other cases increase slowly. On the observation of vi-
sualization, the streamwise position where the fluctuation
energy reaches to a peak is roughly correspond to the mid-
dle of the transition area. Previous studies[6][7] mentioned
that the linear energy growth was explained by the non-
modal theory. It is concluded that streaky structures grow
in wide range of free stream turbulence intensity.

Figure 3: Flow Visualization in Case 2
4. Concluding remarks

As a result, streaky structures were observed in both
the wind tunnel and the towing tank. In addition, the tur-
bulence intensity in the boundary layer is proportional to

Figure 4: Flow Visualization in Towing tank

Rex

u rm
s

2
/u

∞2

Figure 5: Energy growth.

the distance of streamwise direction. These results sug-
gests strongly that as resultant of the non-modal growth,
streaky structure is a dominant disturbance in the transi-
tional boundary layer subjected to free stream turbulence
in wide ranges of its intensity.
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ABSTRACT
A two-dimensional channel flow becomes intermittent and large-scale disturbances appear streak structures above but
close to the minimum transitional Reynolds number.Intermittent factor gradually increases with increase of Reynolds
number.The streamwise scale of streak structures is twice longer than the turbulent disturbance scale.The phase
velocity of disturbances has tendency of acceleration with Reynolds number increase.These results show that the streak
disturbances in the intermittent flow have apparently different properties from those of the turbulent disturbance.

1. Introduction

In the two dimensional channel flow, the flow be-
come turbulence at under the critical Reynolds num-
ber when initial disturbance is strong. However de-
creasing Reynolds number from this turbulent state,
the flow inversely transit to laminar flow at a certain
Reynolds number. This Reynolds number is defined
minimal Reynolds number in this study.
　 In the experiment [1] , when Reynolds number are
very higher than minimal Reynolds number, flow is
accounted turbulent disturbance. But streak struc-
ture is observed that have shape and scale differ-
ent from turbulent disturbance in the around mini-
mal Reynolds number. It is confirmed that rate of
between turbulent disturbance and streak structure
gradually change as against Reynolds number.
Flow field of relaminarizing flow is studied already,
but quantify of streak structure, turbulent distur-
bance scale, disturbance phase velocity are not
enough at over a wide range Reynolds number.
　 In this study, we survey disturbance structures in
the relaminarizing channel flow in flow visualization.
And we quantify disturbance scales and phase veloc-
ity.

2.Experimental apparatus and method

Experimental apparatus is circuit water cistern.
Water pressurized by pump run through orifice
flowmeter and contracted by nozzle are flow in in-
let region. The flow just downstream of the nozzle
are disturbed by tripping wire, at a downstream of
inlet region, flow become fully development turbu-
lent. At a expansion section, flow broadened span-
wise direction decrease 0.61 times of Reynolds num-
ber and flow in test section. Get out water are pres-
surized by pump again and recirculation upstream.
The streamwise length of inlet region, expansion sec-
tion and test section are 2000mm,400mm,4550mm.
The spanwise length of inlet region, test section are
360mm, 580mm. Coordinate origin is center of wall
of entrance of test section. Coordinate systems are x,
y, z for streamwise, wall-normal and spanwise direc-
tions. Channel width d is 7.1mm. The flow visual-
ization was made using a 6.0 megapixel video camera
at 10fps and 1/1000 shutter speed. Pearl flakes were
used as tracer particles that have a specific gravity of

3.1and size of 7 ∼ 8µm. These flakes have tendency
to align along the shear plane, and were illuminated
by three halogen lamps. Visualization experiment
was run at a position of x/d = 600.

The Reynolds number is defined as Re = Umd/ν,
where Um is bulk mean velocity and νis the kine-
matic viscosity. For mean velocity adjustment of the
water channel, pressure drop at an orifice inserted in
the return pipe to the pump was monitored.

3.Results

Intermittency rate and disturbance scale are
quantified from visualization results. Image proces-
sion that brightness value from original picture mi-
nus average of 1000 pictures the value executes in
order to remove blot of glass and unevenness of il-
lumination. Moreover, when intermittency rate is
deriving, moving average is used to smooth picture
and bandpass filter is used to remove high frequency
components. After that, original picture is compared
to root-mean-square deviation picture. Using de-
cided threshold value, separate laminar and turbu-
lence. Intermittency rate is derived that turbulent
areas divide all area.
　 Figure.1 shows intermittency rate. Intermittency
γ is time occupation ratio of turbulence so that it is 0
for laminar flow and 1 for fully turbulent flow. This
figure compared to Hot-wire measurement in air re-
laminarizing field.[2] In the visualization results, at
under the Re = 1400, γ have a almost constant value
under 0.1, and gradually increases up to Re = 2400.
And over the Re = 2400,γ have a almost constant
value over 0.9. In this result, flow is almost turbulent
at over the Re = 2400, and flow is almost laminar
at under 1400. There is a little difference when com-
pared with Hot-wire measurement. The reason of
difference guess that We cannot separate turbulent
and laminar perfectly by light, and threshold value
is insufficiency. However both results has a similar
inclinable, this two results are almost good. At the
Re = 1900, γ is 0.5.For this reason, flow have a high
rate of turbulent at over the Re = 1900, and have a
high rate of laminar at under the Re = 1900. Tran-
sition region is between Re = 1400 ∼ 2400.
　 Figure.2 shows spanwise and streamwise scales
of disturbance derive from correlation of pictures
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Fig 1: Intermittency Rate

brightness value. Spanwise scale is defined equation
(1). ∆zmin is the distance to minimum value of cor-
relation. d is channel width.

λ =
2∆zmin

d
(1)

Disturbance have constant scale at over Re = 1900.
Spanwise scale is about 0.7 as against channel width.
The scales become big when Reynolds numbers de-
crease. Spanwise scale have about 1 ∼ 1.3 at under
Re = 1800. Streamwise scale is defined equation (2).
This equation is integral scale.

Λ =
1

d

� ∞

0

Rxdx (2)

Disturbance have constant scale at over Re = 2400.
Streamwise scale is about 0.7 as against channel
width. The scales become big when Reynolds num-
bers decrease too. Streamwise scale have about
2 ∼ 2.2 at under Re = 1800. Figure.2 and vi-
sualization result,flow is almost turbulence at over
Re = 2400. So turbulent disturbance have 0.7 in
spanwise and streamwise scale as against channel
width. Similarly, flow is derived from laminar and
streak structure at under Re = 1800. In this result,
streak structure have 1 ∼ 1.3 spanwise scale, and
2 ∼ 2.2 streamwise scale.
　 Figure.3 is normalized phase velocity of distur-
bances obtained from temporal-spatial correlation.
Up is phase velocity, and Um is mean velocity. Phase
velocity become fast with the decreasing Reynolds
number. This phase velocity is mixing streak and
turbulent phase velocity. So these results have dis-
persion. In this result, streak structure faster than
turbulent disturbance. Streak structures phase ve-
locities are almost same as mean velocity. Turbu-
lence disturbances phase velocity are 0.7 as against
channel width.

λ
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λ
Λ

Fig 2: Disturbance Scale
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Fig 3: Phase Velocity

4.Summary

In visualization result, flow field was observed
that variety disturbance mixing. In intermittency
rate, we found that disturbance rate change almost
constant rate as against Reynolds number. In quan-
tify disturbance scale, streak structure have 1.5 ∼ 2
times scale as against turbulent disturbance, and
streak structures scale change as against Reynolds
number. Streamwise and spanwise scales big change
at Re = 1900 ∼ 1800. But big change is not seen in
intermittency rate. In this result, we guess that flow
dominant structure change turbulent disturbance to
streak structure at this Reynolds number.
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ABSTRACT 

Drag, lift and rolling moment on a hypersonic lifting model were measured in a shock tunnel using a pressure measurement 

technique, where high frequency pressure sensors were used on the surface of the model to sense the local pressure. The measured 

values of aerodynamic forces and a moment were used to validate an accelerometer force balance technique developed in-house. The 

force and moment coefficients obtained through pressure measurements compared well with the coefficients obtained through the 

force balance technique. The force and moment coefficients for the model were also deduced using an analytical method called 

Newtonian theory. A good comparison was observed among the three sets of data.      

 

1. Introduction 

A measurement technique developed for ultra-short 

duration hypersonic test facilities generally requires a 

validation of its performance, as the technique operates 

on models with complicated flow-fields within the 

stringent constraints of the short duration test facilities. 

Well-established theoretical models and robust CFD 

codes can provide an insight into the experimental 

measurements, provided the theory and the codes are 

pre-validated against well-controlled experiments. 

Hence, the best validation methodology for a new 

experimental technique is to validate against a known or 

an established experimental technique. 

We developed a six-component accelerometer 

balance to measure all the forces and moments on a 

flapped, triangular lifting model in a hypersonic shock 

tunnel [1, 2]. The balance, after development and testing, 

required a secondary validation as the theoretically 

estimated data had some discrepancy with the 

measurements. The theory considered/available 

(Newtonian theory) for such test models [3] did not take 

into account some of the complex, viscous flow 

phenomena on the model, and the discrepancy/deviation 

observed in the data was attributed to this drawback in 

the theory.  

The pressure measurements carried out in the present 

study aimed at validating the six-component force 

balance, out of which the data for 3 components viz. 

drag, lift and rolling moment are presented in this 

article.           

 

2. Method 

The aerodynamic forces and moments on a flapped, 

triangular, lifting model, as shown in Fig. 1, were 

measured in the IIT Bombay Shock Tunnel (IITB�ST) 

[1], at a hypersonic Mach number of 8. The tunnel was 

driven by a 50 mm diameter (inner) shock tube that 

operated in a reflected mode. An aluminum diaphragm 

of 1.2 mm thickness was ruptured by pressurization of 

the driver gas in the shock tube to start it. A 

converging-diverging nozzle was attached to the end of 

the shock tube to expand the shocked test gas (air) to a 

freestream of Mach 8 in a test section of dimensions 

300X300X450 mm. The freestream conditions for the 

present set of experiments are listed in table 1. 

 

 

Table1. Freestream conditions for the tests in the tunnel. 

Test 

gas 

P 

(Pa) 

T 

(K) 

Mach 

No. 

Total 

enthalpy 

(MJ/kg) 

Reynolds 

No. (/m) 

Air 

(�=1.4) 

61 ± 

8.5% 

58 ± 

5.4% 

8 ± 

0.2% 

0.812 ± 

5.4% 

1.14X10
6 

± 3.1% 

High frequency pressure sensors (MEAS-France, 

model:EPIH-373-1.5B-/V5/L3M/M)were flush-mounted 

on the surfaces of the model to sense the magnitude of 

pressure. The model was rigidly fastened through a sting 

in the tunnel test section during the tests. The pressure 

transducers with a sensitivity range of 14.5 to 17 

mV/kPa were embedded in the surfaces of the model 

with a good spatial resolution and an emphasis on the 

likely locations of complex flow features. The model 

was tested at different angles of attack (AOA) of 0, 5, 10 

and 15 degrees with the freestream. 

 
Fig.1 Schematic of the test model. 

The measured surface pressure was resolved in the 

appropriate directions and was multiplied by the area of 
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the domain of influence to obtain the local aerodynamic 

forces. Summation of the local forces along the 

freestream and normal to the freestream gave the drag 

and the lift on the model, respectively.  The rectangular 

flaps located at the trailing edge of the model were the 

major source of rolling. The net rolling moment on the 

model was obtained by the summation of the moments 

of all the contributing individual forces about the 

longitudinal axis of the model. Equations 1-3 give the 

expressions for the drag, lift and rolling moment on the 

model. The force and moment coefficients are expressed 

by eqns. 4-6.  
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R t
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q A L
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=       (6) 

where, D(t), L(t), R(t) are the drag, lift and rolling 

moment, respectively; Pi is the measured local pressure 

at any point i on the model surface, Ai is the area of 

action of Pi, θi is the effective angle of resolution at any 

point i with respect to the freestream, li is the arm for the 

local moment at any point i, CD, CL, CR are the 

coefficients of drag, lift and rolling moment, 

respectively; q∞  is the freestream dynamic pressure, Aref 

and Lref are the model base area and base length, 

respectively. 

 

3. Results and Discussion 

Figure 2 presents the representative signals from the 

pressure transducers in the shock tube reservoir and a 

location in the model surface, respectively. The reservoir 

pressure (P5) is presented to indicate the steady time 

available for the test. 

 
Fig. 2 Typical pressure traces obtained during a test in 

the shock tunnel. 

Figure 3 presents the variation of the coefficients of 

drag, lift and rolling moment on the model with its 

Angle of Attack (AOA). These coefficients were also 

estimated using the Newtonian theory, which is a 

well-established analytical method for the estimation of 

force coefficients on hypersonic bodies.  A close 

agreement was observed between the two sets of 

experimental data, which in fact validated the 

accelerometer force balance technique developed 

in-house. The Newtonian theory considered in this case 

is inviscid and hence, could not predict the viscous and 

strong shock effects of the flow field over the model, to 

which the difference between the theoretical and the 

experimental results could be attributed. 

 
Fig.3 Variation of coefficients of drag, lift and rolling 

moment with the model AOA.  

4. Concluding remarks 

Drag, lift and rolling moment on a flapped, triangular, 

hypersonic, lifting model were measured in a shock 

tunnel using a pressure measurement technique. The 

investigations were aimed at validating an accelerometer 

force balance developed in-house. Theoretically 

estimated force and moment coefficients are also 

presented for a comparison.  A good agreement has 

been found between the experimental data. The 

theoretical data exhibited some deviation from the 

experiments, which is explicable. 
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ABSTRACT
Experimental and numerical simulations related to aircraft sonic boom are being conducted. Using a square-bore ballistic range, 

three-dimensional flight models are launched to a supersonic speed, and near-field overpressure measurement and flow visualization 
are conducted. The attention is focused on to the effect of the rear shape on the rear shock wave.

1. Introduction
In order to develop a scheme to experimentally study 

sonic boom problems, a square-bore ballistic range 
system has been developed. The primary function of the 
square bore is to prevent rolling motion of the test 
model. This paper reports results of our investigation on 
sonic boom caused by supersonic models.

2. Apparatus
Figure 1 shows the schematic illustration of the 

ballistic range used in this study[1,2]. The range has two 
distinct and unique features. One is its square bore, see 
Fig. 2. In order to launch a three-dimensional model(s) 
the square cross-section is useful for suppressing the  
rolling motion of a projectile. Another one is the in-tube, 
aerodynamic sabot separation [1]. After experiencing an 
acceleration driven by the driver gas (He), the sabot 
experiences a large pressure unbalance, and thereby 
being decelerated, while a projectile keeps its entry 
speed.

Fig. 1 Square-bore ballistic range.

Fig. 2 Cross-section of square-bore.

(a) Tail symmetrical to frontal

(b) Bluff model

(c) one-stage trucation model

(d) Two-stage truction model
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Fig. 3 Schlieren images with various rear shapes.

Fig. 4 Overpressure histories with four rear shape 
models, red; (a), green; (b), blue; (c) and black; (4) in 
Fig. 3.

3. Results and Discussion
Figures 3 and 4 shows examples of the experimental 

results obtained using four different projectile tail 
shapes with their frontal shape being kept unchanged. 
With the two stage truncation, the pressure jump in the 
rear boom is dispersed into two jumps, thereby 
alleviating a sonic boom.

4. Concluding remarks
This system using the square-bore ballistic range is 

useful for simulating supersonic flight in a laboratory.
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ABSTRACT 
As part of silent supersonic research, JAXA launched the two phased D-SEND project to verify its low sonic boom design 

concept in 2010. In the first phase called D-SEND#1, two different axisymmetric bodies were dropped from a stratospheric balloon
at ESRANGE space center in Sweden on May 7 and 16, 2011. The conventional N-type and shaped sonic boom signatures were 
successfully measured as expected in the air and the ground. In this paper, the configurations of the drop bodies, the aerial sonic 
boom measurement system and the sequence of the balloon drop test are described. The flight results are discussed as well. 

1. Introduction 
Japan Aerospace Exploration Agency (JAXA) has 

been promoting a supersonic technology research 
program since 1997. This program contains not only 
various kinds of basic researches but also some flight 
demonstrations. In 2010, JAXA launched a new project 
called “D-SEND (Drop test for Simplified Evaluation of 
Non-symmetrically Distributed sonic boom)” as one of 
the flight demonstrations. The project aims at verifying 
JAXA’s aerial sonic boom measurement system and 
original low sonic boom design concept. 

In the D-SEND project[1], there are two phases, 
D-SEND#1 and D-SEND#2 drop tests. The test 
sequences of these drop tests are shown in Fig.1. In the 
D-SEND#1, two different axisymmetric bodies are 
successively dropped from a stratospheric balloon. In 
the D-SEND#2, a new unmanned supersonic 
experimental airplane designed by JAXA’s original 
concept is dropped. In this paper, the configurations of 
the drop bodies, the aerial sonic boom measurement 
system, the sequences of the balloon drop test of the 
D-SEND#1 and the flight results are discussed. 

Fig. 1 D-SEND#1&#2 drop tests sequences

2. D-SEND#1 Drop Test 
The objectives of the D-SEND#1 are (1) to establish 

the aerial sonic boom measurement technology with 
axisymmetric bodies, (2) to confirm the feasibility of the 
measurement of the low level sonic boom, (3) to 
perform preliminary testing for the next phase, 
D-SEND#2. In the D-SEND#1, two different 

axisymmetric bodies are newly designed. One (NWM: 
N-wave Model) has a body shape which generates a 
conventional N-type sonic boom signature like 
Concorde. The other one (LBM: Low Boom Model) has 
that of a shaped low sonic boom signature. The 
configurations are shown in Fig.2. 

Fig. 2 Drop bodies ( NWM & LBM) 

They are successively dropped from the stratospheric 
balloon at an altitude of 30km. Both bodies trace almost 
the same Mach number history and generate sonic 
booms forward and perpendicular to the Mach cone 
angle. Information such as accelerations, velocities, 
positions and angular rates are transmitted to the ground 
by onboard telemetry system. The sonic booms are 
measured by a boom measurement system (Fig.3). 

Fig. 3 Boom measurement system (BMS) 
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In order to measure the effect of atmospheric 
turbulence to the sonic boom signature, the blimp(15m) 
is held at an altitude of 1km. Low frequency 
microphones are installed along the tether line (500m, 
750m, 1000m). The sonic booms are also recorded on 
the ground(3points). The GPS time clock is used for the 
time synchronization on the drop bodies and the BMS. 

In the drop zone(100kmx70km), four BMSs are laid 
out to cover the possible release points of the balloon 
trajectories as shown in Fig.4. Each BMS site has a 
limited circle area(r=10km), which means a measureable 
area of sonic boom when the body is released. They are 
controlled from the control center through Wi-Fi or 
satellite phones(back up) network.  

Fig. 4 BMS layout in the drop zone 

3. Flight Results and Discussion 
The D-SEND#1 drop test was conducted twice on 

May 7th and 16th of 2011 at ESRANGE space 
center(Fig.5). In the both drop tests, the BMSs 
functioned well as planned. The N-type and shaped 
sonic boom signatures were successfully obtained in 
high resolution on the ground and along the tether line. 
The measured typical sonic boom signature of NWM 
and LBM ,compared with the calculation, are shown in 
Fig.6. The N-type sonic boom signature was clearly 
measured by the NWM. Meanwhile, the LBM was 
validated that its sonic boom could be reduced by half 
compared with that of the NWM. Moreover it is 
confirmed that the calculations of both bodies by 
JAXA’s design tools agree with the measure data very 
well. Through these tests, JAXA has successfully 
demonstrated its low sonic boom axisymmetric design 
concept technology that reduced the sonic boom by half.  

The sonic boom signatures on the ground are also 
shown in Fig.7. The top and rear parts of the both 
signatures are clearly deformed compared with those of 

Fig.6. This characteristics indicates that there exist some 
effects of atmospheric turbulence near the ground.  

Fig. 5 D-SEND#1 preparation 

Fig. 6 Sonic booms at alt=500m (1st test)[2] 

Fig. 7 Sonic booms on the ground (1st test) [2]

4. Conclusion 
A new sonic boom measurement technique by a 

stratospheric balloon drop test is demonstrated. 
Furthermore, the feasibility of measuring the low level 
sonic booms is confirmed. Now JAXA has advanced 
forward the next step, D-SEND#2. A new supersonic 
experimental airplane is under detailed design phase. 
The D-SEND#2 drop tests will also be conducted in the 
summer of 2013 at ESRANGE space center.    
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ABSTRACT 
JAXA has set up a working group in order to conduct study on program plan of aviation technology research and development 
(R&D) program aiming at mitigating environmental impacts. Element researches on environmental technologies JAXA has been 
conducted so far are strategically integrated into this program. This program is supposed to be launched in 2013 coincidentally with 
commencement of the 3rd JAXA’s Mid-Term R&D Period 2013-2017. The paper introduces “JAXA’s’ Environment Conscious 
Aircraft Technology (E-CAT) Program Initiative”. 

1. Introduction 
Both Airbus and Boeing predict that passenger traffic 

alone will grow more than 2 times (based on revenue 
passenger kilometer) in the next 20 years[1,2]. Reducing 
greenhouse gas is one of aviation’s biggest challenges 
today along with safety and security. This paper 
introduces JAXA’s research and development challenge 
of environmental conscious aircraft technologies.  

2. E-CAT Program Initiative 
JAXA’s’ Environment Conscious Aircraft 

Technology (E-CAT) Program Initiative is composed of 
three research and development (R&D) projects, one 
research initiative, and one concept research/technology 
evaluation as shown in Figure 1. Element researches on 
environmental technologies JAXA has been conducted 
so far are strategically integrated into this program 

Eco�Wing�Project
Eco�Wing�Tech.�Integrated�Research Project
Low�Cost Composite�Structure�Development�

Process�Tech.�Project

Emission�Free�Aircraft�Technology
Research�Initiative

Hybrid�Propulsion�System Tech.�Research
Energy�Storage�and�Management�Tech.�

Research

Green�Engine�Project
SuperCore�Engine�Tech.�Research

Next�Generation�High�Performance�
Fan/Turbine Project

Quieter�Aircraft�Technology�
Project

Airframe��Tech.�demonstration�Project
Engine�Tech.�demonstration�Project�

1000Hz

Flap 
edge

Main gear

Nozzle

Aircraft�System�Concept�Research�
&�Technology�Evaluation

Fig. 1 Framework of E-CAT Program Initiative 

Green Engine Project
Technologies for the next generation high 

performance fan/turbine engines with drastic reduction 
of fuel burn CO2 emission will be verified in this project. 
This includes application of composite materials to the 
fan blades and low pressure turbine blades and/or the 
case. Also, R&D of elemental technologies such as 
cooling technology for super-high pressure turbine, high 
load compressor technology, and low NOx combustor 
technology will be conducted. 

Eco-Wing Project
The purpose of this project is to improve airframe 

fuel efficiency by increasing aerodynamic efficiency and 
reducing airframe weight. To increase airframe 
efficiency, the boundary layer control technologies and 
morphing technologies will be demonstrated. Also, 
research on improving type certificate process with 
development of highly reliable structure design 
technology and database of composite materials will be 
conducted in order to decrease airframe weigh without 
cost penalty. 

Quieter Aircraft Technology Project
Noise reducing technologies for both airframe noise 

and engine noise will be demonstrated in this project.  

Emission Free Aircraft Technology Research Initiative
This includes evaluation of the power management 

system technologies aiming at improvement of aircraft 
system efficiency by fuel-cell and bio-fuel technologies, 
etc.

Aircraft System Concept Research & Technology 
Evaluation

This is to clarify the position of above 
projects/initiative in an airplane system and to pursue 
creation of innovative airplane concepts. Also, 
fundamental technology R&D such as MDO will be 
conducted.

3. Technology Target 
In this program, the technology targets for 

environmental impact mitigation are provisionally set in 
year 2022 and 2035 (See Table 1) . 

Fuel Burn (CO2 Emission) Reduction
This target in 2022 (-30% relative to similar existing 

type of aircraft) is settled in consideration of 
competitive advantage over other aircrafts. It is required 
7% improvement of lift-to-drag ratio, 15% reduction of 
SFC, and 20% airframe weigh reduction in order to 
reach this target. 
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Table 1.  Technology Target for Future Subsonic 
Aircraft (Provisional) 

 Year 2022 
100-150pax. 

Year 2035 
150-200pax.

Fuel burnA

(CO2 Emission) 
-30%B -50~-100%C

Airport NoiseD -20dB -30~-75dB
NOx EmissionE -70% -70~-100%

A: Relative to similar existing types of aircraft, B: Excluding 
Bio fuel, C: Including Bio fuel, D: Relative to ICAO Stage 4, 
E: Relative to CAEP/6 

TRL4�6

TRA2035
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Fig. 2 Fuel Burn (CO2 Emission) Reduction Target 

Noise Reduction
Taking into account discussions in ICAO, it seems 

that more than 20dB cumulative below current Chapt.4 
would be necessary in 2022. Technologies such as ultra 
high bypass engine technologies and airframe noise 
reduction technology are required. 
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NOx Emission Reduction
This target in 2022 (-70% relative to CAEP/6) is 

determined by reference to reduction target 2026 of 
NOx emissions by CAEP. Technological results from 
JAXA’s “TechCLEAN Project” will be applied. 
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4. Technology Reference Aircraft 
Technology Reference Aircraft (TRA) 2022 and 

TRA 2035 are defined as aircrafts to be entry in service 
in 2022 and 2035, respectively. They are defined with 
technological goals expected in 2022 and 2035. Figure 5 
shows the image of TRA 2022 with technical goals of 
30% reduction of CO2 emission relative to the same 
sized in-production aircrafts, 20dB reduction in airport 
noise relative to ICAO Chapter 4 regulation, and 70% 
reduction of NOx emission relative to CAEP/6 
regulation. Required technologies to the goal are also 
shown in the figure. 

Multi Disciplinary Optimazation Design Technologies
CFD Technologies with Higher Accuracy and Higher Fidelity

Laminarization 

B.L. Control

Wing Tip Design

Lift/Load Control 

Quieter H.L.D.

Quieter Landing Gear

High Aspect Ratio Wing

U.H.B. Engine

Quieter Nozzle

Quieter Fan Blade

Compsite Material

Cruising Speed 0.78 Mach

Range 2,200 - 2,600 nm

Passengers 100 - 150

Fig. 5 Technology Reference Aircraft 2022 

5. Concluding remarks 
This program is supposed to be launched in 2013 

coincidentally with commencement of the 3rd JAXA’s 
Mid-Term R&D Period 2013-2017, though all of above 
mentioned projects could not be launched at the same 
time. Detailed planning is required for all of the 
projects.
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ABSTRACT
The U.S. Air Force (USAF) is the single largest energy user in the U.S. Government with jet fuel as the predominant form of energy 
consumed.  Since energy is a mission critical capability the USAF has put in place energy policy and plans to “Reduce Demand,
Increase Supply and Change the Culture”.  This paper focuses on airframe technology programs being pursued by the USAF Air 
Force Research Laboratory (AFRL) to enable the USAF to reduce demand for both current and future aircraft.  

1. Introduction
The United States Air Force (USAF) uses over 2 

billion gallons of jet fuel every year creating one of its 
largest operational expenses, approaching $10B/year.  
In fact, the Air Force is the single largest energy user in 
the U.S. Government with jet fuel as the predominant 
form of energy consumed (Figure 1.).

Fig 1 USAF Energy Usage

Since energy is a mission critical capability the 
USAF has put in place policy1 and plans to Reduce 
Demand, Increase Supply and Change the Culture; the 
directives from the 2010 USAF Energy Plan2.

Fig 2 USAF Fuel Consumption and Savings Goal

As shown in Figure 2 the U.S. Air Force has an 
energy goal to reduce fuel burn by 10% by 2015 from a 
2006 baseline.  Operational improvements and 
reduction in flying hours are projected to achieve about 
one-half of the goal.  However, new technology 
developments will also be required.  The technology 
approach is structured around two primary strategies:

• Reducing fuel burn and greenhouse gas emissions 
in legacy systems via engine and airframe upgrades

• Advanced Research and Development (R&D) to 

develop the technologies to reduce fuel demand, 
increase fuel supply, and reduce greenhouse gas 
emissions in legacy and future systems.

2. Method
The Air Vehicles Directorate of AFRL has 

approached the USAF goal of reducing demand for 
aviation fuel by initiating S&T programs directed 
towards airframe improvements.  These programs can 
be categorized in 3 areas; Change How the USAF Flies, 
Improve What the USAF Currently Flies and Energy 
Efficient Aircraft for the Future.  Most, but not all, of 
these S&T programs are directed towards air mobility, 
the largest single user of fuel in the US. These programs 
provide a robust set of solutions for the USAF to 
implement.

3. Results and Discussion
Change How the USAF Flies.  AFRL’s current 

aerodynamic S&T program is focused on formation 
flight of the large USAF transport which consumes
approximately ¼ of USAF fuel annually. CFD 
modeling and flight tests show modifications to the 
station keeping software will enable a trailing aircraft to 
achieve a projected 10% fuel burn reduction by
automatically positioning itself a safe distance aft and 
outboard of the wingtip of the leading transport. It is 
projected that if the trailing aircraft was able to sense the 
exact position of the vortices of the lead aircraft the fuel 
burn reduction could be doubled.

AFRL is planning future S&T programs which focus 
on formation flight of an arbitrary number and 
dissimilar types of aircraft in formation to include mixes 
of strategic transports, tactical transports, aerial 
refueling tankers, and fighter aircraft.

Improving What the USAF Currently Flies.  A 
common feature of both strategic and tactical transports 
is an upswept aft fuselage to accommodate cargo doors.  
However this feature is a source of drag; in some cases 
more than 10% of the total aircraft drag.  AFRL has 2 
flight test programs to evaluate flow control devices to 
reduce aft fuselage drag on a tactical transport.  One
flight test program, using “finlet” flow control devices,
demonstrated 6% drag reduction.  The other flight test 
program used smaller, “microvane”, flow control 
devices demonstrated more than 3% drag reduction.

AFRL is assessing other airframe improvements for 
the legacy mobility fleet.  Industry and AFRL studies 
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show that the fuel burn of current large transport aircraft
could be reduced by up to 7% by straightforward 
modifications such as winglets and drag clean-up.  The 
latter encompasses a large variety of modifications such 
as replacement of control surface seals, aerodynamic 
fairings and fillets and conformal antennas.

Energy Efficient Aircraft for the Future.  The AFRL 
Air Vehicles Directorate has completed Phase I of the
Revolutionary Configurations for Energy Efficiency 
(RCEE) program which examined the anticipated USAF 
mobility mission (theater lift, strategic lift, and tankers) 
for the 2040 timeframe.  The ultimate program goal of 
RCEE Phase I was to identify the configurations and 
enabling technologies towards a 90% energy reduction 
for the entire 2040 mobility mission3.  Two-thirds of 
this goal is assigned to technology developments in 
aerodynamics, structures and materials, and propulsion.  
The remaining 1/3 of this goal is assumed to be met by 
future operational changes such as using optimal routing 
and payload combinations.  The mission planners at the 
USAF Air Mobility Command are currently working 
towards these efficiencies. As these solutions lie 
outside of AFRL’s S&T responsibilities they are not 
addressed here.  

Achieving 60% energy efficiency would seem to be 
wildly unrealistic compared to the usual short term 
technology projections of 3, 5, or 10% improvements.  
However, by utilizing a multi-dimensioned approach, 
the hope is to create “virtuous spirals” in which new 
technologies can evolve together and break down 
perceived barriers for efficient aircraft.

Fig 3 Energy Efficient Mobility Configurations

Several very efficient aircraft configurations for the 
2040 mobility mission were identified in RCEE Phase I.
As shown in Figure 3 the configurations ranged from 
rather conventional looking tube and wing designs -
some with strut-braced wings, to box wing and 
integrated wing body aircraft.  

Once the configurations were identified initial 
structural layouts and mass properties were determined.  
The configurations were then lofted and further refined 
using CFD.  Efficient propulsion systems and concepts 
were considered; open rotor, very high by-pass 

turbofans, geared turbofans, and distributed propulsion.
Alternative energy sources than crude oil products were 
considered, but the majority of technologies investigated
were compatible.

The final step of RCEE Phase I was to assess a wide 
range of technologies to further improve the efficiency 
of the configurations.  An example of a technology 
ranking from RCEE Phase I is shown in Figure 4. 

Fig 4 Technology Impacts on Fuel Burn Reduction 

In general the airframe technologies having the 
biggest impact on reducing fuel burn were:

• High effective aerodynamic span (hybrid wing 
body, strut braced wing, box wing, active aeroelastics,
winglets and raked wing tips)

• Airframe-propulsion integration of efficient 
engines

• Parasite drag reduction (reduced empennage size, 
laminar flow, reduced turbulent viscous drag-riblets)

• Unconventional propulsion (distributed propulsion, 
boundary layer ingestion, hybrid electric)

• Formation flight

Phase II of RCEE, which will run through 2015, 
will further develop the key technologies and 
configurations identified in Phase I.

4. Concluding remarks
The AFRL Air Vehicles Directorate is making

investments in airframe technologies which will help the 
USAF meet its fuel burn reduction goals.  These 
technology programs can be categorized in 3 areas;
Change How the USAF Flies, Improve What the USAF 
Currently Flies and Energy Efficient Aircraft for the 
Future.
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ABSTRACT 
Development of aircraft’s wake vortex from the roll-up until vortex decay is studied. An aircraft model and a surrounding flow field 
obtained from high-fidelity Reynolds Averaged Navier-Stokes simulation are swept through a ground fixed computational domain to 
initialize the wake. After the initialization, large-eddy simulation of the vortical wake is performed until vortex decay, i.e., 2-3 
minutes after the passage of aircraft. Here, the methodology and some results from the simulations using the DLR-F6 wing-body 
model are presented. 

 
1. Introduction 

Wake vortices generated by a flying aircraft pose a 
potential risk for following aircraft due to the strong and 
coherent vortical flow structure[1]. In addition, it is 
pointed out that condensation trails (contrails) originated 
from the interaction of jet exhaust, wake vortices and the 
environmental atmosphere may trigger the formation of 
cirrus clouds (contrail cirrus), which is suspected to 
have influence on the climate change[2]. The evolution 
of aircraft’s wake can be divided into several phases, for 
example, (1) roll-up phase, (2) vortex phase, and (3) 
diffusion phase. Because of the broad spatiotemporal 
scale of the problem, the use of numerical simulation is 
usually limited to each of those phases. The roll-up 
phase is simulated by high-fidelity Reynolds Averaged 
Navier-Stokes (RANS) simulations because detailed 
aircraft geometries of fuselage, flaps, etc. affect the 
roll-up process and the resulting wake vortices. 
Dynamics of wake vortices in the vortex phases is 
studied mainly by large-eddy simulation (LES) or direct 
Navier-Stokes (DNS) simulation[3]. The third diffusion 
phase is related to meteorological simulations where 
microphysical processes of contrails are of primary 
interest. 

The present study aims to develop a methodology 
which enables to simulate wake vortex evolution from 
the generation until the decay, i.e., from the roll-up 
phase to the vortex phase mentioned above. The vortex 
decay occurs 2-3 minutes after the passage of aircraft in 
a typical cruise condition, i.e., 28-43 km behind a flying 
aircraft. The study bridging the gap between the roll-up 
and the vortex phases would provide understandings 
toward properties of realistic aircraft wake such as 
vortex core radius and circulation evolutions, as well as 
roll-up and entrainment of jet exhaust by considering 
tracer materials, which might be useful for detailed 
contrail modeling studies. 
 
2. Method 

An aircraft model and the surrounding flow field 
obtained from high-fidelity RANS simulation are swept 
through a ground fixed LES domain to initialize the 
aircraft’s wake[4]. The RANS flow field is provided as a 
forcing term of Navier-Stokes equations in the LES. 
Similar approach might be referred to as the fortified 

solution algorithm (FSA)[5], or a nudging technique 
used in data assimilation[6]. The resulting velocity 
vector of the flow field is represented by the weighting 
sum of LES velocity field VLES and RANS velocity field 
VRANS, 

 RANSLES VVV )1( ff ��� . (1) 

The weighting function f could be a smooth function of 
the wall-distance y, or of other physical quantities such 
as velocity magnitude. Here, we employ the following 
function of wall-distance to realize smooth transition 
between the solutions, 
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where the constants � and � represent the slope of the 
transition and the wall-distance where solutions of 
RANS and LES are equality weighted, respectively. 
These constants can be determined by try and error basis, 
as well as by optimization techniques. 

In this study, the RANS flow field around the 
DLR-F6 wing-body model is employed to initialize the 
wake. The RANS solution is obtained by the DLR 
TAU-code with hybrid unstructured mesh, where the 
number of mesh points is approximately 8.5 million[7]. 
The flow conditions of Mach number M=0.75 and 
Reynolds number Re=5.0x106 are considered. 

There are several reasons to employ the ground fixed 
LES domain. Decay of a fully rolled-up vortex pair 
strongly depends on environmental conditions such as 
ambient turbulence, temperature stratification and wind 
shear. Therefore, the control of these conditions is 
crucially important to assess the influence of ambient 
conditions on vortex decay. Unlike the consideration of 
realistic inflow conditions, the generation of controlled 
turbulence fields in the ground fixed LES domain is 
straightforward. The other reason is that the present 
approach can reduce a domain length in the flight 
direction compared to an aircraft fixed computational 
domain. Therefore, computational resources can be used 
to increase spatial resolution. 

Because of the large difference of RANS and LES 
mesh sizes near body surfaces, the connection of 
detailed flow and turbulence quantities cannot be hoped. 
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Here, we rather attempt to connect flow quantities 
related to wake vortex evolution, e.g., the strength of 
wing-tip vortex, downwash along wings and span-wise 
load distributions obtained from a high fidelity RANS 
flow field. 

In this study, the incompressible Navier-Stokes code 
MGLET is employed for LES[8,9]. An equation for 
potential temperature is solved to take into account 
buoyancy effects employing Boussinesq approximation. 
The equations are discretized by a finite-volume 
approach with the fourth-order finite-volume compact 
scheme. Lagrangian dynamic model is employed for a 
turbulence closure. The third-order Runge-Kutta method 
is used for time integration. 
 
3. Results and Discussion 

Figure 1 shows vorticity distributions on several 
downstream planes where the results from different 
mesh resolutions of 0.5 and 1.0 m are compared. The 
origin of the coordinate in the flight direction is set to 
trailing edge of wing-tip and the downstream distance x 
is normalized by the wing-span b. Boundary layer 
around the fuselage appears in the region with high 
vorticity magnitude in both mesh resolutions. The 
boundary layer of 0.5 m mesh case shows a sharp  
vorticity distribution compared to that of 1.0 m at 
x/b=0.0, however, the thickness of boundary layer does 
not reflect that in the RANS simulation even with the 
0.5m mesh. It is simply due to the less resolution of the 
LES mesh compared to RANS mesh near body surfaces. 
At x/b=1.0, peaks of vorticity magnitude from wing-tip 
and fuselage are kept high in the 0.5 m mesh case. Then, 
the roll-up of wing-tip vortices proceeds at x/b=3.0. The 
overall vorticity distribution is similar in both cases 
during the roll-up phase, however, the underestimated 
vorticity peak might affect the time evolution of wake 
vortex at a later time. 

 

 
Fig. 1 Vorticity distribution on several downstream 

planes with mesh resolutions of 0.5 and 1.0 m. 
 
Figure 2 shows the time evolution of vorticity 

distribution on a ground fixed vertical plane from T=2 
until 39 s, which corresponds to the distance of 450 to 
8,800 m (x/b=7 to 146) from the aircraft model. The 
vorticity from fuselage decays quickly as shown in Fig. 
2(c), on the other hand, the vorticity distribution from 
wing-tips preserve their peak values. The vorticity from 

inboard wing rotates around the wing-tip vortex, which 
realizes the wake’s roll-up establishing a well-known 
counter-rotating vortex pair. In Fig. 2(f), the flow field is 
reorganized to a fully rolled-up vortex pair. The roll-up 
process takes approximately one vortex time unit, i.e., 
the time a vortex pair descends one vortex separation. 

 

 
Fig. 2 Time evolution of vorticity distribution during the 

roll-up of DLR-F6 model’s wake. 
 

4. Concluding remarks 
LES of wake vortex evolution from its generation to 

vortex decay is performed by combining flow fields 
from RANS and LES computations. The RANS flow 
field is employed in the LES computation as a forcing 
term sweeping through the ground-fixed LES domain. 

Finer mesh resolution in the LES domain realizes 
higher peaks of vorticity distribution in the aircraft wake, 
however, the global vorticity structure of the wake is not 
sensitive to the mesh resolution. The roll-up process is 
simulated by the present approach, which realizes a 
counter-rotating vortex pair after one vortex time unit. It 
is confirmed that the consideration of spanwise load 
distribution is important to study realistic aircraft wake. 
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ABSTRACT 
The attenuation of a weak shock wave generated by the explosion of a unit mass of TNT was numerically analyzed.  

The effects of viscous and thermal conduction losses and of the molecular vibrational relaxation of oxygen and nitrogen 
molecules were considered. The effect of each diffusion term on wave attenuation and waveform change was investigated 

in detail. In addition, the characteristics of each attenuation effect were examined by frequency analysis.  
 

1. Introduction 
The shock wave that forms in the near field of an 

aircraft flying at supersonic speed weakens due to at-
tenuation while propagating in the atmosphere. The ex-
plosive sound of the shock wave, commonly known as a 
sonic boom, is also called an N-wave because its pres-
sure history is shaped like the letter N. Although the 
shock front segment for an N-wave located near the air-
craft is discontinuous and several times that of the mean 
free path, its duration increases due to relaxation and 
reaches finite value during propagation in the air. The 
rise time, which is the time required for the N-wave to 
go from atmospheric pressure to its peak overpressure, 
is often used for evaluating the shock front. 

The actual rise time of the sonic boom measured 
near the ground is significantly longer and often several 
orders of magnitude greater than that expected from the 
mechanisms of viscous and heat conduction losses alone 
[1]. The effect of relaxation due to the molecular vibra-
tional excitation of oxygen and nitrogen in the atmos-
phere has been suggested as the reason for this anomaly 
[2, 3]. 

The degree of the annoyance from a sonic boom de-
pends on the rise time and the peak overpressure of the 
shock front. Since next-generation quiet supersonic air-
craft have been studied more intensively in recent years, 
accurately predicting the extent of weak shock wave 
attenuation has become increasingly important. 

The objective of this work is to investigate the at-
tenuation and dispersion of the N-wave by taking into 
account molecular vibrational relaxation of oxygen and 
nitrogen molecules and viscosity. The characteristics of 
each attenuation effect are examined by frequency anal-
ysis. An explosion of a unit mass of TNT was simulated 
numerically as the source of the N-wave. 

 
 
 
 
 
 
 
 
 
 
 
 

2. Numerical Analysis with the Random Choice Me-
thod (RCM) 

Numerical simulation is carried out with the numer-
ical procedure according to Honma et al. [4]. The effects 
of viscous and heat conduction losses and of the vibra-
tional relaxation of oxygen and nitrogen are added to the 
one-dimensional, spherically symmetric Euler equation. 
The harmonic vibration is assumed for molecular vibra-
tion. In the first step, the Euler equation is solved using 
the Random Choice Method (RCM). Corrections are 
then made with operator splitting by introducing the 
spherical, viscous, and vibrational relaxation terms se-
quentially. In operator splitting, the fourth-order Runge-
Kutta method is used for time integration. 

As an initial condition at the explosion center, it is 
assumed that 1kg of spherical TNT was converted into 
the reaction product at time 0. Considering the physical 
properties of TNT, the radius of the sphere is calculated 
to be 5.30×102 m, the initial condition at the explosion 
center is assumed to ideal gas of 2000K, 7.94×108 Pa, 
1.6×103 kg/m3. The specific heat of both the reaction 
product gas and atmospheric air is assumed to be γ = 1.4. 
The speed of sound a in the ambient atmosphere is 
346m/s. While the effect of molecular vibrational relax-
ation is influenced by the relative humidity of the air, the 
analysis in the present study is conducted for a fixed 
relative humidity of 10%. 

In this work, we deal with a very weak shock wave 
whose strength is several tens of pascals. Since the tem-
perature changes with such shock waves are very small, 
the change in the viscosity and thermal conductivity 
coefficients are negligible. Thus, viscosity μ and heat 
conductivity λ are assumed to be constant. The TNT 
explosion is used to create the weak N-wave used as the 
initial condition of the current study. The real gas effects 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Overpressure histories at 5000m. 

(a) N-wave profile (b) A close-up to the positive phase of Fig.1a. 
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in the vicinity of the explosion center are not considered 
here. The pressure history obtained at 500m from the 
explosion center by solving the Euler equation is taken 
as the initial waveform. Propagation of the wave from 
500 to 5000m is simulated and the solutions of follow-
ing different cases are obtained. The results were then 
compared and discussed. 
A. The solution that uses only the Euler equation, and 

addresses the spherical geometric effect. 
B. The solution that addresses the relaxation effects by 

viscosity and heat conduction. 
C. The solution that addresses the vibrational relaxation 

effect of oxygen. 
D. The solution that addresses the vibrational relaxation 

effect of nitrogen. 
E. The solution that addresses all of the effects of cases 

A through D. 
The pressure history sampled at 5000m is presented 

in Fig. 1a for cases A and E. The expanded plots of posi-
tive phases are shown in Fig. 1b for all cases. The “peak 
overpressure” is defined as the maximum pressure of the 
positive phase, and the “rise time” is defined as the time 
required for the pressure to change from 10% to 90% of 
the peak overpressure. Because the time required for the 
N-wave to reach 5000m is different in each case, the 
position of each waveform is adjusted to facilitate com-
parison. Figure 1 clearly indicates that attenuation oc-
curs due to molecular vibrational relaxation, and that the 
major part of the attenuation is due to the vibrational 
relaxation of oxygen. Although the nitrogen molecule 
somewhat attenuates the peak overpressure of the 
N-wave, it contributes very little to the increase in rise 
time. 
 
3. Frequency Analysis 

In the acoustics, the attenuation of monotone sound 
waves in the atmosphere and the effects of molecular 
vibrational relaxation have been investigated. Attenua-
tion has been measured experimentally in a wide band-
width. One can predict the attenuated waveform by de-
composing an N-wave into its Fourier components and 
applying the frequency-dependent attenuation to each of 
them. Frequency analysis is performed according to 
Bass et al [5]. 

 
4. Results and Discussion 

Figure 2 plots the pressure history and the amplitude  

 
 
 
 
 
 
 
 
 
 
 
 
 

spectrum distribution of the N-wave in order to compare 
the results of the RCM with those of frequency analysis 
at 10% relative humidity. The six plots represent: the 
waveform obtained after solving the Euler equation with 
the RCM (Line 1); the amplitude spectrum distribution 
of the waveform in Line 1 (Line 4); the solution of case 
E described in Sect. 2 with the RCM (Line 2); the atte-
nuated amplitude spectrum distribution obtained by ap-
plying attenuation in Line 6 (Line 5); the attenuated 
waveform obtained from the inverse FFT of the distri-
bution in Line 5 (Line 3); and the attenuation due to the 
viscosity and the molecular vibrational effects of oxygen 
and nitrogen effects. (Line 6).  

Figure 2 indicate good agreement between the re-
sults obtained with the case E of the RCM (Sect. 2) and 
the results obtained by frequency analysis. When the 
attenuation of viscous and molecular vibrational effects 
are considered together, analysis indicates that since the 
attenuation occurs in a wide frequency band, the overall 
waveform is smoothened. When each relaxation effect is 
considered separately, results obtained by the frequency 
analysis showed good agreement with case B–D. 

 
5. Conclusions 

Numerical calculations for the N-wave caused by the 
explosion of a unit mass of TNT were carried out. The 
attenuation due to molecular vibrational relaxation was 
examined by the Random Choice Method (RCM) and 
frequency analysis. The results were compared and in-
dicated good agreement between them. 

The dependence of the attenuation effect on differing 
molecular species, which was difficult to explain by use 
of the RCM alone, was clarified through the use of fre-
quency analysis, and the effectiveness of frequency 
analysis in predicting attenuation of the N-wave was 
demonstrated. 
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ABSTRACT
This study performed the sonic boom analysis considering atmospheric uncertainties at low computational costs. Non-Intrusive 
Polynomial Chaos (NIPC) method, which approximates statistical behavior under uncertainties, was applied to the sonic boom 
analysis method solving an augmented Burgers equation. Compared to Monte Carlo (MC) method, NIPC offered equivalent accuracy 
for the present sonic boom analysis even with smaller sample size. In addition, the present simulation results revealed that humidity 
uncertainty and temperature uncertainty have significant impact on sonic boom, while wind uncertainty has no impact.

1. Introduction
In the design of low-boom supersonic aircraft, the

waveform parameter method [1] is commonly used to 
estimate the strength of sonic boom. However this
method cannot consider the rise time of sonic boom,
which may psychologically impact on human beings.
Instead, the sonic boom analysis solving an augmented
Burgers equation [2] is proposed. Unlike the waveform 
parameter method, this approach can consider the rise 
time of sonic boom because the augmented Burgers 
equation accounts for thermal viscosity and relaxation 
effects.

Furthermore, in order to evaluate sonic boom
characteristics under more realistic conditions,
atmospheric "uncertainties" should also be considered. 
In general, atmospheric temperature, wind velocity,
wind direction, etc. are always fluctuating in a
real-world situation where aircrafts are operated. Thus, 
if a low-boom aircraft is designed at an ideal flight 
condition without any uncertainties, its performance in 
actual flights may be lower than expected. Therefore, it
is necessary to make the design more robust in an 
uncertain environment based on the analysis considering 
possible uncertainties. A simple approach for robust 
design is to sample performance at a lot of conditions 
with different environments, and then evaluate the
statistics (mean value and standard deviation) of 
performance. However, the computational time is too 
enormous to be allowed for practical use.

In this study, Non-Intrusive Polynomial Chaos
(NIPC) method [3] was applied to the sonic boom 
propagation analysis solving an augmented Burgers 
equation for efficient evaluation of sonic boom 
characteristics against atmospheric uncertainties. First, 
NIPC accuracy was checked by comparing the statistics 
obtained from NIPC and Monte Carlo (MC) method.
Then, sonic boom characteristics against atmospheric
temperature, wind, and humidity uncertainties were 
compared and discussed.

2. Numerical Methods
2.1 NIPC

NIPC is a kind of probabilistic method, which 
approximates the behavior of an output against input
uncertainties as a superposition of orthogonal 

polynomials. This method considers an output variable 
�� as a function of independent deterministic variables x
and t, and a random variable � representing input 
uncertainties. Then, it decomposes �� into deterministic 
and stochastic components as follows:
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where �j and �j are the coefficient and orthogonal 
polynomial corresponding to the deterministic and 
stochastic components, respectively, for j-th mode. A
choice of � is determined by a choice of the probability 
distribution of �. For example, the Hermite polynomial 
is used as �, when input uncertainties are normally 
distributed. P is the number of samples. The mean value 
� and standard deviation � are calculated as follows:
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After obtaining �j from the system of Eq. 1 given at all 
samples, � and � can be promptly obtained by
substituting �j into Eqs. 2 and 3, respectively. Therefore, 
NIPC can estimate statistics even with a smaller sample 
size than the methods, which calculate statistics directly 
from a lot of samples, such as MC.

2.2 Sonic Boom Analysis Method
The present sonic boom analysis solved the 

augmented Burgers equation formulated as follows:
� �

� � � �ptlptl

p
x
c

c
p

x
A

At
p

cx
p

relaxold ����

�
�

�
�
�

�
��

�
�

�
� 00

00

2

3
00 2

1
2
1

2
�

��
�

(4) 

where p is the sound pressure, x is the ray path distance, 
A is the ray tube area, c0 is the small-signal sound 
velocity, �0 is the ambient density, � is the coefficient of 
nonlinearity, and t' is the retarded time. The first, second, 
and third terms in the right-hand side of Eq. 4 consider
nonlinear effect, geometric damping effect, and 
stratification effect (atmospheric conditions change
according to altitude), respectively. In addition, lold and 
lrelax used in the fourth and fifth terms are the operators, 
which model thermal viscosity attenuation and 
relaxation attenuation, respectively.
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3. Numerical Settings
The near-field pressure wave created by the 

D-SEND#2 model (S3CM: S-cube Concept Model)
produced in the JAXA D-SEND project was used to 
analyze sonic boom propagation. The flight altitude,
Mach number, and flight path angle were set to be 8000
[m], 1.3, and -50 [deg], respectively, and the near-field 
pressure wave was obtained at the location twice length 
of the model away from the model axis. The present 
analysis considered the uncertainties included in 
atmospheric temperature, wind (speed and direction),
and humidity in August from 2000 to 2009 at the 
Esrange Space Center. Atmospheric temperature and 
wind were distributed in 17 atmospheric layers 
corresponding to different altitudes from 100 to 30000
[m], and atmospheric humidity was distributed in 8
layers. The mean value � and standard deviation � of
atmospheric properties were given in each layer 
separately, and the uncertain behaviors of these 
properties were represented as �� + �� �, where � is a 
normally-distributed random variable with its mean 
value and standard deviation of 0 and 1, respectively. 
Here the present study applied a common value of � to 
all layers.
4. Result and Discussion

Convergence histories of the mean value and 
standard deviation of sonic boom strength at t = 0.033 
[ms] against atmospheric temperature uncertainty are
shown in Fig. 1. The dotted lines represent the histories 
obtained by NIPC with different sample size, and the 
solid lines denote the statistics obtained by MC with 
10000 sample points. The NIPC statistics with more 
than 11 sample points agree with the MC statistics. This 
result indicates that 11 sample points are enough for 
NIPC to accurately analyze sonic boom under
atmospheric uncertainties.

Fig.1 Convergence histories of the statistics of sonic 
boom strength

Sonic boom waveforms considering atmospheric 
temperature uncertainty, wind uncertainty, and humidity 
uncertainty, which were obtained by NIPC with 11 
sample points, are shown in Figs. 2, 3, and 4, 
respectively. The lines represent the mean values and the
error bars represent the standard deviations of sonic 
boom waveforms. It was confirmed that the humidity 
uncertainty has a largest impact on sonic boom. This is 
because atmospheric humidity significantly affects an
atmospheric absorption coefficient. Next, the 
temperature uncertainty has an impact on the peak 
pressure. This is because atmospheric temperature 
affects thermal viscosity and relaxation attenuation, 

which have effects on pressure gradient. Finally, the 
atmospheric wind uncertainty has no effect on sonic 
boom. This is because the present study assumes that the 
wind direction is constant at all atmospheric layers.
Therefore, if the wind direction is allowed to change 
according to the atmospheric layers, the atmospheric 
wind uncertainty may have a certain effect on sonic 
boom.

Fig. 2 Sonic boom waveform considering atmospheric 
temperature uncertainty

Fig. 3 Sonic boom waveform considering atmospheric 
wind uncertainty

Fig. 4 Sonic boom waveform considering atmospheric 
humidity uncertainty

5. Concluding Remarks
In this study, Non-Intrusive Polynomial Chaos

(NIPC) which can consider uncertainties at low
computational cost was applied to the sonic boom 
analysis solving an augmented Burgers equation. It was 
demonstrated that, compared to Monte Carlo (MC) 
method, NIPC could estimate the statistics of sonic 
boom strength with equivalent accuracy and smaller 
sample size. In addition, the present simulation results 
revealed that atmospheric humidity uncertainty and 
temperature uncertainty have significant impacts on 
sonic boom, while wind uncertainty has no impact.
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ABSTRACT 
This paper presents the structure and the main purpose of the Operative Research Project on Hybrid Engine in Europe, along with  
some preliminary experimental results. New fuel formulations are analyzed to raise the regression rate required in some typical 
propulsion applications envisaged for a hybrid rocket system. A series of static firing tests have been carried out on a lab-scale hybrid 
engine. Gaseous oxygen and two different fuel compositions have been tested to assess the improvement in the regression rate 
deriving from HTPB fuels with additives. 

1. Introduction 
The main objective of the Operative Research 

Project on Hybrid Engine in Europe (ORPHEE) is to 
improve the technological maturity level of hybrids with 
a special focus on the development of optimized 
formulations of solid fuels which would allow for a 
significant increase of regression rate. Three space 
platforms may take advantage of hybrid propulsion1, 
that are: a generic exploration mission (due to the 
inherent safety of hybrid propulsion, throttlability and 
stop/restart capability); upper stage, thanks to the large 
thrust provided; low cost launcher, mainly thanks to the 
potential cost reduction. In the framework of this 
program two demonstrators, representative of the 
selected missions, are being developed: a booster-stage 
demonstrator and a lunar-lander demonstrator, which 
allow assessing complementary key requirements such 
as high specific impulse, multiple ignition and wide 
throttling capability together with a high regression rate. 
The latter, as shown in a dedicated system analysis, 
should be in the range of 0.5-4 mm/s for the lander 
application and even larger for engines requiring higher 
thrusts (booster stage). To tackle this challenge, a 
dedicated work package is included in ORPHEE with 
the aim of investigating advanced fuels. A trade-off 
study has been carried out to select potential interesting 
fuel formulations for the identified space applications. 
Attention has been drawn both to HTPB with the 
addition of either metallic particles (nano-sized 
aluminum powder) or metal hydrides (AlH3 or MgH2) 
and to paraffin-based fuels. Owing to the high specific 
surface area of nano-scale aluminum particles, shorter 
ignition delay and faster burn times can be expected 
compared to micro-scale aluminum, leading to an 
improvement of rocket performance. Additives are 
employed to increase the specific impulse. The main 
results of this selection process can be summarized as 
follows. For a Moon soft landing, the best result is 
achieved by using LOx as oxidizer. Performance is 
improved with a loading of 15% in mass of nano-sized 
aluminum powder. The effect of this additive is to 
increase the regression rate as long as to raise the fuel 
density, even if the theoretical specific impulse is not 
significantly increased compared to pure HTPB. For the 
upper-stage and booster applications, the same tendency 
as for Moon lander is observed. The combination of 
high performance and large density is obtained with the 

LOx/HTPB nano-sized aluminum propellants couple. 
Note that, based on the considered criteria, the poorer 
rating of the paraffin fuel is essentially a consequence of 
its weak mechanical properties. 

A preliminary assessment of the selected fuels 
regression rate is performed at SPLab in Milan on a 
small-scale set-up, while only some fuel formulations 
are planned to be evaluated at a larger scale at the 
University of Naples. With this purpose, a set of firings 
has been defined, which allows analyzing the effects of 
gaseous oxidizer mass flux, and port diameter upon the 
regression rate with a given fuel. Several firing times, 
mass flow rates, fuel compositions are defined, for a 
total number of 24 firing conditions. 

2. Lab-scale motor testing 
The firing tests conducted on the lab-scale hybrid engine 
of the University of Naples represent a step in scaling up 
between the small-scale results of SPlab and the ones 
which will be achieved on the demonstrator engines. 
The fuel grains burned in this test campaign have been 
produced at “Le Bouchet Research Center”. Three 
formulations have been developed using different 
ingredients: 1) no additives (pure HTPB); 2) 
magnesium hydride additive; 3) Nano-sized aluminium 
powder additive (Alex type). Pure HTPB has been 
formulated as a reference in terms of mechanical 
properties and fuel performance. For an exhaustive 
account on the experimental set-up see Refs. 2,3, and 4. 
The lab-scale motor has an axisymmetric combustion 
chamber, with a 720-mm length and a 133-mm inner 
case diameter. Upstream and downstream of the fuel 
grain a dump plenum and an aft-mixing chamber are set 
up respectively. A water cooled converging-diverging 
nozzle with 16-mm throat diameter, 82-mm length and 
2.44-area-ratio, made of copper alloy, ensures long 
duration firings without throat erosion, which allows 
one to obtain a more accurate measurement of the 
combustion efficiency. A spark plug is arranged in the 
prechamber where methane is injected for 3 s together 
with oxygen to ignite the motor. 

3. Results and Discussion 
A first subset of the firings planned in the program test 
matrix has been performed at the current stage. The 
average parameters measured over the firings are 
reported in Table 1. Most of the tests involved pure 
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HTPB grains; two out of three tests have been 
performed using HTPB with nano-aluminum, and two 
with magnesium hydrides. 

Table 1. Firing tests results 

In this paper only regression rate is discussed. The 
average regression rate is plotted versus the oxidizer 
mass flux in Figure 1a; here, for comparison, the 
regression rates measured in the framework of ESA TRP 
(Ref. 5) are superimposed along with some classical 
data retrieved from the literature6. The latter have been 
obtained from the combustion of pure HTPB and 
gaseous oxygen in a laboratory-scale hybrid rocket.
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Fig. 1 Regression rate as a function of: oxygen mass 
flux a); total mass flux and average port diameter b). 

In contrast to the data from the literature (the red curve 
in Figure 1a), regression rates with pure HTPB in the 
current program are higher; the regression-rate increase 
ranges between 20% and 50%, being larger at low mass 
fluxes. This was well expected and it is a consequence 
of the fluid dynamics of the gaseous oxygen jet inside 

the fuel port. At large oxygen fluxes, however, the
current regression-rates are lower than the ones obtained 
in the ESA TRP program. The four tests with HTPB and 
additives (two with nano-Al and two with magnesium 
hydride) do not display any significant increase in 
regression rate. In particular, regression rates measured 
in the tests with nano-Al are exactly the same as the 
ones with pure HTPB at the same oxygen mass flux 
(green points in Figure 1). The clusters of values at 
around 50, 140 and 225 kg/m2s seem to be scattered; 
this is a consequence of the port diameter effect. This 
feature is clarified in Figure 1b, where regression rate is 
reported versus the total mass flux. Here points have 
been traced with an area proportional to the average port 
diameter. Smaller points fall on a lower level than larger 
points with almost the same mass flux. For example, the 
regression rate of the three points at around 100 kg/m2s 
increase from 0.556 mm/s to 0.773 mm/s passing from 
27.9-mm port diameter to 50.1 mm. The same 
observation applies to all the data deriving from pure 
HTPB combustion. Note that, in this diagram, the points 
relevant to HTPB and nano-Al are shifted to higher 
mass flux with respect to the ones obtained with pure 
HTPB at the same oxygen flux, because, even if the 
regression rate is the same, the fuel mass flow rate is 
higher due to the larger density of fuel with additives. 

4. Concluding remarks 
A number of tests on a lab-scale hybrid engine have 

been carried out in the ORPHEE project with pure 
HTPB and gaseous oxygen axially injected in single 
port cylindrical grains, to establish a baseline 
performance and to ascertain the effect of port diameter 
upon the regression rate with a given mass flux. HTPB 
with nano-scale aluminum powder and HTPB with 
magnesium hydride have been burned as well. Results 
achieved at this stage of the program confirms a 
significant effect of the port diameter on the regression 
rate and show that regression rate is not significantly 
improved by additives. 
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ABSTRACT 
Ultrasonic measurement is employed to evaluate the instantaneous surface regression rate. Ultrasonic technique was employed and 

special sensor was developed and trial was conducted to measure the regression rate of PEG(Poly ethylene glycol) as solid fuels in a 
traditional hybrid rocket system using gaseous oxygen as an oxidizer. The time history of the traverse time of ultrasonic signal from 

the regressing surface was successfully measured and instantaneous regression rate was obtained. 

1. Introduction 
Surface regression rates are generally mean value for 

designing hybrid rocket motor and there are many 
studies in the past1-2. However, every experimental 
parameter changes gradually in traditional hybrid 
motors as the combustion proceeds, thus, the 
measurement of the instantaneous regression rates is 
essentially necessary for the detailed discussions.
   Ultrasonic measurement was employed to evaluate 
the instantaneous surface regression rates. The 
combustor and ultrasonic sensors are specially designed 
for this purpose, and ultrasonic sensors can be excited 
up to 100V which enables signal acquisition from 
regressing fuel surface easier.  Experiment started with 
PEG sample and the minimum excitement voltage of the 
ultrasonic sensor from the safety consideration, and 
several information was obtained. 

2. Experimental 
A. Fuel sample 

PEG needs a crosslinking agent for cureing. 
Trimethylolpropane (TMP) is used as a crosslinking 
agent, and  Hexamethylenediisocyanate (HMDI) and 
Dibutyltindilaurate (DBTDL) are used as a curing agent 
and the catalyst for the curing reaction, respectively. 

B. Hybrid rocket testing 
The samples were loaded directly in the chamber.  

A schematic of the experimental setup is shown in Fig.1. 
A special combustor was prepared for this purpose. Its 
inner diameter and length are 90mm and 1300mm, 
respectively, and the chamber is equipped with three 
ultrasonic measurement ports and three temperature 
measurement ports. Oxygen gases are introduced to the 
combustion chamber from four ports, then forced to 
flow along the wall of pre-combustion section, and 
finally converged into the bore of the grain. Igniter is 
common with that used in the firing tests of solid motors, 
and composed of an initiater and non-metallized solid 
propellant grain, and the oxygen flow was started one 
second before the ignition. Typically, ten to thirty 
seconds burning tests were conducted, and the mean 
values of surface regression rate, burning pressure, 
oxygen mass flux (Gox), and O/F were evaluated. 

Thermocouple

Ultrasonic
Sensor Nozzle

Igniter

Oxygen
Injection

1300mm
Fig.1 Hybrid rocket motor for ultrasonic measurement

C. Ultrasonic measurement 
  Ultrasonic sensor was also specially designed and 
manufactured by Honda Electronics Co., LTD. Sensor 
diameter is 20mm and the sensor is composed of a set of 
a pulser and a receiver. The wave frequency was set at 
1MHz because this frequency ultrasonic wave penetrates 
rubber materials well and is suitable for this 
measurement. 100V was adopted as the excitement 
voltage of the sensor and made the signal from the 
surface strong and clear. 

3. Results and Discussion 
 Ten seconds burning test was conducted successfully. 
The chamber pressure is 3MPa and Fig.2 shows the 
firing test of PEG. 

Fig.2 Firing test of PEG100 

Strong multi-reflection within the stainless steel holder 
plate and the signal through the peripheral part of the 
combustor hampers the ultrasonic measurement, 
however, a specially developed software makes it 
possible to pick up the signal from the regressing 
surface at an acceptable accuracy. Fig.3 shows the result 
of the thickness trace of burnt PEG fuel which is 
obtained from traverse time of the ultrasonic signal and 
sonic speed of the PEG as functions of pressure and 
initial temperature of the grain. 

Upper Middle Bottom 
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Fig.3 The thickness trace of burnt PEG fuel 

Fig.4(a) shows the pressure pattern of hybrid test and 
ultrasonic sensor data (upper position) of instantaneous 
surface regression rate is obtained as is shown in 
Fig.4(b). About result of ten second test, regression rate 
at 2.0 second is reduced at 0.46mm/s, and 0.28mm/s at 
8.0 second, which shows regression rate is higher at the 
initial stage because of smaller bore area and the result 
was suggested that fuel regression rate is not constant in 
the case of large chamber. 

(a)Pressure pattern      (b)Fuel regression distance 

Fig.4 Result of 10 seconds firing test 

The firing test which changes combustion pressure 
to three steps for each 10 seconds was conducted and 
result was shown in the Fig.5 and Fig.6. Total burning 
time is 30 second, and chamber pressure changes three 
steps; 0-10 second is 0.6MPa, 10-20 second is 1.0MPa 
and 20-30 second is 1.5MPa (Fig.5). When the burning 
test finished, it seems that the combustion pressure 
remains slightly. It is the pressure of the nitrogen purge 
for fire extinguishing. Fig.6 shows result of fuel 
regression distance from ultrasonic sensor data of 3 
positions. The fuel regression distance is the same 
almost by all the positions during first 10 seconds.  It is 
observed to burn at the speed in which a middle position 
and the bottom position are almost the same after during 
20sec. In middle position, a lot of mass flow from fuel 
surface was generated and total mass flux was increased 
compared to the upper position. Therefore fuel 
regression distance was also increase. In the bottom 
position, although the mass flux is increasing further, 
however oxygen concentration is low. Accordingly, it 
seems that regression distance becomes as same as the 

middle position. It is well shown that the ultrasonic 
technique can provide the instantaneous regression rate, 
and such data is useful to discuss the effects of 
experimental parameters on the regression rate correctly, 
thus, indispensable for the establishment for the 
combustion mechanism of hybrid rocket motor. 

Fig.5 Pressure pattern 

Fig.6 Instantaneous regression distance 

4. Summary 
Ultrasonic technique was employed in the hybrid 

motor, and special sensor was developed for this 
purpose and trial was conducted to measure the 
regression rate of PEG fuel. The time history of the 
traverse time of ultrasonic signal from the regressing 
surface was successfully measured and instantaneous 
regression rate was obtained using the calibration data 
of ultrasonic speed of PEG as functions of pressure and 
temperature. The three position sensor data was also 
obtained successfully, and the result was suggested that 
fuel regression rate is not constant in the case of large 
chamber and it is important data for the design of a large 
hybrid rocket. This measurement will be a strong help to 
establish the comprehensive combustion model of 
hybrid rocket motor. 
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ABSTRACT 
In order to increase the fuel regression rate of hybrid rocket engine, the concave-convex surface grain was adopted for the 

swirling-oxidizer-flow-type hybrid rocket engine. The concave-convex surface grain was burned under the swirling and non-swirling 
oxygen flow conditions. The fuel regression rate of concave-convex surface grains with swirl and without swirl increased up to about 
1.4 and 2.0 times of the rates of cylindrical grains at the same oxygen mass flux conditions, respectively. Especially, the upstream 
side of the convex part increased the fuel regression rate. However, combustion oscillations by the Helmholtz resonance occurred. 

 
1. Introduction 

In hybrid rocket engines, a major drawback is low 
fuel regression rates. We found the swirling oxidizer 
injection at the head of the fuel grain increased the fuel 
regression rates of polymethylmethacrylate (PMMA) up 
to about 3 times in comparison with the oxidizer 
injection without swirling1. The swirling effect varied 
with fuel type. However, the fuel regression rate is still 
low compared with those of the solid rocket engines. We 
used the concave-convex surface grain to increase the 
fuel regression rate. The concave-convex surface grain 
was expected to increase in surface area and the 
intensity of turbulence in the flow field over the surface, 
which enhances the turbulent transport properties such 
as the turbulent thermal conductivity.  

This paper examines the effects of concave-convex 
surface grain and the best size of concave and convex 
parts. 

 
2. Experimental Apparatus 

Figure 1 shows a schematic of the hybrid rocket 
engine used in this study. The engine consisted of a 
swirling-oxidizer-flow-type injector, a fuel grain and a 
graphite nozzle. The oxidizer was gaseous oxygen 
(GOX). In this study, we used two types of oxygen 
injector with and without swirl. Each of the injectors 
had eight oxygen injection slits. The slits with swirl 
were turned to the tangential direction to make a 
swirling flow (Sg=19.4, where Sg is the geometrical 
swirl number2), and the slits without swirl were turned 
radially (Sg=0). In this experiment, the oxygen mass 
flow rate om� was about 43g/s. 

Fig. 1 Swirling-oxidizer-flow-type hybrid rocket engine 
with concave-convex surface grain. 

Figure 2 shows the concave-convex surface grain 
used in this study. The grain made of PP was used, and 
had a single port with an inner diameter of 40 mm and a 
length of 190 mm. Burning experiments were carried 
out by changing the convex width, a, from 9 to 18mm 
and the concave width, b, from 4.5 to 18mm. The 
concave depth, c, was 3mm. 

 
 

    
 
 
 
 
 
 

Fig.2 Concave-convex surface grain. 
3. Results and Discussion 
3.1 Time-averaged Overall Fuel Regression Rate 
 �  Table 1 shows the experimental conditions and 
results. The relationships between rover and Goitm for the 
experiments using the concave-convex surface grain and 
the cylindrical grain are shown in Fig. 3. Here, the lines 
in Fig. 3 are the experimental formulas of the cylindrical 
grains obtained in our laboratory. Figure 3 shows the 
concave-convex surface grains with swirl and without 
swirl increased the overall fuel regression rates up to 
about 1.4 and 2.0 times in comparison with the 
cylindrical grains, respectively. Therefore, the 
concave-convex surface grain is effective in increasing 
the fuel regression rate. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3 Relation between time-averaged overall fuel 
regression rate and intermediate oxygen mass flux. 
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3.2 Time-averaged Local Fuel Regression Rate and 
Configuration Change of Fuel Grain 
   Figure 4 shows the measurement points of the 
time-averaged local fuel regression rate, rloc. The 
interval of the measurement points were 2.25 mm. 
Figure 5 shows the time-averaged local fuel regression 
rates measured after combustion at each measurement 
point for the experiments of No. 4, 5, 7 and 9. For all the 
experiments, rloc of the convex parts were higher than 
those of the concave parts. rloc of the convex parts 
decreased with burning time. They decreased as going to 
the downstream and lowered more than rover (about 
0.6mm/s) in the downstream from 7.75mm(C). However, 
rloc of the corner in the convex part was higher than rover. 
On the other hand, rloc of the concave parts were almost 
constant with time. rloc of the concave parts increase as 
going to the downstream by 11.25mm(E’), and 
decreases in the downstream from 11.25mm(E’). As a 
result, rloc of the concave parts didn’t exceed rover. 
   Table 1 shows that when the width of the concave 
parts and convex parts were enlarged (No.7, 8), rover 
decreased than that of rover (No.5) though the burning 
time was long. This is due to a decrease of the surface 
area. When the width of the concave parts was reduced 
(No.9), rover increased slightly than No.5. However, 
there was no substantial difference in rover, because the 
concave depth was small and then the concave-convex 
surface became smooth soon. Therefore, in order to 

increase fuel regression rate, it is necessary to decrease 
both the concave and convex widths. In order to decide 
the best size of concave and convex parts, it is necessary 
to conduct experiments for various concave depths. 
 
3.3 Engine Performance 
   Figure 6 shows the typical traces of the combustion 
chamber pressure, Pc, and thrust, F, for the experiment 
No.6. Using swirling-oxidizer-flow-type hybrid rocket 
engine with the cylindrical grain, Pc and F tended to 
increase slightly with burning time. However, the 
experiments with the concave-convex surface grain 
showed that Pc, and F decreased with time. A possible 
explanation is that fuel regression rate decreased, 
because the concave-convex surface becomes smooth 
and then the intensity of turbulence in the flow field 
over the surface decreases with burning time. 
   Combustion oscillations occurred for all the 
experiments. Vibration frequency of Pc was about 140 
Hz and that of F was about 30 and 140 Hz. Here, 30Hz 
was characteristic frequency of the engine trestle. 140Hz 
was almost corresponding to the vibration frequency of 
the Helmholtz resonance occurring between combustion 
chamber and nozzle throat. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
4. Concluding remarks 
�Using the concave-convex surface grains with swirl 
and without swirl, the overall fuel regression rates up 
to about 1.4 and 2.0 times in comparison with the 
cylindrical grains, respectively. 
�The time-averaged local fuel regression rates of the 
convex parts were higher than those of the concave 
parts. 
�In the both cases of swirling and non-swirling flows, 
combustion oscillations by the Helmholtz resonance 

occurred. 
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Fig. 6 Time-history of engine performance (No.6)
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Fig. 5 Relation between time-averaged local fuel 
regression rate and measurement point 

Fig. 4 Measurement points for time-averaged
local fuel regression rate
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ABSTRACT
With a view to investigating the effect of Si on the fuel regression rates, polymethyl methacrylate (PMMA) and polypropylene (PP)
containing Si were made, and the relevant thermal data regarding the fuel regression rates were obtained. It was found that the
presence of oxygen substantially influences the degradation profiles of the PP-based polymers, however only to a minimum extent in
the case of PMMA polymers. The results showed that by incorporating Si into homopolymers has the potential for increasing fuel
regression rates of both PMMA and PP.

1. Introduction
Hybrid rocket engines have a number of very

attractive features over solid and liquid propulsion
engines, and a lot of research has been conducted in this
area for more than 80 years. However, hybrid rocket
engines have not used widely due to its inherent
problems. One of the most serious problems of a hybrid
rocket engine is its low fuel regression rate. To address
these problems, physical techniques like swirling flow or
impinging flow, and chemical technique like energetic
additives or advanced fuel have been tried.

To increase the fuel regression rates, we have
focused on chemically-modified polymers with silicone
(Si)-containing monomer as the rocket fuel, because
silicon-containing groups make decomposition easy[1].
As the first step in our study, in order to investigate the
effect of Si on the fuel regression rate, novel polymers
containing Si were made, and the heats of combustion
and other thermal decomposition data relevant to the fuel
regression rate were obtained.

2. Experimental
2.1 Materials and reaction procedure[2]

Polymethyl methacrylate (MMA) and polypropylene
(PP) that are conventional fuel for the hybrid rocket
were used as the base materials. The Si-containing
monomers used in this work where 3-(trimethoxysilyl)-
propylmethacrylate (TSPM) and 3-[tris(trimethylsily-
loxy)silyl]-propylmethacrylate (TTSSPM).

Copolymerization reactions of MMA and the
Si-containing monomers were carried out in toluene
solutions using 2,2’-azoisobutyronitrile (AIBN) as the
initiator. In the case of PP, the post-modification
grafting was achieved by employing di-tert-butylhydro-
peroxide initiator in o-dichlorobenzene, as the solvent, at
an elevated temperature. Hexane was used as
non-solvent for the polymers based on MMA and
acetone was used as the non-solvent for PP-based
systems. The recovered polymers were dried at about 50
oC for several hours before examinations.

2.2 Characterization of copolymers
1H NMR (400 MHz) spectra of the polymers based

on MMA were recorded in CDCl3 at ambient
temperature. Thermograbimetric analyses (TGA) were

carried out on about 3-8 mg samples, in different
oxidative atmospheres, by employing mixtures of
nitrogen/air/oxygen. A heating rate of 10 oC/min was
employed up from 30 to 800 oC. The heats of
combustion (gross calorific value) of the samples were
measured using an oxygen bomb calorimeter.

3. Results and discussion
PMMA and PP containing the Si-groupings were

successfully made by radical copolymerization, or by
grafting, reactions. The compositions of the copolymers
based on MMA were deduced from 1H NMR spectra, by
comparing the integral areas of appropriately assigned
signals (MMA/TSPM contained 2.78% and
MMA/TTSSPM contained 11.2% by weight of Si
respectively). The wt.% of Si in the case of PP polymers
needs to be determined by micro-elemental analysis.
However, evidence for the presence of grafts was
observed in the FT-IR spectra of the modified polymers.

The heat of combustion of MMA/TSPM was almost
the same as that of PMMA whereas that of
MMA/TTSSPM was about 6.5% greater than that of
PMMA (Table 1). The heat of combustion of the
re-precipitated PP was almost same as that of the virgin
PP. The values for PP/TSPM and PP/TTSSPM decreased
slightly as compared to that of the re-precipitated PP.

As an example, TGA results for MMA based
polymer in nitrogen mixture is shown in Fig.1. The
thermal decomposition features of all MMA based
polymers are also shown in Table 1. Fig.1 shows that the
decomposition temperatures of MMA/TSPM and MMA/
TTSSPM are lower than that of PMMA, particularly, it
was lower in the case of MMA/TSPM. Compared to
results obtained in nitrogen and in nitrogen/oxygen
atmospheres, decomposition temperatures of all samples
were higher in the latter case due to stabilizing effect of
oxygen on PMMA degradation[3]. In nitrogen/oxygen,
temperature at 5 wt.% decomposition of MMA/
TTSSPM is almost same as PMMA. However, the
corresponding temperature for MMA/TSPM is
significantly lower than in the other cases. It seems that
at a high concentration of oxygen, MMA/TSPM
decomposes to a greater extent. Furthermore, MMA
/TSPM also left 6 wt.% as residue.

As an example, the TGA result for PP based polymer
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in nitrogen is shown in Fig. 2. The thermal
decomposition properties of all PP based polymers are
also shown in Table 1. The result for the re-precipitated
PP is different from that of PP. This might be due to
fractionation and the accompanying re-distribution of
molecular weights of the re-precipitated PP. The
decomposition temperatures of PP/TSPM and PP/
TTSSPM are lower than that of the re-precipitated PP, in
nitrogen. Compared to the results obtained in nitrogen
and in nitrogen/oxygen, the decomposition temperatures
of all samples were much lower in nitrogen/oxygen. It
can be also noted that the decompositions of the PP
based polymers are significantly affected by the presence
of oxygen. In nitrogen/ oxygen, temperature at 5%
decomposition of PP/TTSSPM is almost the same as
re-precipitated PP, but the slope of TGA plot of
PP/TTSSPM is found to be sharper than that of the
re-precipitated PP (This plot is not shown in this paper).
Temperature at 5 wt.% weight loss of PP/TSPM is also
slightly lower than the others. It seems that at high
concentration of oxygen, PP/TSPM copolymer
decomposes better. In addition, the PP/TSPM was found
to leave about 6 wt.% as the residue.

In a hybrid rocket engine, if the heat transferred by
gas-phase radiation is negligible, then the heat balance at
the surface of a solid fuel grain can be expressed by the
following equation,

�� ���������� = �� ���������� + ������ (1)

where �� is thermal conductivity of gas, �� is
thermal conductivity of fuel grain, � is temperature, �
is vertical distance from the surface of grain, �� is
density of fuel, �� is fuel regression rate and �� is
effective heat of gasification of the fuel. Assuming that
only temperature of thermal decomposition is lower, or
in other words, the temperature on the surface of fuel
grain decreased, the term on the left-hand side increases,
and the first term on the right-side decreases. As a result,
fuel regression rate tend to increase.

These results show that, in the term of heat of
combustion and degradation temperature, by
incorporating Si into PMMA or PP has the potential to
increase the fuel regression rate.

4. Concluding remarks
PMMA and PP containing the Si-groups were

successfully made by appropriate synthetic routes. Heat
of combustion and thermal decomposition data of these
samples were also obtained.

It was shown that the presence of oxygen
substantially influences the degradation profiles of the
PP-based polymers, but only to a minimum extent in the
case of PMMA polymers. The value of the heats of
combustion of MMA/TTSSPM was slightly higher than
that of PMMA. The decomposition temperatures of
Si-containing polymers are lower than that of the
homopolymers. These results show incorporating Si to
homopolymers has the potential for increasing fuel
regression rates.
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Fig. 1 TGA data (PMMA-based copolymers in nitrogen)

Fig. 2 TGA data (PP-based copolymers in nitrogen)
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Residue
(800 )

PMMA 26.6 133 277 0.3% 0.2% 172 269 0.2% 0.0%
MMA/
TSPM 26.2 91 181 2.0% 1.1% 106 226 7.4% 6.1%
MMA/
TTSSPM 28.3 105 227 0.3% 0.4% 106 260 2.4% 2.2%
PP 46.4 369 428 2.8% 1.6% 239 270 0.5% 0.1%
PP(RP) 46.3 289 397 2.2% 2.5% 208 241 0.9% 0.2%
PP/
TSPM 45.2 232 364 6.1% 6.1% 207 228 4.0% 2.7%
PP/
TTSSPM 45.6 239 352 2.6% 2.9% 210 238 2.3% 0.2%

In nitrogen atmosphere In nitrogen/oxygen atmosphere

Table 1 Heat of combustion and TGA data
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ABSTRACT 
Hybrid rocket has some technical problems. Those are low regression rate, low combustion efficiency and so on. Especially, low 
regression rete is key problem. Paraffin-based fuel burns 3 to 5 times faster than that of HTPB. The reason why paraffin-based fuel 
has high regression rate is that this regression proceeds almost without vapourization. Therefore, liquid fuel is supplied to frame zone. 
This phenomenon makes combustion efficiency of paraffin-based hybrid rockets low level.  We consider that it is effective to set up 
baffle plate inside combustion chamber and post combustion chamber behind baffle plate for atomization of the liquid fuel. 

 
1. Introduction 

Paraffin-based fuel burns 3 to 5 faster than 
conventional fuel such as HTPB. The reason why 
paraffin-based fuel has high regression rate property is 
related to low melting point and low viscosity 
characteristic of paraffin-based fuel. The reason why 
paraffin-based fuel has high regression rate is that 
regression proceeds almost without vapourization. 
Therefore, liquid fuel is supplied to frame zone. This 
phenomenon makes combustion efficiency of 
paraffin-based hybrid rockets low level. We consider 
that it is necessary to vaporize liquid fuel and mix it 
with oxidizer rapidly. So we set up a baffle plate inside 
combustion chamber and post combustion chamber 
behind baffle plate for atomization of liquid fuel. In this 
paper, we show the relationship between combustion 
efficiency and capacity of post combustion chamber.  
 
2. Effect of Post Combustion Chamber 
A. Experimental Setup 
We installed a laboratory-scale hybrid rocket engine. 
(Overview is shown Fig. 1.) The pressure transducers 
were placed at the upstream of the orifice to calculate 
Go¥OX mass flux, the upstream of the injector and the 
nozzle inlet to measure chamber pressure. A 
thermocouple was placed upstream of the orifice to 
calculate density of oxidizer. 
 

 
Fig. 1 Overview of the laboratory scale hybrid engine 

 
The configuration of engine is shown Fig. 2. We 

adopted the fuel cartridge so that it could be used under 
different length of post combustion chamber. The acrylic 
resin pipe is from 90mm to 150mm in length, 50mm in 
diameter, and 5mm in thickness. And the fuel is 80mm 
in length, 10mm in thickness, and the initial inner port is 

20mm. In order to flow GOX smoothly, we made a 45 
degree cut at the front of the fuel. 

 
Fig. 2. The configuration of engine 

 
B. Results and Discussion 
 On this study,  ��∗  is adopted to an index of 
combustion efficiency. From the experiment all result, 
the theoretical  �∗ is calculated with NASA’s CA400 
reference. The relationship between the combustion 
efficiency and characteristics length of the combustion 
chamber is shown as Figure 3.  The  ��∗ is improved 
by extending �∗ until approximately 2.4 m, and the ��∗ 
is almost same over 2.4 m  �∗. 
  

 
 

Fig. 3. The �∗ vs. The ��∗ 
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Pressure transducer 

Orifice 

Fuel cartridge 

Pressure transducer Pressure transducer 

Injector Fuel cartridge Nozzle 



－ 296 － － 297 －

 

3. Baffle Plate Effect 
A.  Experimental Setup 
We built an adaptor of baffle plate and some baffle 
plates to conduct experiments. The fundamental set-up 
is same as the experimental’s before mentioned. We 
worried pressure drop through the baffle, so a pressure 
transducer was set up ahead of baffle plate. The position 
and shape of baffle plate are shown in Fig. 4 and Fig. 5 
 

 
Fig. 4. The Assembly of baffle plate engine 

  
Fig. 5. The shape of baffle plate 

 
B. Results and Discussion 

Fig. 6 and Table 1 show these experimental results. We 
confirmed that  ��∗  is improved about 20 % with 
baffle plate. In Fig. 6,  shows experimental results 
of baffle plate and  shows results without baffle 
plate.  

 
Fig.6. The �∗ vs. The ��∗ 

 
Table 1. Experimental Results 

 
 

4. Conclusion 
In this study, effects of post combustion chamber and 

baffle plate on combustion efficiency using a 
laboratory-scale hybrid rocket engine are obtained. 
From the results of our experiments, the following 
points were revealed about paraffin fuel 

 
1) Combustion efficiency is improved �∗is 

extended, and it is confirmed that proper �∗ of 
this engine is approximately 2.4 m in this 
laboratory-scale engine. 

 
2) The improve the combustion efficiency is 

achieved by setting up baffle plate in the 
chamber. 

 
3) The pressure drop through the baffle plate is 

negligible small. 
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ABSTRACT 
   In this study, we obtained a semi-empirical correlation between the Stanton number and the skin-friction coefficient in a turbulent 
boundary layer. This is applicable to hybrid rocket combustion and also includes effects of the Prandtl number variation.  Using this 
correlation, we obtained a fuel regression rate equation for standard-flow hybrid rocket motors and examined its characteristics.

1. Introduction 
.
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H            (6) According to Marxman’s diffusion-limited analysis, 

the mass flux exponent of hybrid rocket propellants is 
0.8(1,2). In this analysis, the laminar and turbulent Prandtl 
number is assumed to be 1, respectively. However, from 
many experiments, the mass flux exponents are not 
equal to 0.8. These differences are caused by the 
following factors: swirling flow, flow impingement, 
radiant heating, slow chemical reactions in gas phase, 
etc. These factors were not considered in this study. We 
treated only the diffusion-limited boundary layer 
combustion under standard-flow condition. From many 
experimental results, Yuasa et al. suggested that 
diffusion-limited combustion is dominant on the 
gas-phase reactions of polymethylmethacrylate 
(PMMA) with gaseous oxygen in laboratory-scale 
hybrid rocket engines(3). In this case, the mass flux 
exponent is slightly smaller than 0.8(4,5). Although 
various factors are considered as this cause, in particular, 
we investigated effects on the Prandtl numbers(6).

The local Stanton number can be written in terms of the 
heat flux to the fuel surface as 

� � ).()( pffsfs cuTTqSt ��� �               (7) 
Using the local skin friction coefficient, the shear stress 
at the fuel surface can be expressed by  

.)2( 2
eefs uc �� �                         (8) 

Substituting Eqs.(7) and (8) into Eq.(5), we can obtain 
the relation between the local Stanton number and the 
local skin friction coefficient.  

Hffeef IuucSt )()2( ����               (9) 
In particular, if both the laminar and turbulent Prandtl 
numbers are equal to one,  becomes HI ef uu . In this 
case, the above equation can be simplified as shown 
below. 

)()2( 22
ffeef uucSt ����                 (10) 

This expression is the same as the result obtained by 
Marxman et al. Lenglle proposed the velocity 
distribution in a turbulent boundary layer with blowing 
as shown below(7).

2. Analytical method 
In a turbulent boundary layer, the total shear stress 

and the total heat flux are represented by the following 
equations. ��� �                     (11) 

Here, aaa BBB )1ln()1(0 ��� �� , .710 ��     (12) 
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As the blowing becomes stronger, the accuracy of this 
equation becomes higher than that obtained by 
Marxman et al(8). We therefore used this velocity 
distribution in order to obtain a theoretical regression 
rate of hybrid rocket combustion. Equation (6) can be 
integrated approximately. The result shows   

y
Tcq Hp
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The following assumption is usually used for analogies 
between heat and momentum transfer in a turbulent 
boundary layer. ,RfH FI ��                       (13) 
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       (14) Substituting Eqs.(1) and (2) into Eq.(3), we can obtain 
the following equation. 
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CC       (16) Integrating the above equation from a fuel surface� to 

the flame edge, the result shows 
Hepsssf IucqTT ��� )( ��             (5) � � .1 )1(

03
������ �C                         (17) 

When Bt is defined as Eq.(18), the energy balance on the 
fuel surface is expressed by Eq.(19). 

where 
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        � �� � Rfet FHhuuB ���         (18) tPr : turbulent Prandtl number 

xRe : Reynolds number based on length ta BB �                        (19) 
Solving Eq.(19) yields a fuel regression rate equation as 
shown below.  

tSc : turbulent Schmidt number 
St : Stanton number 

� � b
bc BGxGcr ��� 12.003.0 �� �        (20) u : velocity 

x : axial location Using an analogy between mass and momentum transfer, 
the ratio of the velocity at the flame edge to the velocity 
at the boundary-layer edge is written in 

OXY : mass fraction of oxidizer 
0� : constant of integration, 20 ��

� � ,4
2
1 2 �

�
��

�
� ���� DtDtDtf KScKScKSc�     (21) H� : total heat for pyrolyzing solid fuel from its initial 

temperature 
where h� : enthalpy difference between flame sheet and fuel 

.
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��
   (22)  surface 

� : velocity boundary-layer thickness 
f� : flame standoff distance 

D� : eddy diffusivity 3. Calculation results 
   Figure 1 shows the non-dimensional regression rate 
vs. non-dimensional total mass flux plot. H� : thermal eddy diffusivity 

M� : momentum eddy diffusivity 
� : von Karman mixing-length constant 
� : viscous coefficient 
� : kinematic viscosity 
� : density 
� : shear stress 
� : euu��
Subscripts 
c: condensed phase 
e: boundary-layer edge 
f: flame 
s: fuel surface 
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4. Concluding remarks 
A semi-empirical correlation between the local 

Stanton number and the local skin friction coefficient in 
a turbulent boundary layer with blowing was obtained. 
This is consistent with the conventional hybrid 
combustion models and allows for effects of the Prandtl 
number variation. A fuel regression rate equation of 
standard-flow hybrid rocket motors was derived using it. 
In addition, the fuel regression rate characteristics was 
examined.  
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Two-dimensional  nozzles  of  convergent-divergent  type

are  considered.  Nozzles  discharge  from a  reservoir  of

infinite  capacity into an ambient  at  constant  pressure,

which  is  lower  or  equal  to  the  adapted-flow  exit

pressure;  therefore,  the  Mach number in the  divergent

section and at the exit of the nozzle is  supersonic. It is

assumed  here  that  both  the  viscous  and  thermal

boundary layer thicknesses are negligible with respect to

the nozzle diameter. The effect of the viscosity and of

thermal  conductivity  are  therefore  neglected   in  the

present study.  Under the above assumptions, the flow is

steady and can be described by the well-known potential

equation for irrotational compressible flows. To account

to real gas effects, the flow equation is completed by the

polytropic van der Waals  thermodynamic model of the

fluid, in which the specific heat at constant volume is

assumed  to  be  a  constant  in  the  dilute  gas  limit.  ����
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��� ����� � ���� � ������ � �� ���� � � �� � �In  Figure  1,  the

thermodynamic  states within the divergent section are

plotted  in  the  density-pressure  plane  for  all  cases.

R�������������������������������������������������������

��������������������������������������������������������

�� �����������������ρ����������������  Study cases are

chosen so to investigate real-gas effects in  the single-

phase vapor region and are labeled as case  I for ideal

and  R1,  R2,  R3,  with  increasing  real-gas  effects.

Reservoir conditions are listed for all cases in Table 1,

where  the  reservoir  temperature,  pressure,  density,

fundamental  derivative  and  compressibility  are  listed.

The reservoir temperature is 405.6 K, or  Tr / Tc = 1.31,

for  all  cases  and  reservoir  states  are  all  in  the  vapor

phase.  �������������������������������������������������

������������ Γ� � �� � � �ρ�� � ��ρ������ ���� � ����

��������������������������������ρ������������������������

������������������������������������ �Γ������ � �����������

��������������������������������������������������������������

��� � ���������������� �� ������������������ ������ �� � �������

������������������������� �Γ� ��� ��� ���������������������

�������������������������������������������������������������

Γ���������������������������������������������������������



－ 300 － － 301 －

��� ���� ��� � ��������� �������� � ���� � ���� � ����� � �� � ����

������������ � ���������� � ����� � ��� � ���� ���� � ������� � ����

�������������

Table 1 Reservoir thermodynamic conditions for the

ideal and real gas study cases.

Case Tr  

[K]

Pr 

[MPa]
ρr

[kg/m3]

Γr Zr

I 405.6 0.10 1.29 1.142 0.998

R1 405.6 0.98 13.13 1.140 0.980

R2 405.6 4.90 72.04 1.143 0.893

R3 405.6 9.81 166.56 1.261 0.772

Fig. 1 Thermodynamic states for the ideal and real

gas study cases in the  reduced ρ-P thermodynamic

plane. Flow states are plotted as square symbols.

Fig. 2 Nozzle geometry for the real gas case R3.(top)

and the ideal gas case I, with the Mach number

distribution and selected streamlines.

In  Figure  2,  the  nozzle  geometry  obtained  by  the

design  procedure  are  plotted  for  cases  I and  R3.   For

expansion processes  that  occur  close  to the  saturation

curve, the nozzle length L and height  H are larger than

the corresponding ideal gas cases.    Moreover, nozzle

dimensions  monotonically  increase  with  the  reservoir

pressure, that is, with the degree of gas non-ideality.

Table 2 Nozzle dimensions for Md = 3.

Case Ld / Ht Hd / Ht ∆������� ∆�������

I 21.31 5.21 - -

R1 21.52 5.27 1.0% 1.1%

R2 22.66 5.57 6.0% 6.9%

R3 24.90 6.17 17.0% 18.4%

Nozzle  geometries  are  reported in  Table 2,  where  the

nozzle length, height and the mass flow per unit length

are reported.  The reference length is the nozzle height

at  the  throat  section  ��.   For  comparison,  relative

differences with respect to the ideal gas are also shown

with ∆���� = (Ld, real  - Ld, ideal) / Ld, ideal , ∆��� = (Hd, real  - Hd,

ideal) / Hd, ideal.  The  design procedure in the real gas case

R3 gives a nozzle that is 17% longer and 18.4% higher

than  the  corresponding  ideal  gas  design  at  the  exit

section.
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ABSTRACT 
In order to improve fuel regression rate of hybrid rockets, a new method with multi-section swirl injection is proposed. The new 

method is to introduce swirling flow through multi-section swirl injector ports, which are placed at several locations along the fuel 
grain. The method is applied for high density polyethylene fuel and paraffin fuel (FT-0070) with pressurized gaseous oxygen. The 
results show the average regression rate of the proposed method is about 2 or 3 times with high density polyethylene fuel and 10 

times with paraffin fuel compared with that of the conventional no-swirl injection method. 
 
 
 

1. Introduction 
Recently, hybrid rocket engine becomes one of the 

promising space propulsion systems. The advantages of 
hybrid rocket engines are 1) safety, 2) low cost, 3) 
throttling of thrust, 4) re-ignition, 5) nontoxic and 
nonhazardous propellant. However, hybrid rocket 
engines have low fuel regression rate and low 
combustion efficiency. In order to overcome those 
disadvantages, there are several research activities.[1]-[3] 

In the present study the new method that can 
improve the fuel regression rate more than that of 
conventional methods is proposed. The method is 
multi-section swirl injection method. 
 
2. Method 

Figures 1 and 2 show the schematic diagram of 
multi-section swirl injection method and the combustion 
chamber. The injection of the oxidizer through a number 
of injector ports that are set in the fuel grain causes 
swirling flow. In addition, swirling flow in multi-section 
enables without weaken over the entire length of the fuel 
grain. 

High density polyethylene fuel and paraffin fuel 
(FT-0070) are used for the present study. Three different 
grain length of fuel grain with inside diameter of 35 mm 
are tested in high density polyethylene fuel and paraffin 
fuel. Diameter of the injector ports, which inject the 
oxidizer, are 1 mm. In the present study four injector 
ports are located at four cross-sections along the axis of 
the fuel grain. 
 

 
Fig. 1 Schematic diagram of multi-section swirl 

injection method. 

 
Fig. 2 Schematic diagram of the combustion chamber. 

 
3. Results and Discussion 
3.1 High Density Polyethylene Fuel Cases 

In the tests of shorter grain (grain length of 200 mm 
or 80 mm) the average regression rate is improved. In 
the multi-section swirl injection method the groove is 
formed on the surface of the fuel grain after combustion. 
The ratio of the groove to the grain length is higher in 
the tests of shorter grain compared with the tests of 
longer grain (grain length of 400 mm). Therefore, the 
effect of the groove on the average regression rate is 
more significant in the tests of shorter grain compared 
with the tests of longer grain. In addition to that, average 
O/F is improved in the tests of shorter grain. The picture 
during combustion and the time histories of combustion 
pressure and thrust are shown in Figs. 3 and 4. 

The comparison of the average regression rate 
obtained from the present study with the conventional 
method is shown in Fig. 5. The regression rate law of 
HTPB fuel[4] and paraffin fuel[5] are also plotted. In the 
tests of high density polyethylene fuel the average 
regression rate is about 2 or 3 times that of the 
conventional method with HTPB fuel. 
 

 
Fig. 3 Picture during combustion in high density 

polyethylene fuel. 
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Fig. 4 Time histories of combustion pressure and thrust 

in high density polyethylene fuel. 
 

 
Fig. 5 Comparison of the average regression rate in high 

density polyethylene fuel. 
 
3.2 Paraffin Fuel Cases 

Same as the tests of high density polyethylene fuel, 
in the tests of shorter grain (grain length of 80 mm or 40 
mm) significant increase of the average regression rate 
is realized in the tests of paraffin fuel. In addition, c* 
efficiency and Isp efficiency are also improved. However, 
it is necessary to improve O/F so that the theoretical 
value of the characteristic velocity and the specific 
impulse reaches the maximum. 

The picture during combustion and the time histories 
of combustion pressure and thrust are shown in Figs. 6 
and 7. 

The comparison of the average regression rate 
obtained from the present study with the conventional 
method is shown in Fig. 8. In the case of grain length of 
40 mm the average regression rate is about 10 times that 
of the conventional method with paraffin fuel. 
 

 
Fig. 6 Picture during combustion in paraffin fuel. 

 
Fig. 7 Time histories of combustion pressure and thrust 

in paraffin fuel. 
 

 
Fig. 8 Comparison of the average regression rate in 

paraffin fuel. 
 
4. Conclusions 
1) The new method with multi-section swirl injection 

is proposed in order to improve fuel regression rate 
of hybrid rockets. 

2) By using multi-section swirl injection method 
average regression rate is about 2 or 3 times with 
high density polyethylene fuel and 10 times with 
paraffin fuel compared with that of the 
conventional no-swirl injection method. 

3) A lot of data are required to obtain new correlation 
in multi-section swirl injection method. 
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ABSTRACT 

In this paper, a parallel Navier-Stokes equation solver is used for investigating complex flow phenomena of nitrous oxide fluid flow 

through a low cost industrial ball valve. We can control mass flow rate by changing the angle of the ball vale and upstream pressure. 

Results show that mass flow rate decreases with increasing angle of valve nonlinearly at constant upstream pressure. In addition, 

mass flow rate increases with increasing upstream pressure at constant angle of valve. In the investigated range of test conditions, 

mass flow rate ranges from 1 to 10 kg/s, which is expected to provide 300 to 3,000 kgf of thrust, if hybrid N2O and HTPB is used.  

 

 

1. Introduction 
Hybrid propulsion has attracted much attention 

recently. Major advantages of the hybrid propulsion 

include good ISP (specific impulse), simplicity of 

system, high safety of operation and throttling capability, 

as compared to the technologically matured solid and 

liquid propulsions [KK Kuo’s book]. Hybrid propulsion 

system generally employs solid fuel and liquid oxidizer, 

in which the throttling capacity of liquid oxidizer can be 

used for thrust profiling to further improve the rocket 

propulsion performance. To reduce the cost of operation 

of hybrid rocket, the use of a low-cost ball valve 

becomes necessary. However, the flow past a ball vale is 

complex and thus requires detailed numerical 

investigation.. 

There had been few numerical and experimental 

studies [2, 3] focusing on water passing a ball valve 

under normal pressure. However, in a hybrid propulsion 

using N2O the working pressure is in the range of 60-70 

atm and the real-fluid properties of N2O is critical, 

unlike water. 

In this paper, we have employed a parallel 3D 

Navier-Stokes equation solver with real-fluid model of 

N2O to study the complex flow phenomena past a ball 

valve. Mass flow rates under various upstream pressures 

and angles of valve are predicted. 

 

2. Numerical Method 
In this paper, the UNIC-UNS code, a 

general-purpose Navier-Stokes equation solver was used 

to study the nitrous oxide liquid flow phenomena 

numerically by considering the real-fluid properties. 

This code solves a set of governing equations describing 

the continuity equation, momentum equations 

(Navier-Stokes equations), energy equation, species 

continuity equations and turbulence related equations 

[4]. It employs the cell-centered finite-volume, 

pressure-based method with a hybrid 2D/3D 

unstructured-grid topology, which can be used to deal 

with all-speed gas flows. Second-order linear 

reconstruction upwind scheme is used for the treatment 

of convection flux. Details of various numerical and 

physical modules employed in this solver can found in 

[5, 6] and are not repeated here. In addition, HBMS [7] 

real-fluid model was used in this study. 

 

3. Results and Discussion 
Figure 1 shows the sketch of a typical industrial ball 

valve we have used in our previous propulsion 

experiments [8]. The inner diameter of the pipe is 10 

mm, angle of valve is defined as the angle relative to the 

axial flow direction along the pipe and can be adjusted 

from 0-90 degrees. In current study, we consider a 

control ball valve set between high-pressure oxidizer 

tank and combustion chamber. Thus, inlet of the valve is 

set as higher pressure in the range of 50~80 atm, based 

on a pressurized helium tank and regulator settings. Exit 

is set as 45 atm as measured in the combustion chamber.  

 
Fig. 1. Geometry (unit: mm) of a typical industrial ball 

valve used in the simulations. 

 
Fig. 2. Mass flow conservation errors (%) using 

different numbers of cell (0.07, 0.22, 0.5, 0.98 million) 

with angle of valve of 30°. 

Figure 2 shows the grid convergence was studied 

using four sets of grid size (70k, 220k 500k and 980k) 

with angle of valve of 30°. Results show that use of 

220k cells is good enough for a converged solution. 

Thus, 220k cells are used throughout the study, unless 
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otherwise specified. 

Figure 3 shows the cross-section distributions of 

axial velocity with different inlet pressures in the range 

of 50-80 atm with exit pressure of 45 atm and angle of 

valve of 30°. Results show that N2O passes through the 

tube-like passage and accelerate at the exit of the 

passage. Strong circulations are found in the upper and 

lower parts of the valve and pipe. In generally, the flow 

rates are found to be proportional to the pressure 

difference between upstream and downstream. Figure 4 

shows the predicted flow rates as a function a pressure 

difference between upstream and downstream. Results 

show that the mass flow rate almost linear to the 

pressure difference as mentioned earlier. This is 

beneficial for the implementation of a practical thrust 

control mechanism. 

 
Fig. 3. Distribution of axial velocity with different inlet 

pressures with 30 deg opening. 

 

 
Fig. 4. Predicted mass flow rates as function of pressure 

difference of upstream and downstream sides with angle 

of valve of 0°. 

 

 
Fig. 5 Predicted mass flow rates as a function of angle 

of valve with upstream and downstream pressure of 50 

and 45 atm respectively. 

 

Figure 5 shows the predicted mass flow rates as a 

function of angles of valve. Results show that the flow 

rate decreases with increasing angle of valve and 

becomes zero at angle of 52.5°. As expected the flow 

rate is not linearly proportional to the angle of valve. It 

shows a dramatic decrease of flow rate before 20° (from 

1.95 to 0.65 kg/s) and a slow decrease afterwards. This 

means that it is highly sensitive to control the thrust if it 

is at high thrust level of the motor. This needs to be 

considered when implementing the thrust control 

mechanism. 

 

4. Conclusions 
In this study, we have performed a numerical study 

of high pressure nitrous oxide fluid flow through an industrial 

ball valve. Results show that a dramatic decrease of flow 

rate before 20° and a slow decrease afterwards at 

constant pressure difference between upstream and 

downstream sides. In addition, non-linear flow rate as a 

function of angles of valve is also found. Experimental 

validations of these findings are currently in progress 

and will be reported in the future elsewhere. 
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ABSTRACT 

In recent years, the combined cycle engine for the horizontal-takeoff-space plane has been researched all over the world. This kind of space plane is 
hoped to realize for the space travel, re-use type space transportation system, and so on. Therefore we can achieve takeoff, space flight, and landing by 

switching flight modes using only one combined cycle engine. In this study, we carried out the numerical simulation about internal flow of Ejector jet nozzle. 

This result will be used for the experimental study of ejector jet engine. 

 

1. Introduction 
Present space transportation is done by a rocket. Rockets are 

disposable transport systems which load a large amount of 
oxidants and fuels to produce thrust. The operational cost is high, 
and the specific impulse is low on the performance side. Hence, 
the space plane has been researched as the next generation space 
transportation system that takes the place of the rocket. Space 
plane is a reusable horizontal-take off spacecraft with wings. 
The basis of the system design of the space plane is flexibility of 
operation, cost reduction, improvement of safety and reliability 
of system, and positive use of air. It is necessary to establish the 
engine system to achieve these. There is a combined cycle 
engine that combines a rocket motor and an air breathing type 
engine among a large variety of engine systems which have 
been proposed. This engine is called RBCC(Rocket Based 
Combined Cycle), and changes the operation mode as the flight 
Mach number increases. RBCC can accelerate from the takeoff 
to outer space by doing so. The combined cycle engine was 
proposed since it is difficult to make ram jet and scram jet 
operates at low speed. The operation mode is changed in order 
of Ejector jet mode, ram jet mode, scram jet mode, rocket mode, 
and re-entry mode. The ejector jet mode is used from takeoff to 
in the area of a comparatively low Mach number. Ejector jet 
mode that operates in a low-speed area inhales air by using 
ejector effect of the exhaust of rocket that is set up in the engine. 
Ejector effect is inhaled by the pressure difference and by effect 
of viscosity. To improve engine performance, the air inhalation 
performance is important. 
 
2. Ejector Jet Engine 

The feature of hybrid rocket is high safety. Therefore, 
achievement in the space travel is expected. In this laboratory, 
studies TSTO (Two-Stage-to-Orbit) system. In first stage, 
accelerates to Mach 2 by Ejector rocket that uses Hybrid rocket. 

Afterwards, switch to Ram jet and accelerates Mach 6 and in 
second step uses Hybrid Rocket too. Fig.1 is overview of 
Ejector Hybrid Rocket. And Fig.2 is shown simple Ejector Jet 
Engine outline. 

 
Fig.1 Ejector Hybrid Rocket 

 
Fig.2 Simple outline 

The purpose of this engine is to build up thrust by inhaling air. 
It is necessary to build up thrust to aim at practical use. And it is 
necessary to inhale more air to build up thrust. In this study, the 
inhalation performance of air by the nozzle shape is examined. 
Therefore, the best nozzle shape is calculated by the experiment 
and numerical analysis.  
 
3. Cold Flow Test 

To examine the best nozzle shape, in this laboratory 
experimented Cold Flow test. 10 kinds of nozzles were made 
and it experimented. 

 
Fig.3 Scale of Ejector Jet Engine 
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In this time, Oxygen was jetted instead of Rocket exhaust. 
Oxygen jetted it by the pressure of 0.3[MPa] and 0.5[MPa]. 
Experimental results (Air mass flow vs nozzle Numbers) are 
shown in Fig.4. And thrust results (thrust vs nozzle number) 
are shown in Fig.5. 

 

Fig.4 Air mass flow results 
 

 
Fig. 5 Thrust results 

 
Attention air mass flow, best inhalation performance is 

EJN10, and worst performance is EJN03. Similarly, about 
Thrust we got same results. Therefore, we decided best nozzle 
shape is EJN10 and bad shape is EJN03 in cold flow test. In this 
study, about EJN03 and EJN10 are numerical calculated.   
 
4. Numerical Analysis 

In this calculation, FLUENT is used. All wall conditions are 
No-slip adiabatic wall. In order to achieve higher order accuracy 

for space, second order upwind method is used. The evaluation 
of flux used Roe-FDS. Turbulence model is κ-ε model used.  
 
5. Boundary Conditions 

Rocket exhaust : temperature is 300 [K], inlet pressure is 0.3 
[MPa]. Inhalation area and outflow area are atmospheric 
pressure. 
 

6. Results and Discussion 
In this numerical results are shown Fig. 5 and 6. Fig.5 nozzle 

shape is EJN03, Fig.6 is EJN10. There are displayed velocity 
distribution.  

EJN10 inhalation velocity is about 45[m/s] higher than 
EJN03. And inhalation pressure is 46[KPa]. On other hand, 
EJN03 inhalation velocity is low, and inhalation pressure is 
38[KPa]. Therefore, reason why thrust of EJN10 is better than 
EJN03 is balance of pressure and kinetic term in thrust formula.  

 

 

Fig.5 EJN03 Velocity distribution 
 

 
Fig.6 EJN10 Velocity distribution 
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Nozzle α[°] L[mm] D[mm] Nozzle α[°] L[mm] D[mm]
EJN01 30 60 40 EJN06 25 60 40
EJN02 30 70 40 EJN07 35 70 40
EJN03 40 60 30 EJN08 40 80 40
EJN04 40 60 40 EJN09 45 80 40
EJN05 45 70 30 EJN10 40 100 50

Table 1. Size of Nozzle
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Abstract
Effect of oblique injection on swirling flowfield is examined using equilibrium gas NS solver. The mass conservation equations for
oxidizer and fuel gas are included and the equilibrium composition, thermodynamic properties, and transport coefficients are interpo-
lated from a lookup table. A preliminary calculation is conducted for two geometries which is injected 90◦ and 60◦ toward central axis.
Computed results show that oblique injection suppresses reverse flow region.

1. Introduction
Swirling injection of gaseous oxidizer enhances the re-

gression rate of solid fuel in the combustion chamber of
hybrid rocket [1, 2]. In the experimental studies of Yuasa
et al., a higher regression rate was indeed demonstrated
when oxidizer was injected tangentially at the upstream
side of the combustion chamber [2]. Swirling flowfield is
believed to enhance heat transfer to the fuel surface be-
cause of thinner boundary layer along the surface due to
centrifugal force. However, detailed mechanism of the
enhanced regression rate is yet unknown.
By the Hybrid Rocket Research Working Group

(HRrWG), a practical design of a hybrid rocket that can
insert a small satellite into the sun synchronous orbit is
now underway. In order to obtain a higher regression rate
and then achieve a high performance, a swirling oxidizer
injection is assumed to be employed in that design. For
such design to be successful, detaild study of swirling
oxidizer flowfield needs to be accomplished both experi-
mentally and numerically.
Past numerical studies for the similar swirling flowfield

of Yuasa et al. showed formation of a reverse flow region
in the combustion chamber [3]. The reverse flow region is
believed to be formed due to an adverse pressure gradient
along the central axis toward the nozzle exit. However,
the mechanism of formation of reverse flow region and
influence on the performance of the hybrid rocket is yet
unknown also.
In this study, we attempt to compute the swirling flow-

field in the combustion chamber using chemical equilib-
rium NS gas solver. As a preliminary study, swirling
flowfield for two geometries are calculated whose injec-
tion angle is 90◦ and 60◦.

2. Numerical Methods
The governing equations are the Navier-Stokes equa-

tions that have two mass conservation equations without
mass generation term. Mass conservation for fuel and ox-
idizer gas, and momentum and energy conservation for
gas mixture are considered.
We assume 1,3-butadiene (C4H6) as fuel and gaseous

oxygen as oxidizer, and then obtain an equliblium state
for a gas mixture consisting of 9 chemical species such
as CO, CO2, H, H2, H2O, O, O2, OH and C4H6. Equilib-

rium composition and thermodynamic properties of gas
mixture are determined by utilizing NASA CEA [4]. As
input variables of CEA, we choose density and temper-
ature for easier curve fitting. Hence, total density and
temperature of gas mixture and weight fraction of fuel
gas are required in order to obtain the properties of gas
mixture. We consider the total density range of 0.1 to
100kg/m3 divided into 25 data points equally spaced in
logarithmic space. On the other hand, the weight fraction
of fuel is considered from 0 to 100% divided into 21 data
points equally spaced. We fit thermochemical properties
of gas mixture in terms of temperature with assigned total
density and weight fraction of fuel gas. The fitted curve
is described as

f (T ) = c1T−1 + c2 + c3lnT + c4T + c5T 2, (1)

where coefficients are determined by least square fitting.
The governing equations are discretized by the discon-

tinuous Galerkin finite element method [5]. The current
version is second order accurate in space with the BR2
formulation for the viscous and diffusion terms. The time
integration is made by the cellwise relaxation implicit
scheme developed by Yasue et al. [6].

3. Computed cases
We consider the flowfield in the combustion chamber

named HTE 5-1 hybrid rocket engine which is a tech-
nology demonstrator and is in preliminary design phase
studied by HRrWG. The inner diameter of the fuel grain
is 0.08m and its length is 0.15m. The chamber pressure
is designed to be 3MPa.
This combustion chamber has 8 oxidizer injector ports

at the upstream end of the chamber. We consider two
injection angles, 90◦ and 60◦, toward the central axis.
Table 1 shows oxidizer injection conditions for the two
cases. In order to match tangential velocity component,
the injector diameter and the axial velocity component
are different, respectively.
The fuel gas is injected with a total mass flow rate of

0.122kg/s. The temperature of injected fuel gas is as-
sumed to be 603K and the pressure is assumed to be the
same as that in the boundary layer. The injection veloc-
ity at the fuel surface is about 0.1m/s and the direction is
normal to the fuel surface.
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Table 1 Oxidizer injection conditions
injection angle 90◦ 60◦

diameter [mm] 5.00 4.65
mass flow rate [kg/s] 0.26 0.26
density [kg/m3] 40.18 40.18
pressure [Pa] 3.0 3.0
temperature [K] 293 293

tagential velocity [m/s] 41.20 41.20
axial velocity [m/s] 0 23.8

Z

(b)
Fig. 1 Computational meshes: (a) 90◦ injection for Case
A and (b) 60◦ injection for Case B.

The computational meshes are shown in Fig. 1. In or-
der to reduce the computing time, we assume 1/8 sym-
metry in the present calculation. Therefore, a periodic
boundary condition is employed at the cut surface where
velocity vectors are rotate for 45◦. The number of tetra-
hedral cells is 132,569 for Case A and 151,017 for Case
B.

4. Results and Discussion
Figure 2 (a) and (b) show the resulting pressure con-

tours for each case. In both cases, the pressure at the
chamber surface is higher and that at the central axis is
lower, since the radial pressure gradient balances with
centrifugal force by swirling flowfield. The pressure in
the combustion chamber is up to 1.9MPa for each case
which is 2/3 of the designed value. Because present cal-
culation doesn’t take account of turbulence transport, the
mixing of fuel and oxidizer gas isn’t enough. Hence, it
seemed that the lower pressure is caused by less signifi-
cant combustion.
Figure 3 (a) and (b) show the resulting contours of axial

velocity component for each case, respectively. In these
figures, the maximum value of the contour is set to be
zero, only reverse flow region is shaded. In Case A, large
reverse flow region at the upstream end is formed by vor-
tices induced by oxidizer injection, but not in Case B.
This is because the oxidizer injection with axial velocity
forces axial flow in the inner chamber. Thus, the oblique
injection has an effect on the reverse-flow suppression in
the combustion chamber.

(b)

Fig. 2 Computed results of pressure: (a) Case A and (b)
Case B.

(b)

Fig. 3 Computed results of axial velocity: (a) Case A
and (b) Case B.

5. Conclusoin
In order to examine the effects of oblique injection

on the swirling oxidizer flowfield, we employed chem-
ical equilibrium NS gas solver. Two chamber geome-
tries were considered whose injection angle toward cen-
tral axis is 90◦ and 60◦. The computed results show that
oblique injection suppresses reverse flow in the combus-
tion chamber. Detailed computational results will also be
shown in the conference presentation.
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Injection ports

(a)Instantaneous Mach number contours
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(b)Instantaneous streamline near injection  ports

(c)Instantaneous streamline viewed from nozzle exit
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ABSTRACT 

In order to increase fuel regression rates, we carried out combustion experiments with the swirling-oxidizer-flow-type hybrid rocket 
engine using paraffin fuels. The fuel regression rates of paraffin fuels were obtained to be about 7 times higher than those of 
polypropylene fuels in swirling oxygen condition. However there were two problems that the equivalence ratio became too large and 
the combustion efficiency was too low. To solve these problems, an improved hybrid rocket engine with a short grain length and an 
aft combustion chamber was fabricated. The improved engine reduced the equivalence ratio and increased the combustion efficiency. 
 
1. Introduction 

A hybrid rocket has been considered to be a new 
hopeful rocket engine but it has some problems. 
Especially, low fuel regression rate is the key problem. 
We proposed a unique technique, a swirling oxidizer 
injection at fuel grain head and it was shown increase 
the regression rate up to about 3 times than that without 
swirling[1]. We aim to obtain further high regression rate 
using paraffin fuels in swirling flow field. However, it is 
known that paraffin fuels are difficult to burn 
completely and to handle because they are brittle. The
purpose of this paper is to burn paraffin fuels completely 
by installing the aft combustion chamber. 

 
2. Characteristics of paraffin fuels 

The property of FT0070 paraffin fuels (Nippon Seiro 
rroduct) is shown in Table1[2]. hT is total energy required 
to heat a unit mass of the solid fuel from initial 
temperature to the surface temperature and then to 
vaporize it[3]. hT and the melting point of paraffin are 
lower than those of PP.  Thus, paraffin fuels may have 
high regression rate.  

The theoretical hybrid rocket performances with PP 
and paraffin fuels were calculated by CEA400[4]. Table1 
shows calculated results by the maximum Isp when the 
chamber pressure, Pc, is 1 MPa. There is no big 
difference in theoretical performance between paraffin 
and PP fuels. 

Fuel Density
[kg/m3]

Melting 
Point
[K]

Heart 
Value

hT
[kJ/kg]

Theoretical Performances
at Pc of 1 MPa

Maximum Isp
[s]

�
[-]

PP 910 444 1129 233 1.50

Paraffin
(FT-0070)

760
(at 393 [K]) 345 314 235 1.57

Table 1. properties of PP and Paraffin

 
 
3. Experimental Apparatus 

In this study, 2 types of hybrid rocket engines with a 
swirling-oxidizer-flow-type injector were used. The 
oxidizer was GOX. The paraffin fuel grain was a single 
port grain with the inner diameter of 40mm and was 
produced using a centrifugal casting process. Figure.1 
shows the schematic of the conventional 
swirling-oxidizer-flow-type hybrid rocket engine which 
was used in the burning tests of PP and PMMA fuels. 
The engine has the grain with a diameter of 60mm, and 

a length, l, of 200mm. Figure.2 shows the  schematic 
of the improved engine with an aft combustion chamber 
for paraffin fuels. The improved engine has a shorter l to 
reduced �� and has a grain diameter of 100mm to make 
burning time longer. l is able to vary 27 to 63mm. The 
aft combustion chamber has the aperture section at the 
inlet because of promoting mixing between the oxidizer 
and the unburned fuels by forming reverse flow region 
due to the swirling flow. 

Graphite nozzle

Pressure port

Swirler Injector (Sg=19.4)

Refractory
(Graphite)

GOX

φ6
0

φ4
0

Grain (Praffin)
Thermocouple

Thermocouple

200
Thermocouple

φ8
.5

Unit [mm]
 

Fig.1 Conventional swirling-oxidizer-flow-type hybrid 
rocket engine without aft combustion chamber 

φ
40

φ
10

0

GOX
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63(27 63)

Graphite nozzle

Pressure port

Swirler Injector
(Sg=19.4)

Refractory
(Graphite) Grain (Praffin)

Thermocouple

Thermocouple

φ1
8

Aft combustion chamber  
Fig.2 Improved swirling-oxidizer-flow-type hybrid 
rocket engine with aft combustion chamber 
 
4. Results and Discussion 
4.1 Increase of fuel regression rate 

The experimental results of paraffin and that of PP 
using conventional engine are listed in Table2. The 
time-averaged overall fuel regression rate, overr� , of 
paraffin is much higher than PP. The regression 
mechanism of paraffin is probably considered as 
follows[5]. The melting point of paraffin is low and solid 
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fuel melts quickly. There is melted fuel flow layer on the 
solid fuel surface. Some part of melted fuel vaporized 
from the melted layer like PP and PMMA fuels, but the 
main part of melted fuel is entrained in the gas stream 
without vaporized from the melted layer. Thus, overr�  of 
paraffin may be higher than that of other fuels. 

Figure.3 shows the overr�  and intermediate oxygen mass 
flux ,Goitm, for PP, PMMA and Paraffin. Paraffin fuels 
have much higher regression rates than PP and PMMA 
fuels for all the tests at the same Goitm. The overr�  of 
paraffin using the conventional engine were about 7 
times higher than that of PP with swirl and 16 times 
higher than that of PP without swirl. The overr�  using the 
improved engine were higher than the overr�  using the 
conventional engine due to higher time-averaged local 
fuel regression rate at the leading edge. 

Intermediate Oxygen Mass Flux, Goitm [kg/(m2 s)]
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Fig.3 Relation between time-averaged overall fuel 
regression rate and intermediate oxygen mass flux  
 
4.2 Effect of combustion chamber length 

In comparison with the results of the PP and #1 tests 
using the conventional engine, table2 shows that � of 
paraffin was higher than that of PP due to higher fuel 
regression rate. The theoretical�����at the maximum Isp 
of paraffin is 1.57 as shown in Table1,��but���of the �#1 
test was 5.32. The paraffin did not accomplish the 
suitable �. To reduce �� the l was shortened. The result 
the using improved engine of Fig.2 with a short grain 
length is shown in the #3 test. The �� was substantially 

reduced and approached the suitable ��  
 
4.3 Effect of aft combustion chamber 

Paraffin fuels have a serious problem of low 
combustion efficiency and thus the C* efficiency. Table2 
shows that the C* efficiencies of paraffin without the aft 
combustion chamber (#1~#3) were only 0.73 to 0.83. 
Our experiments showed that the C* efficiencies for PP 
and PMMA fuels were 0.87 to 0.97 and 0.95 to 1.0, 
respectively. This means that a large amount of fuel 
which regressed from the paraffin surface was exhausted 
from the combustion chamber without burning 
completely. The #3 test of Fig.4 shows that the unburned 
fuel exhausted from the nozzle was mixed with air and 
burned behind the nozzle. This is due to that paraffin 
fuels did not have an insufficient reaction time to burn 
completely. 

Installing an aft combustion chamber to make a space 
in which fuel burn completely is a possible approach in 
order to increase the C* efficiency. The #4 test shows 
that the C* efficiency was increased to 0.96 by installing 
aft combustion chamber. The #4 test of Fig.4 shows that 
the flame of unburned fuel was not observed behind the 
nozzle. These results mean that the paraffin fuel burned 
almost completely The aft combustion chamber was
effective in our experiments.  

Nozzle Nozzle

(#3)
Without aft combustion chamber

(#4) 
With aft combustion chamber

 
Fig.4 Appearance of exhausted flames from the nozzle 

in #3 and #4 tests 

5. Concluding remarks 
Paraffin fuels have about 7 times of the regression rate 

in  swirling flow than PP fuels. 
The improved engine with a short grain length reduced 

equivalence ratio . 
Installing an aft combustion chamber increased the C* 

efficiency.  
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Fuel Engine Type
Burning 

Time
[s]

Pc
[MPa] [mm/s]

Goitm
[kg/(m2 s)]

��
[-]

l
[mm]

C*efficiency
[-]

PP
Conventional

engine
(without Aft C.C.)

7.1 0.94 0.46 23.7 1.12 200 0.95

Paraffin
#1

Conventional
engine

(without Aft C.C.)
3.0 1.04 3.00 19.2 5.32 200 0.73

Paraffin
#2

Conventional
engine

(without Aft C.C.)
2.1 2.03 4.16 37.4 3.80 200 0.83

Paraffin
#3

Improved engine
(without Aft C.C.) 2.1 0.51 4.77 27.1 1.48 45 0.76

Paraffin
#4

Improved engine
(with Aft C.C) 1.9 0.89 5.51 39.0 2.08 63 0.96

overr�

Table 2.Paraffin and PP fuels Experimental results
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ABSTRACT 
In this paper, cold gas flow phenomena within a single-port hybrid combustion chamber with a novel mixing enhancer are 
investigated using a parallel Navier-Stokes equation solver. The mixing enhancer consists of 4-8 planar blades with different angles 
of attack with respect to the axial flow in the port. Results show that addition of the mixing enhancer increases greatly the vorticity in 
the port as compared to the same chamber without mixing enhancer. In addition, increase of angles of attack of the blades is found to 
be more effective than increase of the span.  
 
1. Introduction 

Hybrid propulsion has attracted much attention 
recently. Major advantages of the hybrid propulsion 
include good ISP (specific impulse), simplicity of 
system, high safety of operation and throttling capability, 
as compared to the technologically matured solid and 
liquid propulsions [1]. Hybrid propulsion system 
generally employs solid fuel and liquid oxidizer, in 
which combustion takes place in a form of diffusion 
flame. However, combustion efficiency of diffusion 
flame is generally low because of poor mixing between 
fuel and oxidizer. Thus, how to efficiently improve the 
mixing between fuel and oxidizer while keeping the 
simplicity of the system is one of the major research 
topics in hybrid propulsion.    

To overcome the low combustion efficiency in 
hybrid propulsion system, the most commonly used 
approach is to design a combustion chamber with 
multiple ports in the fuel grain to increase the mixing 
surface area [e.g., 2]. However, this not only 
complicates the fabrication process and structural 
integrity of the grain but also increasing the unburned 
weight/volume of the grain. In addition, multiple 
cavities were used to generate recirculation that 
enhances mixing, named as CAMUI [3], which also 
increases the complexity of the grain design and 
fabrication, and non-uniform chamber pressure 
distribution. In the past, there had been several studies 
focusing on the vane-type vortex generators used in duct 
under atmospheric-pressure condition [e.g., 4, 5], in 
which the design is simple but very effective in 
increasing the mixing of flow. In this paper, we intend to 
study the mixing enhancement using a similar device in 
a typical single-port hybrid combustor. 

In this paper, as a first step we investigate 
numerically the high-pressure (30 bar) cold nitrogen gas 
flow field in a single-port combustion chamber with a 
novel mixing enhancer made of multiple blades. Several 
parametric studies such as the number of blades, chord 
length, span and angle of attack of the blades were 
conducted to understand their influence on the vorticity 
generated behind the mixing enhancer. 
 
2. Numerical Method 

In this paper, the UNIC-UNS code, a 
general-purpose Navier-Stokes equation solver was used 

to study the cold gas flow phenomena numerically. This 
code solves a set of governing equations describing the 
continuity equation, momentum equations 
(Navier-Stokes equations), energy equation, species 
continuity equations and turbulence related equations 
[6]. It employs the cell-centered finite-volume, 
pressure-based method with a hybrid 2D/3D 
unstructured-grid topology, which can be used to deal 
with all-speed gas flows. Second-order linear 
reconstruction upwind scheme is used for the treatment 
of convection flux. Details of various numerical and 
physical modules employed in this solver can found in 
[7, 8] and are not repeated here.  

There are two integral parameters: “area-averaged 
axial vorticity” and “transverse-to-streamwise kinetic 
energy ratio”, which are often used to represent degree 
of mixing in the literature. In this study, these two 
parameters are calculated at different downstream 
positions behind the mixing enhancer.  
 
3. Results and Discussion 

Figure 1 shows the sketch of the hybrid combustion 
chamber we have used in our previous combustion 
experiments [9]. In the current study, we consider a 
uniform cold gas flow flows from the inlet through the 
central port of fuel grain, then flows through the post 
combustion chamber and nozzle. Inlet and initial 
chamber gas pressures are both set as 30 atm based on 
earlier measurements. Exit pressure is set as 1 atm. A 
mixing enhancer is.installed in the early portion of the 
flow. This mixing enhancer is made of 4-8 blades with 
different spans and chord lengths at various angles of 
attack. Note � is angle of attack, c is chord length, and h 
is airfoil span hereafter.  

 
Fig 1. Combustor geometry (unit: mm) for simulation 

with mixing enhancers install in inlet location. 

To save computational time, we have only used one 
quarter of the real chamber. This is justified by the same 
solution obtained using either one quarter or full 
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chamber. In addition, we have found that the vorticity 
increase is largest when 8 blades are used as compared 
to 4 and 6 blades. Thus, in the following we only present 
those cases with 8 blades. 

Fig 4. Average axial vorticity at different downstream 
positions of span and angle of attack. 

 
Figure 3 shows several typical cross-section 

distributions of absolute axial vorticity with different 
combinations of span and angle of attack. We have 
found that the vorticity behind the mixing enhancer is 
greatest at all downstream positions at the condition of 
h=6mm and �=23.5°. Figure 4 shows this observation 
more clearly at different locations behind the mixing 
enhancer. Figure 5 shows the similar trend in 
transverse-to-streamwise kinetic energy ratio.  

Figure 2 shows the comparison of sliced 
distributions of Mach number with and without a mixing 
enhancer installed in the early portion of the port. 
Results show that the velocity behind the mixing 
enhancer increases dramatically because of blockage 
effect caused by the mixing enhancer.  
 

 

 

Fig 2. Distributions of Mach number without (top) and 
with (bottom) a mixing enhancer. 

 

Fig 5. Kinetic energy ratios at different downstream 
positions with different combinations of span and angle 
of attack. 

 
4. Conclusions 

In this study, we have performed a numerical study 
of cold gas flow within a hybrid combustion chamber 
with a mixing enhancer installed in the early portion of 
the port. Results show that, with proper selection of span 
6 mm) and angle of attack (23.5�) of the blades, 
maximal vorticities and transverse-to-streamwise kinetic 
energy ratios at various downstream positions behind 
the mixing enhancer can be achieved, which is desired 
to enhance the mixing of gas flow in the port. To further 
improve the mixing enhancement, another one to two 
mixing enhancer will be placed at some distance behind 
the first one. Results will be reported elsewhere in the 
near future. 

Fig 3. Distributions of absolute axial vorticity at 
different downstream positions with different 
combinations of span and angle of attack. 
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ABSTRACT 

Recently, the hybrid rocket propulsion has become attractive to the research community and has developed the trend to 

become an alternative to the conventional liquid and solid rockets. Unfortunately, even until now, research in developing hybrid 

N2O-HTPB propulsion system still strongly depends on trials-and-errors, which are time-consuming and expensive. A 

comprehensive numerical model with real-fluid properties and finite-rate chemistry is developed in this research to predict the 

combustion flowfield inside a N2O-HTPB hybrid rocket system. Good data comparisons are presented. 

 

1. Introduction 

In searching for payload mass fraction performance 

enhancement of human’s access to space technical 

capabilities, ramjet and scramjet (supersonic combustion 

ramjet) studies have been a long-term research effort in 

the aerospace community since the 1960’s. Since the 

1980s, computational modeling approaches have been 

gradually adopted in the aerospace community in the 

development of combustion devices and space launch 

systems. Numerical models using computational fluid 

dynamics (CFD) methods have been applied to liquid 

and solid rocket combustion systems with successful 

supports to the technical programs[1-6].  

In the recent development of space launch systems, 

hybrid rocket propulsion has drawn a lot of attention, 

especially in the civilian space tourism community, and 

has been demonstrated to become a viable alternative to 

the liquid and solid rockets. The hybrid rocket is a 

combination of both the solid and liquid systems with 

half of the plumbing of the liquid rockets but retaining 

the flexibility of operation and avoiding the explosive 

nature of the solid rockets [7]. 

There are many types of hybrid combustion systems, 

in which fuel is classically a solid and the oxidizer is a 

liquid or gas. Typical examples of combination of fuel 

and oxidizer with optimum O/F, Isp (184 to 326 sec) and 

characteristic velocity (1224 to 2118 m/sec) are 

discussed in [7]. The maximum vacuum Isp of the N2O-

HTPB propulsion system is only fair around 250 seconds 

Very few [8,9] have attempted to model complicated 

reactive flow phenomena of a realistic hybrid propulsion 

system, they employ an energy-balanced surface 

decomposition model. 

The modeling efforts have reached success to some 

extent based on fitting of experiments and numerical 

simulations. However, the real-fluid effects were not 

considered in their models. This can affect the overall 

flow structure in the combustion chamber, especially 

near the injectors, and affect the combustion processes 

and heat transfer characteristics, which is the key to the 

regression rates of the solid grain. Thus, a 

comprehensive numerical model is developed in this 

research to include the real-fluid property, finite-rate 

chemistry and radiative heat transfer effects in the 

simulation of N2O-HTPB hybrid rocket systems. 

 

2. Method of Approach 

The present numerical method solves a set of 

governing equations describe the conservation of mass, 

momentum (Navier-Stokes equations), energy, species 

concentration and turbulence quantities [10]. 

For complete description of the thermal environment 

in the combustion chamber, a radiative heat transfer 

model with discrete-ordinate solution method [11,12] is 

employed in the present model. For transient flow 

computations, an efficient second-order time-marching 

scheme, which has been validated for vortex shedding 

and transient start-up nozzle flows [6], is employed in 

the present study. The turbulence fields are predicted 

with an extended two-equation model [13,14].  An 

efficient method for comprehensive real-fluid equations 

of state and fluid properties is also tested for liquid 

propellant combustion flows. 

In order to make analyses of phase change 

phenomena, liquid sprays or cryogenic fluid flows, real-

fluid thermal and caloric equations of state (EOS) were 

developed for use with the present CFD code.  The 

HBMS equations of state [15-17]
 
were chosen for this 

purpose. Thermal and caloric equations of state, vapor 

pressure, heat of vaporization, surface tension, and 

transport properties are modeled with the equations of 

state proposed by Hirshfelder, et al. [18,20] (we term 

these the HBMS equations of state) and with 

conventional correlations [18], for the other properties.   

     
Figure 1.  Predicted flowfield of the RCM2 test case with the 

current real-fluid-table combustion model with the flame Abel-

transformed emission image of the experiment on the right. 

 

A benchmark LOX/GH2 single-injector combustor 

test case of DLR, Lampoldshausen, Germany (RCM2), is 

simulated to validate the current real-fluid table lookup 

model. This is one of the benchmark cases presented in 

the 2
nd

 International Workshop on Rocket Combustion 

Modeling [21]. 

Figure 1 shows the flowfield solutions of the RCM2 

test case. The predicted shape of the flame zone is in 

close resemblance with the flame Abel-transformed 
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 2 

emission image of the experiment, which is the same 

result as the original real-fluid model [21]. 

 

3. Hybrid Rocket Combustion Modeling with Mixing 

Enhancer 

The present hybrid rocket combustion model include 

a 580 mm combustion chamber with the design of 

forward-end and aft-end mixing chambers. A simple 

convergent-divergent conical nozzle is attached to the 

end of the combustion chamber. A single-port simple 

solid grain of HTPB is cast in two sections and 

assembled into a single segment through bonding. To 

boost the mixing efficiency, a mixing enhancer (patent 

pending) is also installed near the forward corner of the 

solid grain. A pintle-type injector made of stainless steal 

is employed for steady injection of the N2O oxidizer. 

Due to the properties of the oxidizer and the absence of 

thermal control for the oxidizer tank and without using a 

presurant tank upstream, the injection flow rates of this 

pressure-fed injection system depend directly on the 

temperature of the environment. A small pyro grain is 

attached to the forward face of the solid grain, which is 

ignited at engine start-up to melt the HTPB solid and 

start the combustion process after the N2O control valve 

is commanded to open. 

Typically, a hot-fire test of this experiment runs 

between 15 to 20 seconds. During the test, motor thrust, 

chamber pressures and HTPB port temperatures are 

measured. The oxidizer flow rates and the regression 

rates of the solid grain are obtained through post-

processing after the hot-fire tests. Overall, the 

experimental data show that the averaged solid 

regression rate is around 1.2 mm/sec for the current 

design, which is slightly lower than the correlation 

burning rate equation of Lohner et al.
22

 The measured 

specific impulse, sea-level Isp, of the motor with the 

mixing enhancer is around 213 sec (or vacuum Isp of 

222.18 sec). From test cases without the mixing enhancer, 

the measured sea-level Isp is around 178 sec (or vacuum 

Isp of 187.18 sec) for the same motor geometry. 

During the test, the tank pressure and temperature 

are reduced rapidly due to high flow rate and the 

expansion effects. Therefore, in the present model, we 

compare the numerical predictions to the test data when 

the oxidizer injection stays in the liquid phase, i.e. 

between 2 to 7 seconds after ignition. 

Overall, the experimental data show that the solid 

regression rate is around 1 mm/sec for the current design. 

The measured specific impulse, sea-level Isp, of the 

motor with the mixing enhancer is around 213 sec (or 

vacuum Isp of 222.18 sec). For cases without the mixing 

enhancer, the measured sea-level Isp was around 178 sec. 

The predicted averaged sea-level Isp of an axisymmetric 

model is 181.2 sec, which is lower than the measured 

data as expected since the mixing enhancer is not present 

in such approach. The numerical solutions of 3D models 

show an averaged vacuum Isp of 223.77 sec and 190.82 

sec for the cases with and without the mixing enhancer, 

respectively. Notice that the predicted Isp for the case 

without mixing enhancer is close to that predicted by the 

axisymmetric model. This shows the modeling 

consistency between 2D and 3D approaches (Fig. 2). 
 

 
(a) Axisymmetric Model (Time Averaged) 

 

 
(b) 3-D Model (Instantaneous) 

Figure 2. Predicted temperature distributions in a N2O-HTPB 

hybrid rocket motor. 

 

4. Conclusions 

In this study, we have developed a comprehensive 

numerical model for predicting the combustion flowfield 

of a hybrid rocket motor. A real-fluid property model has 

been employed for accurate description of the fluid 

dynamics of the N2O-HTPB hybrid rocket combustion 

system. 

The experimental investigation of the N2O-HTPB 

hybrid rocket combustion system has demonstrated the 

effective, reliable and low-cost setup of the present 

design. The present numerical solutions and test data 

have shown enhanced combustion efficiency for the 

hybrid motor with mixing enhancer. 
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ABSTRACT 

Discussions are made on challenges in evaluation of the internal ballistics of hybrid rocket, especially on simple models for design 
use. The issues are averaging effect in the quasi-1D formulation, calculating proper numerical flux quantities according to chemical 
reaction models, a proper boundary condition at the fuel web external surface, proper evaluation of the enthalpy and the velocity ratio 
at the flame, practical efficient methodology dealing with the chemical equilibrium solution, and need for chemical kinetics modeling, 
etc. 

 

1. Introduction 
The concept of hybrid propulsion has been 

generating increasing interest in application to both 
spacecraft propulsion and space transportation. Inherent 
safety makes this technology very attractive for 
application in space tourism industry. 

In designing a hybrid rocket, it is a fundamental need 
to evaluate the pressure and its temporal changes of the 
combusting gas in the engine chamber because they are 
related to various phenomena such as ignition and 
extinction, shape change of a fuel grain due to the 
combustion, instability due to vortices, acoustics, and 
injectors, and so on. Characteristics of the chamber 
pressure are sometimes called “internal ballistics” of a 
rocket. In this paper, challenges in evaluating internal 
ballistics of hybrid rockets will be described. 

In this line of researches, there are several previous 
works about prediction of fuel regression rate [1, 2] and 
about combustion stability analyses [3]. In spite of these 
efforts, it seems that there still have rooms to be 
improved.  

2. Issues in quasi-1D modeling 
In general, fluid dynamic and combustion 

phenomena inside a hybrid-rocket combustion chamber 
are so complex that it is very difficult to use rigorous 
models in order to simulate them over a whole burning 
period that is usually of 1-2 minutes. Hence, simple 
models are required for such purposes and we have been 
developing a quasi-1D model for evaluation of the 
internal ballistics of hybrid rockets [4] shown in Fig.1.  

 
Fig. 1 Schematic of hybrid rocket model  

In the model, the following assumptions are made. 
Fuel type is represented by parameters in Arhrenius 
function for mass generation rate. Single gas species is 

generated from fuel surface. Oxidizer is injected in gas 
phase (oxygen). Quasi-steady evolution of inner port 
geometry (no coupling) is assumed. Characteristic times 
are such that gas-phase chemical reaction is very fast, 
fluid dynamics is fast, thermal decomposition and 
surface gasification of fuel are very fast, thermal 
conduction in fuel is slow, and gas-phase fuel and 
oxidizer mixing in a cross-section perpendicular to the 
axis is very fast (Q1D restriction). Diffusion-controlled 
situation on fuel regression rate (neither radiation nor 
pressure effect) is also assumed. 

Based on such assumptions, it is appropriate to treat 
fluid dynamics of mainstream and thermal conduction in 
the solid fuel as time-dependent phenomena whilst the 
others are time-fixed or quasi-steady phenomena. The 
fluid dynamics is described in quasi-1D framework 
along with the axis, on the other hand, the thermal 
conduction in the fuel is described at each axial location 
in local 1D framework perpendicular to the fuel surface. 
The equations are coupled and simultaneously solved 
with the energy balance equation at the solid fuel 
surface.  

The governing equations for gas dynamics and 
mixture fraction transportation are written as follows. 

 ∂AQ
∂t

+ ∂AF
∂x

= SQ1D + SMass , (1) 
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(ρet + p)u
ρξu





















,   

 

 

SQ1D =

0
p dA

dx

0
0



















,       SMass =
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0
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.  

The mass generation flux from the fuel surface, �mF , 
is defined by the product of fuel density ρs  and the 
regression rate �r . The fuel mixture ratio ξ  is defined 
by  

Oxidizer : 
  Axial flow injection 
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ξ ≡

bC − bC
injector( )

bC
fuel( ) − bC

injector( ) , (2) 

where  bC  is kg-mole number of Carbon atom per unit 
mass. The first issue in the quasi-1D formulation is that 
the mixture fraction is averaged within a cross-section 
perpendicular to the x-axis. This constraint changes the 
flow field characteristics significantly. Since mass 
fractions of chemical species are evaluated by the value 
of the mixture fraction, this constraint affects the 
combustion reaction, or flame, characteristics. It is 
important to manage to use or not to use such improper 
information in the simulations. 

There is an issue of calculating the flux Jacobian 

 ∂F ∂Q  and also numerical flux, the speed of sound, etc. 
according to chemical reaction models. 

The governing equation for the in-fuel thermal 
conduction is written at any x as follows. 

 
 

∂T
∂t

+ �r ∂T
∂y

−α s
∂2T
∂y2 = 0  (2) 

The thermal conduction equation, Eq. (2) is currently 
solved in semi-infinite space and this is only good when 
the fuel web thickness is sufficiently larger than the 
thermal penetration length, e.g.,  κ �r , where κ  is the 
thermal diffusivity. The equation is written on the 
framework moving with the regressing fuel surface. It is 
a small issue to treat this equation with a proper 
boundary condition at the fuel web external surface. 

The fluid dynamics and the in-fuel thermal 
conduction should be solved simultaneously with 
satisfying the following energy balance at the interface, 
fuel surface, at any x.  

 
 
λs

∂T
∂y





 y=−0

= λg
∂T
∂y





 y=+0

− ρs �rhv  (3) 

This enables us to estimate fuel regression rate by 
modeling the heat-feedback term in the left-hand side. 
We use Karabeyoglu's model[5] dependent on total mass 
flux.  

   

λg
∂T
∂y y=+0

= 0.03q
µ−0.2








1
1−k( ) Bthv

ρs
k 1−k( ) x−0.2 1−k( ) G0.8 1−k( ) �r−k 1−k( )  

  (4) 

The parameter Bt  is a thermo-chemical blowing 
parameter defined by 

 
 
Bt ≡

ue
ub

hb − hw
hv

. (5) 

It is important to evaluate hb , the enthalpy at flame, 
and ue ub , the velocity ratio, so that  they are 
corresponding to the situation of mainstream and 
boundary-layer combustion at any axial location. 

Chemical reaction is assumed to be very fast. If one 

employs only 4 chemical species, e.g., fuel gas C2H4, 
oxidizer O2, products CO2, H2O, then the mass fractions 
of each species are uniquely determined for the value of 
ξ  only by the element conservation constraint. In this 
case, no thermal decomposition is considered and the 
temperature of the flame becomes unrealistically high. 
On the other hand, if one employs 9 chemical species 
(C2H4, O2, CO2, H2O, CO, H2, OH, H, O), mass 
fractions are not determined only by the elemental 
conservation. It becomes necessary to introduce 
additional principle, such as local chemical equilibrium, 
or introducing other reactions. We have successfully 
tested chemical equilibrium concept in which the 
composition is determined by a free-energy 
minimization method. The practical methodology 
dealing with the chemical equilibrium solution 
efficiently shall be improved. 

Such very fast reaction constraint precludes 
simulations of phenomena like ignition, flame spreading, 
and extinction. In such sense, chemical kinetics 
modeling is also to be pursued. 

3. Summary  
Several issues in evaluating the internal ballistics of 

hybrid rocket are discussed. 
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ABSTRACT 

To understand the complicated planetary system, it is necessary to make observation and measurement simultaneously at various 

points covering a wide area of its surface. Based on the three-dimensional atmospheric entry trajectory analysis for the Mars 

exploration, we propose the variable geometry membrane aeroshell vehicle that enables the high-drag-force low-ballistic-coefficient 

flight at the early stage of the entry and the high-L/D turning flight afterwards. A large downrange of a high L/D vehicle results in a 

long time visibility from its mother spacecraft (orbiter) and ensures a sufficient time for the data transmission. 

 
1. Introduction 

A planet is a system of high complexity. It is almost 

impossible to recognize all the features at once by the 

exploration using a single landing probe, even though it 

is big and has high capability of observation. On the 

other hand, the exploration using a group of small 

landing probes may be more suitable for the recognition 

of complexity than that by such a single “pin-point” 

landing probe. In this paper, we propose a novel concept 

of the landing probe called “FS Landers”[1], which 

stands for “a Flock of Scattered Landers”. Though the 

observation capability of each small lander will be quite 

limited, the synthesis of the observation data 

simultaneously transmitted from the landers scattered 

over the planetary surface to their mother spacecraft 

(orbiter) is expected to bring us a fruitful understanding 

of the whole planetary system.  

Figure 1 shows the mission concept of FS Landers. 

Many small landing probes with the total mass in the 

order of 1 kg are released at once from their mother 

spacecraft on the planetary orbit and land at scattered 

points by taking different atmospheric entry trajectories, 

depending on the difference in their aerodynamic 

characteristics. Due to the strictly tight mass budget, the 

vehicle must be composed of the minimum required 

items, that is, the scientific instrument (for example, 

cameras), the data transmission, the battery, the body 

structure and the aeroshell. Namely, such vehicle will 

look like a "cellular phone wearing aeroshell". 

The design requirements for FS Landers are: 1) To 

realize a small total mass, 2) To be stored compactly in 

the mother spacecraft before release, 3) To survive 

under severe aerodynamic heating during the entry flight, 

4) To provide a wide coverage of the planetary surface 

available for landing, and 5) To ensure sufficient time 

for the data transmission from each lander to the mother 

spacecraft. As a solution to the above requirements, we 

propose the variable geometry vehicle made from 

flexible membrane materials with the Shape Memory 

Alloy (SMA) frame, realizing the transition from the 

high-drag low-ballistic-coefficient mode to the high-L/D 

mode, as shown in Fig. 1. Apparently, the membrane 

aeroshell is suitable for the requirements 1) and 2). The 

transition is initiated by the temperature rise of the SMA 

frame receiving the aerodynamic heating. By choosing 

the SMA and thermal insulation materials appropriately, 

the timing of the transition can be controlled. The low- 

ballistic-coefficient enables a probe to decelerate at high 

altitudes and reduces the peak aerodynamic heating. To 

move the landing point in the cross-range direction, the 

turning flight is necessary using the lift force and the 

bank angle modulation. The cross-range increases with 

the maximum available L/D of the flying vehicle.  

In the present study, we consider the case of the 

Mars exploration. The important design parameters are 

specified and determined by the trajectory analysis. 

Some design concepts and their experimental results at 

the hypersonic wind tunnel are presented.  

 

 
Fig. 1 The mission concept of FS Landers 

 

2. Trajectory Analysis 
We numerically solve the equations of motion of a 

point mass on the spherical coordinates. The detail of 

the analysis is given in [1]. We assume that the constant 

bank angle is available during the entry flight by setting 

the center of mass of the vehicle at an appropriate 

location out of the symmetry plane. The mother 

spacecraft carrying the landing probes is on an elliptic 

orbit at 0 degree inclination. The probes are separated at 

the apoapsis. Based on the study of the JAXA’s Mars 

exploration mission called “MELOS”[2], the apoapsis 

and periapsis distances from the center of the planet are 

set as 27,000 km and 3,700 km, respectively. The outer 

boundary of the atmosphere is set at 130 km altitude. 

We evaluate the aerodynamic heating in terms of the 

reference temperature calculated under the assumption 
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of the stagnation-point convective heating for the nose 

radius of 1 m and the radiation equilibrium of the black 

body.  

We consider a lander with the mass of 1kg and the 

aeroshell area of 1 m
2
. At the mode transition, the drag 

coefficient and L/D change from 1.0 to 0.02 and from 0 

to 3.0, respectively. The lander is released from the 

mother spacecraft at the apoapsis with the delta-V of 20 

m/s. The transition temperature is set as 770 K. For the 

stability in the atmospheric flight, we assume slow and 

smooth transition taking 200 s for its completion. 

As a typical case, the results at the constant bank 

angle of 20 degrees are shown in Figs. 2 and 3. Figure 2 

shows the time history of the velocity and altitude. Due 

to the lift force, the probe repeats the descent and ascent 

flight many times. The peak heating occurs at the 

bottom of the first dip in the trajectory. The maximum 

reference temperature is 887 K, which is lower than the 

maximum service temperature of the existing material 

(923K for Zylon® cloth). The velocity is largely 

reduced from 5 km/s down to 3 km/s in the 

low-ballistic-coefficient mode. Due to the turning flight 

with high L/D, the probe lands at 35 degrees latitude and 

performs high cross-range capability. The trajectories of 

the lander and the orbiter viewed from the north pole are 

shown in Fig. 3. Though the entry occurs on the 

periapsis side, the probe lands on the other side because 

of a large down range of the high L/D flight. 

Consequently, the probe is visible from the orbiter for a 

long time. A long time visibility ensures the sufficient 

time (more than 10 hours in this case) for the data 

transmission from the lander to the orbiter. In the case of 

non-lifting entry, the orbiter will have gone beyond the 

horizon before or soon after landing. 

 

 
Fig. 2 Time history of altitude and velocity  

 

3. Aerodynamic Design by Wind Tunnel Experiment 
We have been conducting a series of the wind tunnel 

experiments at the Mach 7 hypersonic wind tunnel in 

Kashiwa campus, the university of Tokyo in quest of the 

appropriate design of the membrane aeroshell for high 

L/D [1]. The results are summarized in Fig. 4. To invent 

a lightweight structure to endure the bending moment 

caused by the aerodynamic lift force is the key issue.  

Fig. 3 Trajectories of lander and orbiter 

 

 
 

Fig. 4 Quest of high L/D membrane aeroshell design 

 

4. Concluding Remarks 
To understand the complexity of the planetary 

system, a concept of the "FS Lander", in which many 

small landing probes land at different points to cover a 

wide area of the planetary surface, is proposed. The 

three-dimensional trajectory analysis for the Mars entry 

shows that the membrane aeroshell with the shape 

memory alloy frame that enables the transformation 

from the high-drag mode for a low-ballistic-coefficient 

flight at the early stage of the entry to the high-L/D 

mode for the turning flight at the later stage is promising, 

because it can reduce the aerodynamic heating and 

provide high cross-range capability. The results of the 

hypersonic wind tunnel experiments of some candidates 

for the aeroshell design are presented.  
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ABSTRACT 
An aerial vehicle employing a paraglider is a favorable way to explore Mars for its slower flight speed than a fixed-wing vehicle. 
Due to the low density of Mars atmosphere a hermetically-sealed paraglider was proposed. In order to investigate the effect of the 
modification of the inlet on the lift-to-drag ratio the wind-tunnel tests were carried out. It was found that the elimination of the inlet 
not only decreased the drag but also increased the lift. In the preliminary design of a propeller it should have a diameter of 1m and be 
a deployable type to generate the required thrust. The one-forth scale model was fabricated to show its self-deployment capability. 

 
1. Introduction 

In the past years a number of spacecrafts were sent 
to Mars: The Mars orbiters mapped the whole surface of 
the planet and obtained the images in good resolution, 
and the ground rovers were also successful to carry out 
the in-situ scientific analyses in detail. These rovers can 
move to the desired area by itself, however, the 
travelling speed is quite low. In order to enlarge the field 
of the investigation with limited resources it is 
advantageous to employ an aerial vehicle. 

Since the atmospheric density is low on Mars, the 
flight speed of such vehicle should be high enough to 
sustain its weight with a limited wing area. A high-speed 
flight should raise undesired effect on the scientific 
measurement. In order to avoid this problem the aerial 
vehicle using a paraglider is proposed. This aerial 
vehicle has two big advantages. First, the flight speed 
could be drastically reduced because of its deployable 
large wing area. Secondly, it can be controlled by a 
simple mechanism and can land softly on a desired place 
on the Martian surface.  

Since the density of Martian atmosphere is only 
about one hundredth of that of Earth atmosphere, the 
ram pressure might be insufficient to withstand the wing 
loading on the canopy due to the low flight speed. 
Therefore, it is beneficial to seal the inlet of the 
paraglider and to inflate it compulsively by the gas 
supplied from an on-boarded bottle. Such 
hermetically-sealed paraglider is expected to have a 
better gliding performance since the aerodynamic drag 
is not generated at the air intake. In the present study, 
the validation of the improvement of the gliding 
performance was conducted in the low-speed wind 
tunnel test. Then, the preliminary design of the propeller 
was also conducted. 

 
2. Concept of Compulsively-Inflated Paraglider 

In Fig.1 the required power of an aerial vehicle is 
shown as a function of the wing loading. A higher wing 
loading means a higher flight velocity. To achieve a 
higher flight speed, higher power is required to maintain 
the flight. In the figure, two cases were considered, a 
flight on the surface and that at the altitude of 10km. 
Since the atmospheric density is thicker on the surface, 
the required power should increase. In the figure the 

lift-to-drag ratio of the vehicle was set to 4. For the 
comparison, the higher-gliding-ratio case (L/D=10) was 
also presented. As is readily known, the higher 
lift-to-drag ratio drastically decreases the required power. 
In the present calculation the upper limit of the required 
power was assumed 500W. Under such condition the 
maximum wing loading should be 2N/m2 when L/D is 4, 
and 10N/m2 when L/D is 10. 
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Fig.1 Required power at Mars surface and 10km in 
altitude as a function of wing loading 

 
The lower wing loading results in the lower ram 

pressure. For the wing loading of 2~3N/m2 the 
corresponding ram pressure was 6Pa. This low ram-air 
pressure might be insufficient to withstand the wing 
loading of the canopy. Then, the hermetically-sealed 
paraglider was proposed. The difference is the 
elimination of the air inlet. The inflation of the canopy 
was not achieved by the ram pressure of the Martian 
atmosphere but by the supplied gas from the on-boarded 
bottle. The merits of such sealed paraglider are the 
reliable wing formation due to the inflator and the better 
gliding performance. Since the air intake generates the 
aerodynamic drag, the elimination of the intake should 
contribute to the improvement of the lift-to-drag ratio. 
For comparison, three kinds of paragliders were 
considered, conventional ones with the aspect ratio of 3 
and 6, and the hermetically-sealed one with the aspect 
ratio of 3. In Table 1, the comparisons of the 
configurations and aerodynamic characteristics were 
made for the three canopies.  
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Table 1 Comparison of configurations and 
aerodynamic characteristics of paragliders. 

 With Inlet 
AR=3 

No Inlet 
AR=3 

With Inlet 
AR=6 

Aspect ratio 3 3 6 
h/c 0.08 0 0.08 

Inlet CD 0.04 0 0.04 
Induced drag CD 

(CL=0.3) 0.014 0.014 0.007 

Airfoil drag 0.015 0.015 0.015 
Surface Irregularities 
and Fabric Roughness 0.004 0.004 0.004 

Line drag CD 0.014 0.014 0.020 
Total drag CD 0.087 0.047 0.086 

L/D 3.46 6.40 3.50 
Power [W] 545 307 539 

 
Noting the lift-to-drag ratio, it was found that the 

increment of the aspect ratio did not contribute to the 
improvement of the lift-to-drag ratio. Since the 
increment of the aspect ratio requires the increment of 
line number, the increment of the line drag cancels the 
advantage of the decrement of the induced drag. It 
should be noted that the lift-to-drag ratio of the 
hermetically-sealed paraglider was estimated 6.40 even 
with the aspect ratio of 3. The elimination of the inlet 
decreases 40% of the total drag of the canopy and serves 
in 44% decrease of the required power. 

 
3. Validation of Lift-to-Drag Ratio in Wind Tunnel 

In order to investigate the effect of the elimination of 
the inlet on the lift-to-drag ratio, the wind-tunnel tests 
were carried out. This experiment was conducted in 
Eiffel-type low-speed wind tunnel. A wing model with a 
span of 300mm and a chord of 600mm was inserted in 
the test section. The sectional airfoil was Clark-YM15. 
Three different wing models were prepared in the 
present tests: a model with open inlet, one with closed 
inlet, and one without inlet. The leading edge and the 
ribs of the models were made of styrene form and the 
film covered the rest of the surface. The free-stream 
velocity was set 15m/s. The angles of attack of the wing 
were varied from 0 to 15 degrees. 

 
Fig.2 Estimated polar curves of three models 

 
Fig.2 compared the polar curves of the three models. 

Since the aspect ratio of the wing models was 0.5, the 
obtained polar curves in the tests were converted to 
those for an aspect ratio of 2.2. The open-inlet model a) 
showed the worst lift-to-drag ratio and the other models 
showed the similar curves. As was known, the best 
lift-to-drag ratio was 5.6. Through the measurement in 

the wind tunnel the drastic improvement of the 
lift-to-drag ratio was confirmed. This improvement of 
the lift-to-drag ratio is quite advantageous in the Mars 
exploration, because the tremendous reduction of the 
require thrust should be achieved. 

 
4. Preliminary Design of Deployable Propeller 

Next, the preliminary design of the propeller for the 
Mars paraglider was conducted. In this analysis the 
necessary thrust was set 7.88N and the upper limit of 
input power was set 500W. 

The preliminary design of the propeller blade was 
made using the formula presented by Adkins and 
Liebeck. In Fig.3 the obtained propeller shape was 
presented in the span-wise direction. The diameter of the 
propeller was 1.0m. Since the acceptable envelope in the 
spacecraft is expected to be around 0.5m, therefore, 
some deploying mechanism is needed.  

Fig 4 shows the pictures taken during the 
self-deployment sequence of the one-fourth scaled 
model of the propeller, and it demonstrated successfully 
its self-deployment capability. 

 
Fig.3 Designed propeller shape in spanwise direction. 

 

 
Before deployment 

 
Deployed propeller 

Fig.4 Deployment test of one-fourth scaled propeller 
 
5. Concluding remarks 

A compulsively inflated paraglider was proposed in 
the present study. The elimination of the inlet was 
expected to decrease the aerodynamic drag. In order to 
investigate the effect of the modification of the inlet on 
the lift-to-drag ratio the wind-tunnel tests were 
performed. It was found that the elimination of the inlet 
not only decreased the drag but also increased the lift. 
The preliminary design of a propeller to generate the 
required thrust was also conducted. It was found that the 
propeller should have a diameter of 1m and should be a 
deployable type to be stored in a spacecraft. The 
one-forth scale model was fabricated for the feasibility 
purpose, and it successfully demonstrated its 
self-deployment capability. 
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ABSTRACT 
Designers can easily understand which parameters are important in the PARSEC (PARametric SECtion) representation, because each 
parameter is determined based on the flow physics. To solve various airfoil design problems with a number of design variables, a
modified PARSEC representation was proposed. In this study, the proposed representation is used along with multi-objective genetic 
algorithms to solve the airfoil design problem in the Martian atmosphere for several target lift coefficient. MOGA results show set of 
airfoils which has possibility to be employed for Martian airplane. 

1. Introduction 
The PARSEC (PARametric SECtion) airfoil 

representation [1] and its modifications [2] are generic 
methods for designing airfoils. Previously, a 
modification of the original PARSEC representation was 
proposed, which represented supersonic/transonic 
airfoils and low-Reynolds-number airfoils very well [2, 
3].  

In the present study, this modified representation is 
employed for designing an airfoil to be used in a low 
Reynolds number flow, such as the Martian atmosphere 
[4]. A design exploration process based on a 
multi-objective genetic algorithm (MOGA) is applied to 
this airfoil design problem. 

2. Design Method 
2. 1. Airfoil Representation 

To improve the design performance around the 
leading edge, the airfoil’s thickness and camber should 
be separately defined. This idea is based on the common 
theory of a wing section, shown in Fig. 1. The thickness 
distribution (zt) and the camber (zc) are defined by Eqs. 
(1) and (2), respectively. zc is defined by a quintic 
equation, to which a square root term is added to obtain 
better performance. By weighting this term, the camber 
of the leading edge can be varied independently. The 
present modification is expected to represent an airfoil 
with a drooping leading edge.  

�
�

����
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0

n

n
nc xbxbz (2)

In Eqs. (1) and (2), an and bn are determined from the 
design variables shown in Fig. 1. 
2. 2. Design Problem 

In this study, airfoils design problem was solved 
using a MOGA [3, 4] and considering the objective 
functions as 

maximize: airfoil thickness (t)
minimize: drag coefficient (Cd)

subject to: lift coefficient (Cl) = target Cl.

The designed airfoil is supposed to be used for 60m/s 
flight in the Martian atmosphere. On the basis of this 
condition, CFD calculation is carried out with Reynolds 
number as 208235.3 and Mach number as 0.233. 
Flowfield is solved structured mesh based 
Reynolds-averaged Navier-Stokes solver. In this study, 
the design problem is solved assuming three values of 
target Cl: 0.8, 1.0, and 1.2. 
2. 3. Computational Fluid Dynamics 

Figure 1 Modified PARSEC representation and design 
parameters. 

3. Results and Discussion 
Each non-dominated solution is shown in Fig. 2. 

Many non-dominated solutions could be obtained, and it 
was found that in each case, there is a trade-off between 
two objective functions. It was also found that the 
design result for Cl = 1.2 showed the most severe 
trade-off, as is evident by comparing Fig. 2(a)-(c). 

The non-dominated solutions that have about 7%c
thickness are selected from Fig. 2(a)-(c) to observe their 
geometries and pressure distributions; these are shown 
in Fig. 3(a)-(c), respectively. According to Fig. 3, each 
design has a large camber and small leading edge radius. 
Remarkably, all solutions have a drooped camber around 
the leading edge and a smooth surface with a large 
camber. Because of this, the flow on the upper surface of 
each design is gradually accelerating. Comparing Fig. 
3(a)-(c), it can be seen that the design in Fig. 3(c) has 
the largest camber without an extreme suction peak; this 
is because the camber around the leading edge is 
designed properly. Figure 4 shows the comparison of 
drag polar among the selected solutions. According to 
this figure, if an airfoil that achieves higher Cl without 
increasing Cd is required, the design problem should be 
solved under the higher target Cl.
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Detailed data mining results and the characteristics 
of the thicker airfoil will appear in the final presentation. 

(a) 

(b) 

(c) 
Figure 2 MOGA results. (a) Cl = 0.8, (b) Cl = 1.0, and 

(c) Cl = 1.2. 

(a) 

(b) 

Figure 3 Selected designs (t/c is about 7%c) and their 
pressure distributions. (a) Cl = 0.8 (angle of attack =
2.85°), (b) Cl = 1.0 (angle of attack = 3.65°), and (c) Cl

= 1.0 (angle of attack = 3.09°). 

Figure 4 Comparison of drag polar among selected 
solutions. 
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ABSTRACT 
In order to achieve flight in Mars atmosphere, which is characterized by low Reynolds number, knowledge about aerodynamic 

characteristics of wing in low Reynolds number flow is necessary. The purpose of this study is to investigate wing geometric effects on 
aerodynamic characteristics of three-dimensional wing by using a variable-pressure wind tunnel. Aerodynamic characteristics of nine wings, 
which differ in airfoil shape (NACA0012, flat plate and Ishii airfoil) and aspect ratio (4, 6 and 8) are investigated. The results show that Ishii 
airfoil has higher stall angle, and linear lift curve slope compared with those of NACA0012 and flat plate. 
 
1. Introduction 

Mars exploration airplane is now under research in Japan. 
Authors are researching aerodynamic characteristics of wing in 
low Reynolds number flow as a member of the working group 
for Mars exploration aircraft[1]. 

Since the Mars exploration airplane must fly with low-speed 
at higher angle of attack, the flight Reynolds number in Mars 
atmosphere is very small. Airfoil shape and aspect ratio affect 
aerodynamic performance significantly in the low Reynolds 
number. Yonemoto et al. have studied the strong nonlinearity of 
aerodynamic characteristic in low Reynolds number range[2-3].  

In this paper, the characteristics of three-dimensional wings at 
low Reynolds number is investigated. Wind tunnel tests of nine 
wings that differ in aspect ratio and airfoil shape are conducted 
in the range of Reynolds number from 5.0×103 to 1.0×105. 
 
2. Experimental setup 

2-1 Wind tunnel 
 
In order to generate low Reynolds number condition, a  

variable-pressure wind tunnel that belongs to Nishinippon 
Institute of Technology is utilized (Fig. 1). Experimental 
conditions are as follows; Reynolds number varies from 5.0×103 
to 1.0×105, by changing the total pressure from 10 [kPa] to 
101.3 [kPa]. 

Fig.1 Variable-pressure wind tunnel. 
 
2-2 Force balances 
Since the test Reynolds number range is very wide, two kinds 

of tri-axial force balance that have different load capacities are 
used in order to measure aerodynamic characteristic accurately 
(Fig. 2).  

The force balance is mounted to a turn table on the ceiling of 

wind tunnel. The test wing is fixed under the force balance. The 
angle of attack is changed from -10 to 30[ ] every 1 [ ] by the 
turn table. 

     (Load capacity 5N)          (Load capacity 0.5N) 
Fig. 2 Force balances 

 
2-3 Test wings 
Nine wings, which have NACA0012, flat plate (thickness is 6 

mm) and Ishii airfoil cross section with three aspect ratios of 4, 6 
and 8, are tested (Fig.3 and 4).  

 
 
 
 
 

Fig.3 Plan views of tested wings. 
 
 

(NACA0012)              (Flat plate) 
 

(Ishii airfoil) 
Fig.4 Wing cross-sections 

 
3. Test Results 

Wind tunnel test are conducted to obtain aerodynamic 
coefficients, CL, CD and CMc//4 by measuring aerodynamic forces. 
Fig. 5~7 show lift characteristics of each airfoils; for the 
Reynolds number of 3×104.  

The lift curve slopes of NACA0012 are completely nonlinear,  
and depend on aspect ratio for the whole angle of attack region. 
However, the maximum lift coefficient increases in proportion 
to aspect ratio. On the other hand, the stall angle decreases as 
aspect ratio increases. The lift curve slope and stall angle of flat 
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plate and Ishii airfoil are  less affected by the aspect ratios than 
NACA0012. The lift curve slope of flat plate and Ishii airfoil are 
linear up to stall angle. The lift coefficients are almost constant 
when the angle of attack exceeds stall angle. 
 The stall angle of flat plate is almost the same as NACA0012, 
but Ishii airfoil has larger stall angle. Ishii airfoil yields high lift 
coefficient in higher angle of attack in comparison with other 
wings. The maximum lift coefficient of Ishii airfoil is 1.5 times 
larger than that of NACA0012 and flat plate.  
  The lift characteristics of Ishii airfoil under different Reynolds 
numbers from 7.85×103 to 1.05×105 are compared as shown in 
Fig.8. The maximum lift and stall angle increase as the 
Reynolds number get larger for 104<Re<105. However, the lift 
curve slopes for Re<104 are relatively moderate. The smaller the 
Reynolds number, the gentler the lift curve slope becomes. The 
lift coefficients far beyond the stall angle become constant and 
independent of aspect ratio. 
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Fig. 5 Lift coefficient of NACA0012 (Reynolds number: 3×104). 
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 Fig. 6 Lift coefficient of flat plate (Reynolds number: 3×104). 
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 Fig. 7 Lift coeffient of Ishii airfoil (Reynolds number: 3×104). 
 
 

4. Conclusions 
  Using variable-pressure wind tunnel, three dimensional 
aerodynamic characteristic measurement of NACA0012, flat 
plate and Ishii airfoil of aspect ratio of 4, 6 and 8,  are 
conducted for the Reynolds number from 5×103 to 1×105. The 
findings are following: 

• The lift coefficient characteristics of flat plate and Ishii 
airfoil are linear and less affected by aspect ratio. However, 
NACA0012 has strong nonlinearity. 

• The stall angle of attacks of all tested wings get smaller as 
the aspect ratio becomes larger. 

• The maximum lift coefficient and the stall angle of Ishii 
airfoil are affected by Reynolds number for Re>104 , and the 
lift curve slope for Re<104 respectively.  

• Ishii airfoil has the highest lift coefficient and stall angle 
among the three airfoils. 
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ABSTRACT 
 

Mars exploration aircraft is currently under research in Japan for a planetary exploring mission in near future. Aerodynamic 
characteristics on Mars are extremely different from that of Earth because and the atmospheric density is approximately 1/100 and 
the range of Reynolds number is from 104 to 105. The purpose of this study is to investigate the flow field around the 
three-dimensional wings in terms of three different kinds of airfoil in low Reynolds number flows using PIV (Particle Image 
Velocimetry) method. The visualization results show that the laminar separations can be classified into three types. 

 
1. Introduction 

Mars exploration airplane for widespread and detailed 
reconnaissance is researched as a future mission. Authors 
are studying aerodynamic characteristics of fixed-wing 
aircraft in Mars atmosphere as a member of the working 
group for Mars exploration aircraft [1]. 

The flight Reynolds number on Mars is 104~105 
because the atmospheric density is approximately 1/100 
of that of the earth. Therefore the aerodynamic 
characteristics in Mars atmosphere are different from 
that of our planet, where complex laminar separation is 
likely to occur. Thus the knowledge on low Reynolds 
number flow around three-dimensional wings is 
necessary and important for developing Mars airplane. 

In this paper, wind tunnel test results of Particle 
Image Velocimetry (PIV) measurements are discussed, 
which were conducted for observing flow filed around 3 
types of wing models in a variable-pressure wind tunnel 
at the flight Reynolds numbers of Mars airplane. 

 
2. Method 

The wind tunnel test is conducted in the 
variable-pressure wind tunnel at Nishinippon Institute of 
Technology using a PIV system consists of laser, 
high-speed camera and synchronizer (Fig. 1). The total 
pressure in the wind tunnel can be reduced to 10 kPa, 
and the Reynolds number can be changed to the order of 
104 without changing flow velocity. 

 

Pulse 
Generator PC

CCD 
Camera

Mirror
Laser

Test Wing

 
Fig. 1 Experimental setup of PIV measurement. 

All the wind tunnel test models are rectangular 
semi-span wings with the chord length of 70mm and the 
aspect ratio of 6. They have three different airfoil cross 
sections (Fig. 2). NACA0012 airfoil has a lot of wind 
tunnel test data as a typical reference shape. Ishii airfoil 
has been invented for hand launch gliders to perform 

good flight capability under low Reynords number. 
Small tracer particles in a cross-sectional area 

around the test model, which are shed in the wind tunnel 
by spraying aqueous solution of glycerin using a 
nebulizer, is illuminated by laser light sheet irradiated 
from a ceiling window of the measurement section. 
Then the photos of scattered light from the tracer 
particles are taken from the side wall of the 
measurement section. The laser photographing and 
irradiation are synchronized by a pulse generator, and 
the interval time between a couple of images is 20-50 
micro seconds. Up to 15 image pairs can be stored per 
second.  

 
It is possible to obtain velocity vector distributions 

from 95 sets of image pairs per one wind tunnel test 
using an image analysis software. The inspection area is 
32×32 pixels.  

Overlap rate is 50 percent. The lower surface of 
airfoil, where the laser does not illuminate, is masked. 
The wind tunnel tests are conducted for four different 
Reynolds number conditions; 1.0×104, 2.0×104, 3.0×104 
and 4.0×104. Angle of attack is changed every 2° from 
0° to 14°. In case of photographing over all airfoil, the 
captured area is 100 × 100 mm2, whereas in case of 
zooming in forward edge or trailing edge, the area is 45 
× 45 mm2. 

 
3. Results and Discussion 

Fig. 3 shows velocity vector distributions near the 
trailing edge of the three different wind tunnel test 
models for Re=2.0×104 at α=2°, 6°. The flow separation 
from airfoil surface generates unsteady vortices sheds 
downstream on the surface of airfoil, except for the 
trailing edge flow separation of NACA0012 and Ishii 
wings at low angles of attack. Nonlinear lift 
characteristic in low Reynolds number flow, which is 

NACA0012  
Flat Plate 
t/c = 8.6%  

Ishii   
Fig. 2 Airfoil cross sections. 
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influenced by its size and presence or absence of 
separation bubble, is caused by reattaching flow behind 
the laminar separation. However it is difficult to identify 
the reattachment in the unsteady flow condition. 
Therefore, we employ time-averaged flow fields to 
evaluate the flow characteristics.  

Fig. 4 shows the averaged flow fields produced by 
averaging 95 sets of image pairs. The flow fields can be 
divided into three groups: 1) Separation covers around 
trailing edge under low angle of attack. 2) Separation 
bubble is produced by reattaching flow after the 
separation. 3) Stalled flow generated by flow separation 
from the leading edge to trailing edge.  
 α= 2° α= 6° 

NACA0012 
  

Flat plate 
  

Ishii 
  

Fig. 3 Flow fields near trailing edge: Re=2.0×104. 
 

 α= 2° α= 6° 

NACA0012 
  

Flat plate 
  

Ishii 
  

Fig. 4 Averaged flow fields: Re=2.0×104. 
 
Fig. 5 shows the force balance test results4) measured 

in the same condition of the present PIV tests. Ishii wing 
has a lift curve slope becomes slightly steep nearα=6°, 
where separation bubble starts to generate. Flat plate 
wing shows linear lift curve slope, where separation 
bubbles always exist near the leading edge for the whole 
angles of attack. The average upper surface flow for the 
three wings is classified into four groups as shown in 
Table 1. 
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Fig. 5 Lift and drag characteristics by force balance 

measurement (Re=2.0×104). 

 

 
4. Conclusions 

PIV measurements for the flow around three types of 
airfoil are conducted at four different Reynolds numbers. 
As the result, the following findings are obtained; 
1) Most of the separation flows are accompanied by 
unsteady vortices. However, the separation size and 
presence of separation bubble can be inferred by 
observing averaged flow field.  
2) Averaged flow field can be classified into four groups 
that relate to the aerodynamic force characteristics of 
each airfoil as follows: 
• Flat plate wing has always reattached flow before  

the stall, and the size of separation bubble at the 
leading edge becomes larger as the angle of attack 
increases. It results in the linear lift curve slope, which 
is less affected by the Reynolds number. 

• Ishii wing has also three flow separation patterns as 
well as NACA0012. However, the nonlinearity of lift 
is small due to the small flow separation. The drag is 
the smallest among the three wings. 

3) At Reynolds number of 1.0×104~4.0×104, the smaller 
the Reynolds number, the flow separation at trailing 
edge more likely to occur. On the other hand, the larger 
the Reynolds number, the separation bubble with 
reattachment more likely to occur, the size of which get 
smaller as the Reynolds number increases. 
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Airfoil Re 
(×104) 

angle of attack (°) 
0 2 4 6 8 10 12 

NACA 
0012 

1.0 STE  TS SLE 
2.0 STE TS SLE 
3.0 STE SB SLE 
4.0 STE SB SLE 

Flat Plate 

1.0 NS SB SLE 
2.0 SB SLE 
3.0 SB SLE 
4.0 SB SLE 

Ishii 

1.0 STE TS SLE 
2.0 STE SB SLE 
3.0 NS STE SB SLE  
4.0 NS SB SLE 

Table 1. Classification of flow pattern characteristics of 
upper surface airfoil (Re=2.0×104). 

where NS: No Separation, STE: Separation at Trailing Edge, SB:
Separation Bubble, SLE: Separation at Leading Edge, TS: Transition
between STE and SLE. 
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ABSTRACT 

This paper addresses lift and drag distributions along wing span in low Reynolds number flow. The wakes of three-dimensional 
wings with NACA0012, flat plate and Ishii airfoil cross sections are surveyed in a low speed wind tunnel using a wake integration 
method (WIM), which can decompose the total drag into the profile and induced drags. The results of wake survey agree well with 
those obtained by the force balance test, and show that not only the induced drag but also the profile drag increases remarkably with 
increase of angle of attack. 

 
1. Introduction 

An aircraft is expected as a new exploration method 
on Mars. Kyushu Institute of Technology is conducting 
researches on the aerodynamics of Mars aircraft as a 
member of the working group organized by JAXA 
(Japan Aerospace Exploration Agency). The flight 
Reynolds number in Mars atmosphere is low (104 to 
105), because the atmospheric density of Mars is about 
1/100 of the earth. The aerodynamic characteristic 
differs significantly from that on the earth[1].  

Force balance test is commonly used as an 
aerodynamic measurement in wind tunnel. However, 
authors use a wake integration method (WIM) instead, 
which enables spatial analysis of lift and drag 
distribution along wing span, and decomposition of the 
drag into profile and induced drags[2]. These 
measurement capabilities are important to clarify the 
aerodynamic characteristic of three dimensional wings 
in low Reynolds number flow. 

In this paper, the lift and drag distributions of three 
dimensional wings with NACA0012, flat plate and Ishii 
airfoil cross sections are measured. In addition to, the 
relationship between the profile and induced drag is 
investigated quantitatively. 

 
2. Experimental setup 

Wind tunnel tests were carried out in a low speed 
wind tunnel facility at Kyushu Institute of Technology. 
The test section size is 0.45m(H)×0.45m(W)×1.35m(L). 
The velocity turbulence level is 0.1% or less. The 
measurement Reynolds number are 30000 and 100000. 
The Range of angles of attack was from 0 to 14° at the 
interval of 2°. Three wings, that have NACA0012, flat 
plate (t/c=8.6%) and Ishii airfoil cross sections[3] were 
tested. The wing dimensions are shown in Table 1 and 
the wing cross section are shown in Fig.1. Static and 
total pressure, pitch and yaw angles of wake region are 
measured by 5-holes pitot tube of which tip diameter is 
1.8mm and shape is 30° conical. 

 
Table 1 Wing dimensions 

Airfoil Cross Section Aspect ratio 
(AR)  Span[mm] Chord[mm] 

NACA0012 
Ishii airfoil 

Flat plate(t/c=8.6%) 

4 
6 
8 

140 
210 
280 

70 
70 
70 

 

 
    

NACA0012                 Ishii 
 

Flat plate 
Fig. 1 Wing cross-sections. 

 
3. Wake integration method 

The force acting on wing is calculated by momentum 
difference between the upstream and downstream[2]. The 
momentum conservation law gives the lift as in Eq.(1), 
where subscript ∞ refers to the upstream. 
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The drag is decomposed as follows: 
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where the variation of entropy Δs is given by the total 
pressure loss ratio PT /PT as follows: 

T

T

P
P

Rs ��� ln  (3) 

  The first term of right hand side of Eq. (2) is the 
profile drag, and the second term is the induced drag. 
Other terms are negligible small so that Eq. (2) is 
approximately reduced to the following equation: 

ip DDD ��  (4) 
where, 
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(6) 

where q is the dynamic pressure, S is the wing reference 
area. 

4. Results 
4.1 Comparison with force balance test 
  In order to evaluate the accuracy of WIM, the 
measurement result was compared with that of force 
balance test conducted in a Variable Pressure Wind 
Tunnel at Nishinippon institute of technology . The lift 
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and drag characteristics of Ishii wing (AR=6) for 
Re=1×105) are shown in Fig.2 with fairly good 
agreement with the force balance test. 

 
Fig. 2 Lift and drag of Ishii wing (AR=6) in comparison with 

force balance test (Re=1×105). 

4.2 Spanwise lift and drag distribution 
The span wise lift distribution of Ishii wing (AR=6) 

for Re=1×105 is shown in Fig.3. The lift is almost 
constant along the wing span from the root to middle, 
and decreases gradually toward wing tip at lower angle 
of attack. However, when the angle of attack exceeds the 
stall angle at around α=12°, the lift distribution slightly 
decreases at the inboard span. 

Fig. 3 Span wise lift distribution of Ishii wing (AR=6) for 
Re=1 105. 

  The spanwise profile and induced drag distributions 
of Ishii wing (AR=6) for Re=1×105 are shown in Fig.4 
and Fig. 5 respectively. The profile drag along the wing 
span except in wing tip is almost constant regardless of 
the angle of attack. When the angle of attack exceeds 
stall angle, it increases rapidly as the angle of attack 
increases due to the large upper-surface flow separation 
from the wing leading edge. In contrast, the profile drag 
at the wing tip increases with the increment of angle of 
attack due to the pressure loss caused by wing tip 
vortices. 

Fig.4 Span wise profile drag distribution of Ishii wing (AR=6) 
for Re=1 105 

 
Fig. 5 Span wise induced drag distribution of Ishii wing 

(AR=6) for Re=1 105 

 
4.3 Profile and induced drag 
  The profile and induced drag coefficients of Ishii 
wing at Re=1×105 is shown in Fig.6. The induced drag 
coefficient increases with increasing the angle of attack. 
The profile drag coefficient is almost constant until α=8°, 
but then increases rapidly. Most of the total drag is 
occupied by the profile drag at the higher angle of 
attack.  

 
Fig. 6 Profile and induced drag (AR=6) for Re=1 105. 

 
5. Conclusion 
  In order to investigate the aerodynamic characteristics 
of three dimensional wings in low Reynolds number 
flow, WIM was applied to the wind tunnel wake 
measurement. The WIM shows fairly good agreement 
with that of force balance test. The profile drag is almost 
constant at lower angle of attack, but increases rapidly 
when large flow separation occurs. Most of the total 
drag is occupied by the profile drag rather than the 
induced drag at higher angle of attack.  
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ABSTRACT 
The aerodynamic characteristic of wing in low Reynolds number flow is greatly different from that of higher Reynolds number 

for ordinary aircrafts. This paper addresses airfoil shape effects on the low Reynolds number aerodynamic characteristics. Three 
different airfoils, that have NACA0012, Ishii and flat-plate cross sections, are investigated using numerical analysis. The results show 
that Ishii airfoil has the best lift-to-drag ratio among the three airfoils and linear lift curve slope. A comparison between the numerical 
analysis and wind tunnel test on Ishii airfoil indicates both results are almost identical but minimum drag coefficients are different. 

 
1. Introduction 

The Mars exploration by a small airplane in 2020 is 
planned by JAXA (Japan Aerospace Exploration 
Agency) in collaboration with Japanese Universities[1]. 
The authors conduct aerodynamic research of the wing 
design as a member of the working group[2]. 

The flight Reynolds number of on the small Mars 
exploration airplane will be the order of 104~105, since 
the atmospheric density of Mars is about 1/100 of that of 
the earth. Yonemoto et al. studied the strong nonlinearity 
of wing aerodynamic characteristic in such the low 
Reynolds number flow[3]. They concluded that the 
laminar separation near the upper surface trailing edge is 
the main cause. 

In this paper, the three dimensional NS (Navier 
-Stokes) equation of incompressibility flow is solved  
under the condition of low Reynolds number that 
represents Mars flight. The aerodynamic characteristics 
of NACA0012, Ishii airfoil[4] and flat-plate airfoil are 
studied numerically. 

 
2. Calculation Method 

A direct numerical simulation (DNS) for the NS 
equation of three-dimensional incompressibility flow is 
conducted. The NS equations are solved by the MAC 
(Marker and Cells) scheme. The Kawamura-Kuwahara’s 
scheme is applied to solve the convection terms. A 
central-difference scheme of second-order accuracy is 
used to represent other space differences. The 
discretization of Poisson’s equation is also done by the 
central-difference scheme of second-order accuracy. 

The computational grid has 352 points around wing, 
150 points for the vertical direction, and 51 points for 
the span wise direction (Fig. 1). Calculations are 
conducted for the Reynolds number of 1.0×104, 3.0×104, 
5.0×104, 7.0×104 and 1.0×105. The range of angle of 
attack is from −4° to 10°.  

 
Fig.1 Computational grid of Ishii airfoil. 

3. Performance Comparisons of Ishii Airfoil, 
NACA0012 and Flat-plate 

The lift coefficient and the lift-to-drag ratio for 
Re=3.0×104 and 5.0×104 are compared in Fig. 2 and  
Fig. 3 respectively.  

Ishii airfoil: The airfoil has lift at lower angle of 
attack due to the camber effect. There is little difference 
between the lift curve slopes of both the Reynolds 
numbers, and the maximum lift-to-drag ratio is the 
largest among the three airfoils. 

NACA0012: The lift curve slope is completely 
nonlinear for both the Reynolds numbers. The velocity 
vectors of flowfield (Re=3.0×104, α=2°, 4° and 6°) are 
shown in Fig. 4. Laminar separation of upper surface 
flow is found at α=2°, and moves upstream at α=4°. The 
laminar separation reduces lift because the flow has 
small negative pressure. However, the lift increases 
rapidly at α=6° when a separation bubble is generated 
near the leading edge and the laminar separation moves 
down stream. Therefore, the lift curve slope at α=6° 
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Fig. 3 Lift-to-drag ratio characteristics. 
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Fig. 8 Pressure distribution of Ishii airfoil (α=4°). 
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becomes very large in comparison with those at α=2° 
and 4°. The lift-to-drag ratios of NACA0012 airfoil for 
both the Reynolds number are lower than Ishii airfoil. 

Flat plate: The lift of Re=3.0×104 at α=4° and 6° is 
slightly larger than that of Re=5.0×104. But the drag of 
Re=3.0×104 above α=4° increases rapidly compared 
with that of Re=5.0×104, where the upper surface flow 
of which separates from the leading edge as shown in 
Fig. 5. 

As a conclusion, Ishii airfoil shows linear lift curve 
slope and an excellent lift-to-drag ratio in the low 
Reynolds number flow similar to the Mars atmospheric 
flight. 

 
4. Comparison Between Numerical Simulation and 
Wind Tunnel Experiment of Ishii Airfoil 

The numerical aerodynamic characteristic of Ishii 
airfoil is compared with the Mars wind tunnel test result 
conducted by Tohoku University[5]. 

Fig. 6 shows the lift characteristic. The numerical 
calculation shows good agreement with the wind tunnel 
test result. 

Fig. 7 shows the lift-to-drag ratio characteristic. The 
minimum drag coefficient of numerical calculation is 
about half of the wind tunnel test result, but is close to 
the theoretical analysis of friction drag[6]. The 
lift-to-drag ratios of both the numerical calculation and 
wind tunnel test results increase as the Reynolds number 
becomes larger. 

Fig. 8 shows the upper surface pressure distribution 
at α=4°, in which the maximum lift-to-drag ratio appears. 
The pressure distributions of both Re=3.0×104 and 
5.0×104 by numerical calculation are almost identical 
except near the trailing edge. However, the pressure 
distribution of wind tunnel test result differs between 
Re=2.4×104 and 4.8×104. There is a region where 
negative pressure jump is observed at about the 40 
percent of airfoil chord for Re=4.8×104. This probably 
indicates that a large separation bubble is generated at 
the mid-chord of airfoil. 

 
5. Conclusions 

Numerical flow analysis on Ishii airfoil, NACA0012 
and flat plate are conducted. The lift and lift-to-drag 
ratio characteristic are investigated. The results show 
that Ishii airfoil has the best lift-to-drag ratio among the 
three airfoils and linear lift curve slope. A comparison 
between the numerical analysis and wind tunnel test on 
Ishii airfoil is conducted. The lift characteristics by 
numerical calculation and wind tunnel result are almost 

identical. However, the minimum drag coefficient by 
numerical calculation is about half of the wind tunnel 
test result, but is closer to the theoretical analysis.  
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ABSTRACT 

Aerial deployment technique is required for next-generation airplanes. In this technique, dynamic behavior of an airplane during 
the deployment motion is one of the big problems. In order to evaluate this, a drop test via a balloon was performed for a small 
unmanned aerial vehicle (UAV) which has a foldable wing and flight data was analyzed. 

 
1. Introduction 
    As aviation technologies advance, higher level of 
mechanisms for airplane is required. Deployable wing is 
one of them. It attracts attention as a technology for 
next-generation airplanes. In past, the deployable wing 
was mainly applied to get well storing property in 
parking. Therefore the wing was deployed on the ground. 
But recently, certain types of airplanes are using aerial 
deployment motion as shown in ARES1. 
    However, airplanes may become unstable during 
such deployment motion. It is mainly caused because of 
two reasons. One is the difference of lift on the right and 
the left wing. And another is the reaction force of the 
deployment motion. Impacts of them change by speed 
and symmetry of the deployment motion. 
    In order to evaluate dynamic behavior during the 
deployment motion, a drop test was conducted. In this 
test, an airplane was ascended via a balloon in folded 
state. Then the airplane was dropped and started a 
deployment motion. Finally, the airplane has reached a 
steady straight gliding. During this phase, flight data 
was logged using a flight control module. 
 
2. Experimental Procedures 
    Dynamic behavior during a deployment motion 
was evaluated through drop test. In this test, an airplane 
was ascended to the altitude of some dozen meters via a 
balloon in folded state. Then the airplane was dropped 
and started a deployment motion. Finally, the airplane 
has reached to steady straight gliding. From about 1 
second before the airplane starts dropping, flight data 
such as altitude, azimuth angle, 2D position coordinate 
and angular rates of each axis were logged using a flight 
control module. And flights were shot by several video 
cameras on the ground.  
    Flight data was obtained using 
commercially-available ultra light flight control module 
'MAVC1' manufactured by Y's Lab INC.2. It is shown in 
Fig. 1(a). This module can measure altitude, azimuth 
angle, 2D position coordinate and angular rates of each 
axis. Altitude is measured by atmospheric pressure. 
Azimuth angle is measured by orthogonally placed two 
magnetometers. 2D position coordinate is obtained by 
GPS. Angular rates of each axis are measured by micro 
electro mechanical system (MEMS) rate gyro. 

Measurement time and sampling rate were set to 15s and 
20Hz, respectively. 
    Several different deployment methods such as a 
folding method and an inflatable method have been 
known3. The folding method using hinges was adopted 
as the deployment mechanism, since it was adopted in 
many other previous studies1, 4 and offers high reliability
due to its simple structure. An experimental plane has 
two hinge lines on its main wing along the chord 
direction. The wing is divided into three sections. 
    A commercially available and disposable rubber 
balloon was used to ascend the experimental plane. It 
was inflated to about 1.4m in diameter by helium gas as 
shown is Fig. 1(b). Figure 1(c) shows an airplane 
suspender frame. It was made by carbon rod to save 
weight. The balloon, a mooring rope and a drop device 
were tied at each end of the airplane suspender frame. 
Figure 1(d) shows the drop device. It consists of a main 
frame, a pin, a servomotor and a receiver. The 
experimental plane was suspended using the pin and the 
loophole attached to the empennage. It can start 
dropping anytime by pulling the pin using the 
servomotor. 
 

 
           (a)                     (b) 

 

 
           (c)                     (d) 

Fig. 1  Equipment. (a) Flight control module. (b) 
Balloon. (c) Airplane suspender frame. (d) Drop device. 
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3. Experiment 
    The drop test using a normal airplane which doesn't 
have deployment mechanism was performed in first. 
Figure 2(a) shows the airframe and inside of the 
experimental plane. It is a radio control glider. Only the 
elevator and the rudder can be used for steering. The 
total mass is about 0.5kg and the span is 1m. The main 
material is expanded polypropylene (EPP). 
    Figure 2(b) shows the ascended experimental plane 
at an altitude of about 30m. As shown, the experimental 
airplane was suspended, with its head facing the ground. 
It was dropped and flown to leeward side. 

 

 
               (a)                    (b) 

Fig. 2  Pretest. (a) The airframe and inside.  
(b) The ascended experimental plane. 

 
    Figure 3 shows altitude-time history. As shown in 
Fig. 3, the experimental plane could glide smoothly 
without an up-and-down motion. Figure 4 shows angular 
rates of each axis at same flight. The pitch rate Q 
quickly rose up to nearly 0.8rad/s and then gradually 
decreased. These results mean that the experimental 
plane can pull up its nose and reach to steady gliding 
smoothly. 

 

 
Fig. 3  Altitude-time history. 

 

 
Fig. 4  Angular rate-time history. 

4. Conclusion and future work 
    The drop test was performed in order to evaluate 
dynamic behavior during the deployment motion. The 
normal airplane which doesn't have deployment 
mechanism was tested at first. Flight data such as 
altitude and angular rates of each axis were logged using 
a flight control module. Results indicated that the 
experimental plane can pull up its nose and reach to 
steady gliding smoothly. 
    Future work will focus on the drop test using the 
airplane which has deployment mechanism. Effects of 
deployment speed, deployment timing of the right and 
left wings will be brought out. 
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ABSTRACT 
Activity of our group designing a propeller of a Mars airplane till now is introduced. Some tools for designing a propeller form

viewpoints of aerodynamics and structural mechanics have been prepared. More research from other viewpoints will be required to
complete a propeller on Mars.      

1. Introduction 
An airplane flying on Mars is being developed by 

the working group in ISAS. A developed airplane 
possibly has a propeller to generate thrust. The propeller 
on Mars has the following characteristics. 
(1) Reynolds number and Mach number on Mars are 

lower and higher than those on Earth, respectively. 
These are caused by the differences of gravitational 
acceleration and physical values of atmosphere 
between Mars and Earth. 

(2) A ratio of an inertial force to an aerodynamic force 
on Mars is larger than that on earth. This is caused 
by the difference of atmosphere density between 
Mars and Earth. 

(3) An airplane with propellers will be stored in a 
capsule when it is transported to Mars. Then, the 
size and the mass should be reduced as much as 
possible. 

In this paper, it will be stated how we have designed a 
propeller on Mars considering these characteristics.  

2. Research up to now 
We have made a fundamental research to prepare 

tools for designing the airplane propeller with its span 
length of about 1m. Here, the propeller which has the 
diameter of 0.18m and generates 0.36N on Mars is 
considered as an example. And the propeller is made by 
a carbon plate with the thickness of 0.6mm. This carbon 
plate is composed of three carbon sheets with the 
thickness of 0.2mm. Carbon fibers are arranged by [0
90deg] in one sheet and by [45/-45deg] in the other 2 
sheets. These angles are measured from the blade span.   
(1) Aerodynamics  
(1-1) It can be expected that Reynolds number and  
Mach number of the airplane propeller are 103-104 and 
about 0.5, respectively. The airfoil1 shown in Fig.1 was 
selected because Okamoto et al. reported that the airfoil 
had a high lift-drag ratio at the Reynolds number stated 
above.
(1-2) A Mach number effect on the aerodynamic 
characteristics was investigated by Asai et al. at Mars 
Wind Tunnel at Tohoku Univ. Figure 2 shows an 
example of the results. The Mach number effect on the 
present airfoil is smaller than that estimated by 

Prandtl-Glauert rule. 

�
�
�
�
�

Fig. 1 Airfoil  

Fig.2 ��lC  around Re=3000 
(1-3) A Three-dimensional shape of the propeller  
blade was determined by Adkins and Liebeck’s method2,
using the airfoil characteristics obtained at Tohoku Univ. 
In this calculation, the resultant angle of attack at any 
blade elements is required to be equal to 6.5deg, where 
the lift-drag ratio of the airfoil is the highest at 
Re=103-104 and M=0.3-0.5 according to the 
experimental results. The distributions of the chord 
length and the twsit angle of the propeller are shown in 
Fig.3. The mid chord-wise points at any cross sections 
are on one line connecting the rotational axis and the 
blade tip. This is because the torsional deformation by a 
moment due to the centrifugal force is decreased as 
much as possible as stated later.  
(1-4) In the method by Adkins and Liebeck for  
designing a propeller, steady airfoil characteristics are 
used. However, the three-dimensional flow around a 
propeller might be different form that assumed in this 
method. For example, a strong leading edge vortex, 
which is not observed around a (two-dimensional) 

0.6mm 0.3C

c

t=0.05c
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airfoil in a steady flow, might exist around a propeller3.
Then, the performance of the propeller obtained by 
Adkins and Liebeck’s method should be estimated by a 
wind tunnel test or CFD. However, it is difficult in a 
wind tunnel filled with air to make a measurement under 
the Reynolds number and Mach number on Mars. 
Though Mars Wind Tunnel at Tohoku Univ., where the 
airfoil characteristics were obtained by Asai et al., can 
be filled with CO2, it is too small for a test of the 
propeller. Therefore, CFD is indispensable for 
estimating the performance of the propeller. 

Yonezawa’s group at Osaka Univ. is making CFD 
analysis on the characteristics of the designed propeller. 
At the present stage, they are using ANSYS CFX. It has 
been confirmed that the thrust and torque acting on the 
propeller predicted by the CFD are close to those by 
Adkins and Liebeck’s method. They will make the same 
analysis by using ANSYS FLUENT. 
(a)

 (b)

Fig.3 Three-dimensional shape of the propeller. (a)chord 
length, (b)twsit angle. 

(2) Structural mechanics 
The propeller is deformed by aerodynamic and 

inertial forces. The torsional deformation should be 
estimated carefully, because it affects an angle of attack, 
that affects the propeller performance. As stated above, 
the torsional deformation of the propeller on Mars is 
mainly caused by a moment due to centrifugal force 
acting on it. Then, the torsional deformation of the 
rotating propeller was measured in the chamber where 
the density was reduced to 15% of standard atmosphere 
on Earth. Symbols in Fig.4 show the variation of 
torsional angle at 61% span-wise position. The 
rotational speed �  of the propeller in a flight on Mars 
is about 80rps. However, the maximum rotational 
velocity in the measurement was about 40rps, because 
the power of the motor used in the present measurement 
is not sufficient. Measurements where the rotational 

speed exceeds 80 rps will be made using a motor with 
higher power. The line shows the analytical results. In 
the analysis, the value of 10102 ��G [N/m2] was 
assumed and the variation of torsional angle at wing 
elements was integrated from the blade root to the 61% 
span-wise position. Fig. 4 shows a good agreement 
between the experimental results and analytical ones. 
This implies the availability of the present analysis. 

Fig.4 Variation of torsional angle at 61% span-wise 
position of the propeller. 

3. Conclusions 
Some tools introduced here will be improved in 

order to estimate the propeller performance with the 
higher accuracy.   Requirements on the propeller such 
as the generated thrust and the maximum mass will be 
changed in near future. The tools designing a propeller 
introduced here will be utilized for developing a new 
propeller which satisfies new requirements. Furthermore, 
it will be an important subject in the development how 
the propeller is stored in the capsule.
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Appendix 
The value of 10102 ��G [N/m2] was assumed by 

the following test using a triangular pole having the 
cross section with c=5cm shown in Fig.1. The height of 
the triangular pole is 5cm. The torsional angle � ,
which is defined by a torsion between both the sides of 
the pole, was measured when a moment Q was 
applied. The value of G  was obtained as 

� �dxdJQG �� . Here, the torsional constant J  is 
11101.3 �� [m4] and x axis corresponds to the 

direction of the height of the pole. Similarly to the 
propeller blade, the pole was made by a carbon plate. 
This carbon plate is composed of three carbon sheets 
with the thickness of 0.2mm. Unlike the propeller blade, 
carbon fibers are arranged by [0/90deg] in all the sheets.  

Analysis 

Dots: 
Experiment 
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ABSTRACT 
Flow fields and aerodynamic characteristics of Ishii airfoil at Reynolds number 23,000 are evaluated by large-eddy simulation. The 
results show that the flow over the airfoil has trailing edge separation at low angles of attack. The flow separates, transit and 
reattaches, resulting in generation of a laminar separation bubble at angle of attack of 4 to 8 degree. Although these flow 
characteristic are almost same as that of NACA0012, the airfoil characteristics of Ishii airfoil are much better than those of 
NACA0012. This is because of enhancement in lift by the pressure-side camber.  

 
1. Introduction 

Aircraft-type Mars explores called “Mars airplanes” 
have been considered as a feasible system for exploring 
the Mars, and the researches for establishing their 
mission have been conducted by several groups in Japan 

1 . A flight condition for the Mars airplane becomes the 
low Reynolds number one (Re=103-105). Under the low 
Reynolds number condition, it is difficult to gain a high 
lift coefficient (CL) because the boundary layer often 
separates. In addition, at medium angle of attack in 
which the flow can transit to turbulent after laminar 
separation, the separated flow may reattach on a wing 
and then a separation bubble is formed. In the past 
studies, it was found that the separation bubble causes a 
nonlinear lift-curve 2 . Because of these unusual flow 
characteristics, a conventional aerodynamic-design 
approach cannot be applied to the design of the Mars 
airplane. For the airfoil design of Mars airplanes, it is 
indispensable to understand the aerodynamic and flow 
characteristics. 

Several characteristics of airfoils in a low Reynolds 
number region have been clarified: a sharp leading edge 
fixes the separation point at the edge and can improve 
its Reynolds number dependency on the aerodynamic 
performance; a flat upper surface reduces the separation 
region; a cambered airfoil gains a higher lift than a 
symmetric airfoil. The airfoil named “Ishii airfoil” is 
one of the airfoils having above shapes and a good 
aerodynamic performance at the low Reynolds number 
condition. In the past experimental studies 3 , it has been 
clarified that Ishii airfoil has a high lift/drag (L/D). 
However, the detailed reasons such as the association 
between the flow field and the lift and drag 
characteristics has not been well understood. 

In this research, to evaluate the flow field around 
Ishii airfoil at low Reynolds number, three-dimensional 
LES computations were conducted. Based on the 
unsteady flow data, the reason why Ishii airfoil has a 
higher aerodynamic performance compared to the other 
airfoils such as NACA 0012 are discussed. 

 
2. Computational Set up 
2.1. Computational Model 
   The shape of Ishii airfoil is shown in Fig. 1. As 
reference, those of NACA0012 and NACA002 are also 

shown in Fig. 1. Mach number (M) was set to 0.2 at 
which compressibility can be ignored and computational 
efficiency is improved. Reynolds number (Re) was set to 
23,000. The angle of attack was changed from 0 to 9. 
Ideal flow with no turbulence level was assumed. 
  

 
Fig.1 Shape of Ishii airfoil  

(dashed line: Ishii airfoil, short-dashed line: NACA0012, 
solid line: NACA0002) 

 
2.2 Computational Methods 
   In the present study, LANS3D 4 developed in 
ISAS/JAXA was adopted and three-dimensional implicit 
LES were conducted. Three-dimensional compressible 
Navier-Stokes equations were employed as the 
governing equations. The spatial derivatives of 
convective terms were evaluated by the sixth-order 
compact difference scheme. For span direction, 20% 
chord length is computed. The grid spacings are 
evaluated by wall unit after the computation. The 
computational meshes satisfy the following inequalities; 
 

�� ��� �� �� �� ����
�

where ���is stream-wise grid spacing, �� is wall-normal 
minimum grid spacing and ���is span-wise grid spacing. 
Here, the superscript plus denotes the normalized value 
based on wall unit. In these criteria, the turbulent 
analysis including near wall structure is well resolved 
with the present computational methods. 
 
3. Results and Discussion 
3.1 Averaged flow fields 

Temporal and spanwise averaging are conducted for 
results of LES. Figure 2 shows time averaged velocity 
distributions and the streamlines. Figure 3 shows 
pressure profiles compared to NACA0012 and 
NACA0002. Separation points and reattachment point 
were judged from friction coefficients (Cf) obtained by 
averaged results of LES.  

Attached flow is observed at �=0 degree, but the 
flow separates near the trailing edge in the range from 
�=1 degree to �=3 degree. The separation point moves 
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to the leading edge with increasing angle of attack. The 
separated flow reattaches on the surface in the range 
from �=4 degree to �=8 degree and then the separation 
bubble is formed. At �=9 degree, a reattachment point 
pass over the trailing edge and the flow does not 
reattach on the surface. These flow field characteristics 
in the suction side are extremely similar to the results of 
NACA0012 5 . In Fig. 3, the suction peak is observed 
and the pressure in the suction side gradually recovers. 
However, the pressure distribution in the pressure side is 
different from that of NACA0012 and NACA0002, 
especially at the pressure-side camber near the trailing 
edge. At all angle of attack of Ishii airfoil, the positive 
pressure at the pressure-side camber is higher.  

  

  
(a)�=0[deg]           (b)�=3[deg] 

  
(c)�=4[deg]           (d)�=5[deg] 

  
(e)�=8[deg]           (f)�=9[deg] 

0 u/uinf 1.25

 
Fig. 2 Time averaged flow field 
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Fig. 3 Cp distribution 
 

3.2 Aerodynamic performance 
Figure 4 shows the aerodynamic performance. The 

lift curve is almost linear, but a low nonlinearity of the 
lift curve is observed around �=4 degree in which the 
flow filed in the suction side changes. This nonlinearity 
of the lift curve is attributed to the presence of the 
separation bubble. Moreover, the lift curve is much 
higher than that of NACA0012 and NACA0002 at over 
�=4 degree. This is because that Ishii airfoil gains the 
higher positive pressure in the pressure side camber 
while the flow field in the suction side is similar to the 
other airfoils. On the other hand, the drag increases with 
approximately the square of angle of attack. Thus the 
drag characteristics are similar to that of conventional 
airfoils. The maximum L/D is about 18 at �=4 degree. 
Compared to NACA0012 and NACA0002, the value is 

considerably high. In addition, Ishii airfoil has the 
maximum L/D at higher angle of attack than 
conventional high-Reynolds number airfoils. This is due 
to that the contribution of the higher lift to the L/D is 
larger than the increase of the pressure drag at high 
angle of attack.  
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Fig. 4 Aerodynamic characteristics 
 

4. Concluding remarks 
Three-dimensional LES simulations of flow around 

Ishii airfoil at the low Reynolds number condition were 
conducted. It was found that the reason why Ishii airfoil 
has high aerodynamic performance at low Reynolds 
number condition is that Ishii airfoil gains the higher 
positive pressure in the pressure side camber while the 
flow field in the suction side is similar to the other 
airfoils. This result indicates that the shape of the 
pressure side strongly affects the aerodynamic 
performance and it is important factor for the design of 
the Mars airplane wing.   
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ABSTRACT 
In this study, we investigated the aerodynamic performance of thin airfoils in a Mars Wind Tunnel at Tohoku University at low 
Reynolds number (Re=1.1×104) and Mach number about 0.2. To measure lift and drag, we developed a two-component balance 
system. This system has enough sensitivity and linearity to measure small force acting in low-density conditions. In this test, it is 
found that a very thin airfoils having a camber between 3% and 6% are suitable for a Mars airplane. 

1. Introduction 
   Airplanes have been seriously considered as a new 
method of exploring Mars. However, the Martian 
surface pressure is much lower than the earth 
atmosphere. This leads to that a Mars airplane has to fly 
at low Reynolds number. In the range of Reynolds 
number of 104 to 105, it is known that the maximum 
lift-to-drag ratio (L/D) of smooth airfoils 
significantly deteriorates[1]. On the other hand, thin 
airfoils that are close to insect wings can provide better 
performance in (Cl/Cd)max than smooth airfoils at low 
Reynolds number. The result of numerical optimization 
of Mars Airplane’s airfoil at Re = 105 and M = 0.47 also 
indicates that thin airfoils can provide good performance 
at low Reynolds number. However, the reasons why thin 
airfoils are superior to thick airfoils at low Reynolds 
number remain unexplained. 
   The objective of this research is to clarify the 
reasons why thin airfoils can provide better performance 
than thick airfoils at low Reynolds number, by 
conducting airfoil tests in a Mars Wind Tunnel (MWT) 
at Tohoku University. Five airfoils (NACA0012-34, 5% 
flat plate, 1% flat plate, 3% circular arc, 6% circular arc) 
are used in the present tests. To measure 
aerodynamic forces, a two-component balance system 
has been developed and used. Also, Pressure-Sensitive 
Paint technique (PSP) was used to measure pressure 
distributions around the airfoils. 

2. Experimental Setup 
2.1 Mars Wind Tunnel (MWT)[2] 

The MWT has been developed by Tohoku 
University in 2007 (Fig. 1). An induction-type wind 
tunnel is placed inside the vacuum chamber where the 
condition of Martian atmosphere can be simulated. It 
can simulated that the Reynolds number is ranged from 
2.6×103 to 1.3×105 with the Mach number range up to 
0.84 at the maximum.  

Fig. 1 The Mars Wind Tunnel at Tohoku University

2.2 Test Model and Test conditions 
Five airfoils (NACA0012-34, 5% flat plate, 1% flat 

plate, 3% circular arc, 6% circular arc) used in the 
present tests were shown in Figure 2. All models were 
two-dimensional airfoil that had the chord length of 50 
mm and the span length of 100 mm. One thermocouple 
and one pressure tap were provided in the centerline of 
the model. 
   Mach number was fixed at about M=0.21 and 
Reynolds number (Re) was set at about 1.1×104. The 
corresponding total pressure of the flow was 5.0kPa. 
The angle of attack (�) was changed from -5 to 15 deg. 

 

 

 

 

 

(a) NACA0012-34 

(b) 5% Flat plate 

(c) 1% Flat plate 

(d) 3% Circular arc 

(e) 6% Circular arc  

Fig.2 Test models 

2.3 Balance Systems 
The two-component balance system consists of two 

load cells and a stepping motor for changing the angle 
of attack. The range of load cells for lift measurement 
(A&D AC4101 –K006) and drag measurement (A&D 
AC4101-G600) is 60N and 6N respectively. The 
accuracy of load cells is 0.015 % of the full-scale output. 
The angle resolution of the motor is 1.44×10-2 deg and 
the accuracy is 3.4×10-2 deg. The angle of attack can be 
changed remotely from outside of the vacuum chamber. 
The output signal from the load cells are amplified by a 
DC strain amplifier (NISSHO-ELECTRIC-WORKS, 
DSA-100A) and then measured by PC. 

2.4 Optical Systems 
   In this experiment, we used PdTFPP as the 
luminescent molecule and poly(TMSP) as the binder. 
This PSP is known to have high sensitivity at low 
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pressure conditions. The absorption peak of PdTFPP is 
407nm and the emission peak is 670nm.

The optical setup for PSP measurement is shown in 
Fig. 3. The optical equipment was placed on the optical 
window located on the top of the vacuum chamber. The 
excitation light source was UV-emitting LED units with 
a peak wavelength of 395nm. The luminescence of PSP 
was captured by a 12-bit CCD camera with an optical 
band-pass filter (transmission wavelength 670±20nm).

Fig.3 Optical setup 

3. Results and Discussion 
Figure 4 shows the lift curve and the drag polar of 

various airfoils obtained by the balance system. 
The Cl curves of the NACA0012-34 and the 6% 

circular arc are nonlinear and Cl� becomes larger than 
2� at certain angle of attack range. On the other hand, 
the Cl� of the 5% flat plate equals to 2�, while the Cl�� of 
the 1% flat plate and the 3% circular arc is smaller than 
2�. The circular arc airfoils have a minimum Cd value 
when there is no separation bubble on the lower surface 
of the airfoils. The Cdmin becomes large for the airfoils of 
which surface curvature is large, because a separation 
occurs near the trailing edge at low angle of attack. The 
maximum lift to drag ratio of the 3% circular arc is the 
largest among the airfoils tested in this study. 

Figure 5 shows the Cp profiles around airfoil 
measured by PSP. It is found from Fig. 4(a) and Fig.5 
show that the lift slope becomes large where a bubble 
with relatively short length appears on the airfoil surface. 
A comparison between the two flat plates results 
indicates that the thicker airfoil has longer separation 
bubble than the thin airfoil at the same angle of attack. 
This makes it narrower the range of angles of attack 
where the reattaching point exists. Therefore, the stall 
angle of the thick airfoil becomes smaller. The effect of 
the camber is to increase circulation around the airfoil, 
as shown by the potential theory. For the airfoil surface 
having large curvature, the range of angles of attack 
where the separation bubble exists becomes narrow 
because the appearance of a separation bubble by an 
increase of angle of attack is delayed. The small leading 
edge radius reduces the angle of attack at which a 
separation bubble appears because the separation point 
is fixed at the leading edge over the wide range of 
angles of attack. Concerning the stall characteristics, we 
found even thick airfoil cause what is called “thin-airfoil 
stall.” at low Reynolds number. 
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Fig.4 Aerodynamic performance of airfoils 
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4. Concluding remarks 
A criterion to select an airfoil for the Mars airplane 

has been suggested. The recommendation is to use very 
thin airfoils having a camber between 3% and 6%. 
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2. Results and discussion  
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temperature distributions at different times 

including the steady-state are compared in Fig. 2, 

with that against Zhang [1].  Results are found to 

compare well. 

In the inverse analysis, in the GA, for a population 

size 100, although runs were taken for 100 generations, 

as shown in Figs. 3a and b, in both the cases considered, 

the convergence was achieved much before.  Single 

point crossover was adopted with constrained dependent 

mutation. As seen from Table 1, the errors in the 

estimated values of 
b

η and 
m

Q are 9.99% and 0.5%, 

respectively. 

 

Table 1: Estimated thermo physical parameters 

 

Design Variable Exact value  Found value Error (%) 

�b (s
-1) 1×10-4 1.0999×10-4 9.99 

Qm (Wm-3) 400 402 0.5 

    

      

 
(a) 

 
(b) 

Fig. 3 Effects of number of generations on  (a) blood 

perfusion rate  and (b) metabolic heat generation.  

3. Conclusions 
Blood perfusion rate and metabolic heat generation 

rate were estimated for a 1-D biological tissue.  Errors 

in the estimated values were found to be 9.99% and 

0.5%, respectively.  The LBM was used to solve the 

bioheat transfer and in the inverse method, GA was used 

for the optimization of the objective function.   
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Fig. 2 At different times, comparison of temperature 

distributions with Zhang [1]. 
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ABSTRACT 

Effects of rotation on heat transfer distributions in a triangular-shaped cooling channel with discrete V-shaped ribs are 
investigated in this study. The rib spacing-to-height ratio (P/e) is 9 and rib height-to-hydraulic diameter ratio (e/Dh) is 0.085. The 
channel orientation is 135º with respect to the direction of rotation. The range of rotation number is form 0.0 to 0.62 and the 
Reynolds numbers (Re) are 15000 and 25000. The results show that the average Nusselt number on the leading and trailing surfaces 
gradually increases with the rotation number. 
 
1. Introduction 

The gas turbine inlet temperature keeps increasing 
to reach the greater efficiency for power generation. 
This extremely high temperature may destroy the gas 
turbine blades and cooling of the engine components is 
necessary. Turbulence promoters usually arrange in the 
cooling passages of turbine blades in order to enhance 
heat transfer. Han et al. [1] investigated heat transfer 
enhancement of V-shaped ribs in cooling channels. 
They summarized that V-shaped angled ribs perform 
better than angled ribs. Fu et al. [2] obtained heat 
transfer data in a rectangular channel with various rib 
configurations. Results showed that the V-shaped ribs 
and discrete V-shaped ribs have higher heat transfer 
enhancement than others for both rotating and 
nonrotating cases. When turbine blades rotate, Coriolis 
force and rotating buoyancy force influence the heat 
transfer distribution in the cooling passages. Wagner et 
al. [3] studied heat transfer in a rotating square channel. 
Heat transfer is increased on the trailing surface and 
decreased on the leading surface for the 
radially-outward flow case. Recently, high rotation 
number effect has been investigated in various channels 
with ribs by many scholars because it’s close to real 
turbine conditions [4-5]. Triangular shaped cooling 
channel can be applied to the leading edge of the gas 
turbine blade [6-8], and the objective of the current 
study is to investigate the heat transfer variation due to 
discrete V-shaped ribs in this channel under high 
rotation numbers. 

 
Method 

The facility and the detailed components for 
rotating heat transfer research are shown in Fig. 1. The 
equilateral triangular cooling channel with the hydraulic 
diameter (Dh) of 29.4mm is sealed in a pressure vessel. 
Coolant air entering into the heated test section is 
supplied by a compressor. The length of the heated 
region is 190 mm. Twenty-one copper plates are 
installed on each side of the channel with the 
thermocouples on each copper plate for temperature 
measurement. Each copper plate has a dimension of 
15mm x 25mm x 0.5mm and electric resistant heaters 
are used for supplying heat. A motor and a frequency 
controller adjust the rotational speed (Ω) freely from 0 
to 330 rpm. The air pressure is pressurized to 4 kg/cm� 

to achieve the maximum rotation number of 0.62. The 
flow rate is measured by a Tokyo KEISO thermal mass 
flow meter. A slip-Ring, serving as an interface between 
stationary and rotating components, is used to transfer 
thermocouple signals and heater currents. 

 
Fig. 1 Rotating facility and test section 

 
Fig. 2 shows the discrete-V rib configuration in the 

triangular channel with 135º channel orientation. The 
square ribs are made of brass with a cross-section of 
2.5mm x 2.5mm. They are put on the leading and 
trailing surfaces with the angle of attack of 45° and the 
distance between ribs (P) is 22.5mm. 

 
Fig. 2 Discrete-V rib configurations  

 
The heat transfer coefficient (h) is calculated using 

the net heat transferred from the heated copper plates 
(Qnet), the surface area of each copper plate (A), the 
regionally averaged temperature of the plate (Tw,x), and 
the local bulk mean temperature of the air flow in the 
channel (Tb,x). The regionally averaged heat transfer 
coefficient can be determined: 
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� �xbxwnet TTAQh ,, ��  (1) 

The net heat transfer is by subtracting heat loss 
from the heat input. Heat input is based on the voltage 
and current measured by the multimeter. The Nusselt 
number (Nu) is presented based on the heat transfer 
coefficient obtained from the measurement. The 
Dittus–Boelter/McAdams correlation for turbulent flow 
in the smooth tube (Nu�) is chosen as the reference: 

4.08.0
0 PrRe023.0

/ khD
Nu
Nu h�  (2) 

k is thermal conductivity of the coolant and Pr is Prandtl 
number of the coolant. In order to determine the effect 
of rotation on heat transfer inside cooling channels, 
Rotation number (Ro) is considered based on the bulk 
flow velocity (V) and the rotational speed (Ω)as shown 
below: 

VDRo h��  (3) 

3. Results and Discussion 
Fig. 3 shows the Nusselt number ratios (Nu/Nuo) 

along the streamwise directions under stationary and 
rotating condition at a Reynolds number of 25000. The 
rib-induced secondary flow moves along rib orientation 
from region I and III towards region II. Heat transfer in 
region I and III is higher than region II, and the region 
III has the highest Nusselt number under stationary 
condition. Region III on the trailing surface and region I 
have the highest Nusselt number ratios due to the 
combined effects from ribs and rotation. It also shows 
region III has larger difference in Nu ratios between 
leading and trailing surfaces. 

 
Fig. 3 Nusselt number ratio distribution at Re=25000 

 
Fig. 4 shows the the ratio of rotating Nusselt 

number to the stationary Nusselt number (Nu/Nus) at 
Reynolds numbers of 15000 and 25000. The Nu ratio 
increases as the rotation number increases on region I 
and II. The rotational effect is more obvious at the lower 
Reynolds number of 15000. 

 

 
Fig. 4 Effect of rotation number on Nu ratio distribution
 

Average Nusselt number ratios on the leading and 
trailing surfaces are demonstrated in Fig. 5. The result 
shows that Nusselt number ratio gradually increases 
with the rotating number on both surfaces. Heat transfer 
enhancement due to rotation is about 2.6 times at the 
highest rotation number of 0.62. The difference between 
the leading and trailing surfaces is smaller than the case 
of 90°channel orientation. 

 
Fig. 5 Average Nusselt number ratios (Nu/Nus)  

 
4. Concluding remarks 

Heat transfer variation due to discrete V-shaped ribs 
in a triangular channel is investigated under high 
rotation numbers for gas turbine application. Heat 
transfer distribution is affected by the channel 
orientation and rotation number. The highest heat 
transfer enhancement due to rotation is about 2.6 times. 
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ABSTRACT 
Jet impingement heat transfer is experimentally measured on a half-smooth, half-rough target surface by transient liquid crystal 

thermography. The half-rough surface with rectangular grooves is placed either upstream or downstream in the impingement channel. 
Inline jet arrays are studied with the jet-to-jet spacing of 4. The jet-to-target plate spacing is 3 and the average jet Reynolds numbers 
are from 2500 to 7700. Higher heat transfer can be achieved with the half-smooth, half-rough surface compared to the fully smooth 
surface at higher Reynolds numbers. 

1. Introduction 
Jet impingement cooling has broad engineering 

applications such as cooling of the gas turbine blade, 
power electronics, and industrial drying process. Single 
or multiple jets can be utilized based on the actual 
conditions. When multiple jet arrays are used, the 
development of crossflow from spent air pushes the 
impinging jets away from the jet holes [1-2]. 
Experimental measurement of jet impingement heat 
transfer by liquid crystal thermography can provide 
detailed surface distribution and it has been applied to 
impingement on the smooth surface with different exit 
flow direction [3] and impingement surface with film 
cooling extraction [4]. Numerous research works have 
been performed to seek further enhance of jet 
impingement heat transfer by the roughened target 
surface. The roughened surface can be ribs [5-7], 
pin-fins [8-9], dimples [10], or grooves [11]. Besides, 
the surface may become non-smooth due to corrosion or 
contamination. It is found that the presence of the 
surface roughness could increase or decrease heat 
transfer. The presence of the surface roughness could 
potentially destroy the impingement core and the heat 
transfer under the directly striking region is reduced. 
However, heat transfer is enhanced near downstream 
due to stronger crossflow over the rough surface. In the 
current study, the target surface is a half-smooth, 
half-rough design. Detailed heat transfer distribution is 
measured by transient liquid crystal technique.  

 
2. Method 

The schematic of experimental setup is shown in 
Fig 1. It consists of a blower unit, a pipe heater, a 
three-way ball valve, a test section, and a 32-bit CCD 
camera. The liquid crystal (Hallcrest R30C5W) and 
black paint is coated on the target surface. An orifice 
plate, with an array of 4 by 12 rows of circular holes, 
sets between the pressure chamber and impingement 
channel of the transparent acrylic test section. The 
diameter of the jet hole is 0.5 cm and the jet-to-jet 
spacing(S) is 2cm. The cross sectional area of the inlet 
pressure chamber and the impingement chamber is 2cm 
x 8 cm and 1.5cm x 8cm, respectively. The target plate 
has the surface area of 24cm by 8cm. The heights of the 
pressure chamber and impingement channel are 2 cm 
and 1.5 cm, respectively. The mainstream temperature 

during the transient test is measured by the 
thermocouples installed at the inlet of the pressure 
chamber.  

Fig. 1 Schematics of the experimental setup 
 
The half of the target surface is roughened with 

grooves which are designed orthogonal to the exit flow 
direction. These grooves are aligned with the jet holes. 
The grooves have the width of 0.5cm and the depth (e) 
of 0.25cm, and the pitch between the grooves is 2 cm. 
The grooved portion is configured either upstream or 
downstream of the impingement channel as 
demonstrated in Fig. 2.  

 
Fig. 2 Impingement test section with the half smooth, 

half-rough target surface  
 
The one-dimensional transient heat conduction 

equation for semi-infinite solid is used to model the heat 
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transfer phenomena on the tested surface. Since the 
mainstream temperature changes with time, the equation 
is modified by Duhamel’s superposition theorem: 
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where �Tm and �j are the change of the mainstream 
temperature and the time-step. The surface temperature 
is obtained from the liquid crystal and the initial 
temperature is measured by the thermocouples. The 
Nusselt number is based on the measured convective 
heat transfer coefficient (h): 

 
ak

hdNu �   

where ka is the thermal conductivity of air. A calibration 
process is performed to obtain the relationship of the 
color of the liquid crystal with respect to the 
corresponding temperature. The uncertainty of the 
measured convective heat transfer coefficient (h) is 
10.5% based on [12]. 

 
3. Results and Discussion 

When the impinging jet strikes on the rough surface, 
the impingement core is altered due to non-smooth 
surface. When the grooves are configured downstream 
in Fig. 3(a), higher Nusselt number occurs upstream 
where the impinging jet is directing on the smooth 
surface. Heat transfer is enhanced due to flow mixing 
near grooves downstream. It should be noticed that the 
spent jet pushes the jets downstream. It can be seen that 
the effect of crossflow pushes the impinging jet away 
from the center of the jet holes. When the grooves are 
designed upstream of the impingement channel in Fig. 
3(b), higher Nusselt number can be observed upstream 
where the jets directly impinge on the grooves. Effect of 
crossflow increases downstream and the impingement 
heat transfer on the smooth surface is significantly 
reduced. The half-smooth surface downstream gives the 
lowest Nusselt number. Detailed Nusselt number 
distributions are altered due to grooves. As the Reynolds 
number increases, the Nusselt number also increases for 
both cases. 
 

Re=2500

Re=5100

Re=7700

Re=2500

Re=5100

Re=7700

(a) (b)

 
Fig. 3 Nusselt number distributions for (a) groove 

downstream and (b) groove upstream 
 

The overall-averaged Nusselt numbers on the target 
surface are plotted in Fig. 4. Results show that this 
half-smooth, half-rough configuration performs better 
than the smooth surface at higher Reynolds numbers. At 
the lowest Reynolds number of 2500, the Nusselt 
numbers for all the cases are comparable. 

 

 
Fig. 4 Overall-averaged Nusselt numbers 

 
4. Concluding remarks 

Detailed impingement heat transfer distribution on a 
half-smooth, half-rough target surface is measured by 
the transient liquid crystal technique. The impingement 
heat transfer on the half-smooth, half-rough surface is 
higher than the fully smooth surface at higher Reynolds 
numbers. 
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ABSTRACT 
Optical and thermophysical properties of human tissues are function of abnormalities such as increase in metabolic activities and 
cellular growth, which also vary with time. The radiative outputs with and without transillumination from tissues, conveys details of 
in-vivo changes in properties indicating normal and abnormal conditions, which can be a means to detect underlying cancers. Present
review discusses on these in-vivo changes of properties and its dependence on other factors. It also highlights various progresses
made in non-invasive thermal techniques for cancer detection, and the associated problems and the developments in this area. 

1. Introduction 
Recent ‘Cancer Facts and Figures 2010’ from 

American Society of Cancer suggested 1529560 new 
cases in America alone, and some earlier trends 
suggested 10 million people worldwide are diagnosed 
with cancer which is expected to reach 7.5 billion of 
world population by 2020 [1]. Despite the huge amount 
of developments, cancer still remains an elusive disease. 
This is due to various inherited genetic defects, 
improper lifestyle, environmental causes and various 
unknown factors. Many treatments are there but 
complete cure is still not guaranteed. Additional 
screening and diagnosis techniques do assist doctors to 
identify and treat cancer well ahead. Present invasive 
techniques and biopsy for diagnosis are quiet accurate, 
but are incapable of identifying early signs of cancer 
and dynamic prognostic features which are possible 
using non-invasive techniques. Current non-invasive 
conventional techniques, viz., X-rays, CT scans, etc. are 
cheaper. But these are rated low for detection and 
prognosis of cancer, and are inept to generate better 
images of sparse tissues and to define detailed 
functional changes. However, non-invasive thermal 
techniques, viz., IR and short pulse laser, etc. are more 
reliable and are efficient to identify both dense and 
sparse cancerous tissues along with various prognostic 
details. 

Human body is capable of generating heat invariably 
due to various biochemical reactions at cells, and is able 
to regulate temperature by various heat transfer 
phenomena. In the malignant tissue the metabolic heat 
generation is more and which acts as a heat generation 
source. The metabolic heat from tissue is either 
transferred to other location or dumped to environment 
by combination of several heat transfer mechanisms to 
obtain thermal equilibrium. Cancerous regions suffer 
thermal imbalance due to incomplete heat exchange, 
since rate of heat generation and dissipation are uneven, 
causing local temperature rise. Consequent increase in 
local temperature of tissues exhibits thermal contrasts 
and patterns in thermogram, compared to surrounding 
normal tissues. Although infra-red imaging with and 
without transillumination exhibits high sensitivity for 
detection of cancerous regions near outer skin, it loses 
its ability in case of deep body cancerous regions due to 
multiple scattering of signals from thick participating 

bio-media. On contrary, transilluminated time resolved 
radiative outputs using short pulse laser from tissues 
convey information about various optical and thermal 
changes of received signals and the corresponding 
changes in thermophysical and optical properties of 
tissues. These are the different means to identify 
underlying abnormalities in the tissues. Apart from this, 
there are numerous other optical techniques to identify 
the presence of cancer and they are beyond the scope of 
the present article.  

The article discusses various non-invasive thermal 
techniques for cancer diagnosis and in-vivo changes in 
thermophysical and optical properties.  

2. Available Non-Invasive Thermal Techniques 
Earlier use of thermal imaging for medical diagnosis 

gained exceptional interest in breast cancer diagnosis, 
followed by various military applications of infra-red 
imaging techniques [2]. Initial investigations revealed 
that the local temperature of cancer affected tissues is 
few degrees higher compared to surrounding normal 
tissues, and similar healthy tissues, which are marked as 
hot spots assisted by asymmetrical vascular proliferation 
in thermogram [3]. Further infra-red findings [4] 
affirmed that vascular proliferation enhances metabolic 
rate followed by convection heat transfer due to 
increased vascular flow, along with capability to 
identify hypervascularity and hyperthermia [5] in breast 
cancers. Moreover, infra-red findings are successfully 
correlated with various prognostic features based upon 
dynamic analysis [6], and at times provide useful 
information that remains unwrapped in pathological 
tests. In addition, infra-red thermography has unique 
ability to detect early signs of cancer [7] such as 
angiogenesis process [8] about 8 to 10 years ahead 
before any mass accumulation is observed in the breast. 
Another technique [9, 10], i.e., thermal recovery from 
cold stress, is also available to obtain better infra-red 
images. It was observed [11] that, vascular pattern 
disappears under cold stress and reappears gradually on 
removal of cold stress, which can discern benign from 
malignant tumors, and can even identify small tumors 
by dynamic breast thermography.  

Infra-red imaging for breast cancer detection 
exhibits high sensitivity [12] of 80-95% close to outer 
skin, but is unreliable because of significant cases of 
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false positive and false negative results due to heavy 
scattering of emanating signals from complex bio-media. 
Few other attempts to identify breast cancer are based 
on noticeable absorption patterns of affected tissues, 
when transilluminated with visible and near infra-red 
lights [13]. But the scattering issue remains unresolved 
since infra-red wavelengths of visible spectrum exhibit 
heavy scattering and low absorption in participating 
bio-media [14]. To mitigate the scattering issues, time 
resolved techniques are utilized where tissues are 
transilluminated using short pulse laser of the order of 
few picoseconds and time-resolved transmitted outputs 
[15] are detected. Common observations revealed that 
initial transmitted signals from illuminated tissues 
remains straight and un-scattered through participating 
media, compared to delayed scattered signals. These 
transmitted initial signals carry prominent information 
about tissue properties indicating abnormal and normal 
conditions.  

The radiative outputs with and without 
transillumination using any form of light source 
depends on the in-vivo optical and thermophysical 
properties of considered tissue. Thus various thermal 
and optical changes of received signals can be a means 
to identify in-vivo changes in properties and 
patho-physiological conditions. 

3. Associated Alteration of Tissue Properties 
Various in-vivo thermophysical and optical 

properties of tissue depends on associated normal and 
abnormal physiological conditions, and are also 
function of degree of abnormalities that vary with time.  

Thermophysical properties of living substances 
which are of interest are specific heat, density, thermal 
conductivity, thermal diffusivity and volumetric 
perfusion rate, which are functions of temperature, 
pressure, physiological and patho-physiological 
conditions. Available data obtained from measurement 
of tissue thermophysical properties are based on few 
factors because of complex nature of biological systems, 
and are detailed in bio-heat transfer literature. Especially, 
thermal properties of biological systems show 
significant changes due to temperature, and play an 
important role in understanding normal and abnormal 
phenomena. 

Similarly, optical properties of tissue vary with 
associated patho-physiological activities, growth of 
abnormalities and time. Generally, emissivity is a 
function of local energy contents of tissue and is 
different for tissues with and without abnormalities. 
Further, absorptivity of tissues depends on intensity of 
incident radiation and medium density, and indirectly 
depends on the wavelength of incident radiation. 
Scattering is due to localized non-homogeneity in the 
medium and can either augment or attenuate the emitted 
intensity. Scattering due to fluctuation of refractive 
index at interface and deep inside tissue can be 
wavelength dependent. The distinctive radiative outputs 
from abnormal tissues due to changes in optical 
properties can be identified by various optical 

diagnostic techniques. Moreover, optical properties are 
obtained by converting radiative outputs into useful data 
that characterizes light tissue interaction. Various optical 
properties and their influence on radiative outputs are 
detailed in literature of tissue-optics [16]. 

4. Conclusions 
Compared to conventional tools for medical 

diagnosis, non-invasive thermal techniques are 
competent for identification of various in-vivo 
functional and dynamic changes. Due to which it 
continues to be a research interest since two decades 
and added substantial improvements in the diagnosis of 
cancer. Despite this progress, thermal diagnosis of 
cancer is not yet considered reliable since multiple 
scattering of radiative outputs in terms of transmittance 
and reflectance from participating media reduces the 
spatial resolution and at times can be ambiguous. Hence 
is the requirement for further investigation to optimize 
scattering of transmitted and reflected signals. Also it 
warrants further investigations to identify various 
changes in thermophysical and optical properties of 
cancerous tissues. These issues can be substantially 
resolved by interdisciplinary study. 
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ABSTRACT 
Injection-driven miscible flow in a Hele-Shaw cell results in a highly ramified pattern if the viscosity profile is nonmonotonic. We 
perform highly accurate simulations to investigate the vigorous fingering phenomena. Various parameters, such as the overall 
viscosity contrast, local maximum viscosity contrast and position of local maximum viscosity, are analyzed systematically. In general, 
the nonmonotonic feature enhances the prominence of interfacial instability. Formation of dual vortex pairs and reverse fingers are 
observed, which are not present in the situations with a monotonic viscosity distribution. 

1. Introduction 
Viscosity fingering (VF) is a hydrodynamic 

instability occurring where a high viscous fluid is 
displaced by a less viscous one in porous media. The 
related studied can be classified into two categories 
depending on whether viscosity profiles are monotonic 
or nonmonotonic. For convenience, Tan and Homsy [1] 
defined a particular case in which viscosity varies 
exponentially with concentration, as well as monotonic 
viscosity profiles. However, some driving fluid used to 
petroleum secondary recovery techniques such as a 
mixture of alcohols and water need not to be monotonic. 
It is found a nonmonotonic viscosity profile for the 
viscosity concentration data of alcohols to approximate 
nature fluid behavior. They have carried out a parameter 
study to understand the effects of nonmonotonicity on 
the stability of the flow. 

Although researchers agreed the viscosity profiles 
effects the stability of fluid. Detail discusses, especially 
the fluids are close to stability turn to instability, have 
not found before. We are therefore interested in 
developing a fundamental understanding of miscible 
radial flow with nonmonotonic viscosity profile. 

 
2. Method 

Consider a Hele-Shaw cell of constant gap thickness 
d containing two miscible, incompressible, viscous fluid 
(Fig. 1). Denote the injecting fluid of viscosity �1 
displaces the displaced fluid of viscosity �2 at a given 
injection rate Q, equal to the area cover per unit time. 
Further, we assume two fluids mix in all proportions and 
inertialess. The concentration of the injecting fluid is 
represented by c. Assume the permeability and the 
physical dispersion to be homogeneous and isotropic. 
Solve the unstable, time-dependent, incompressible flow 
generated by a miscible displacement process under 
Darcy's law are expressed as:  
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D is the constant diffusion coefficient, and c is the 
concentration of the injecting fluid, � is supposed to be a 
function of the injecting fluid concentration. 

 
Fig. 1 Schematic setup for the injection-driven radial 

Hele-Shaw flow with miscible fluids. 

  The nonlinear evolution of viscous fingering 
instabilities in miscible displacement flows with 
nonmonotonic viscosity-concentration profile have been 
investigated first by Manickam and Homsy [2]. It can be 
observed that nonmonotonic viscosity profiles are 
characterized by the interplay of the maximum viscosity 
�m, the location of the maximum occurs at c = cm, and 
the end-point viscosities �. 

 
3. Results and Discussion 

We use the largest value �m for which our numerical 
code remains stable for �m=14 (�=3 and cm=0.1) with a 
locally unfavorable viscosity profile and �m= 9 (�=0.2 
and cm=0.2), respectively. By analyzing Fig. 2 and Fig. 3 
which depicts the concentration images, we obtained for 
increasingly �m, the length of fingers will increase with 
both end-point viscosities contrast, respectively, 
corresponding to the findings for the radial source flow 
displacement by Pankiewitz and Meiburg [3]. 

 
Fig. 2 Concentration images for Pe=400, �=3, cm=0.1, 

and �m=3.001, 9, and 14 at t=0.30. 

 
Fig. 3. Concentration images for Pe=400, �=0.2, cm=0.2, 

and �m=2, 4, and 9 at t=0.30. 
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  We begin analyzing the unfavorable (�=3) and 
favorable (�=0.7) end-point viscosities contrasts 
viscosity profiles set shown in Fig. 4 (a) and (b), 
respectively. Peculiar feature of these miscible structures 
is the shape of fingers. Adapt the original code (Chen 
and Meiburg [4]) employed for monotonic case to the 
present nonmonotonic case. 

 
Fig. 4. Viscosity profiles for (a) unfavorable cases with 

�=3, �m=4 and cm=0.003, 0.1, 0.3, and 0.5. The 
critical position of cmc=0.3027, (b) favorable 
cases with �=0.7 �m=4 and cm=0.003, 0.3, 0.4393, 
and 0.5. The critical position of cmc=0.4393. 

The results show a strong relationship to the distance 
between the viscosity profiles to the tangent emanating 
from the maximum viscosity �m to the end point (1, 1) 
which can be solved by the second derivative of 
viscosity profile is essential. For random � and �m, a 
critical position cmc for the second derivative of viscosity 
equal to zero can be identified. The critical position for 
�=3 and �m=4 is cmc=0.3027. For Pe=400 as illustrate in 
Fig. 5(a), there are some example not follow the rule (cm 
=0.1 is the most unstable case and cm=0.5 is more stable 
than cm=0.03). In contrast, for the same viscosity profile 
set, and decrease Pe=200 as illustrate in Fig. 5 (b), is 
follow this rule. 

 
Fig. 5 Time evolution of the interfacial length with 

viscosity profile �=3, �m=4 and cmc=0.3027 for (a) 
Pe=400, (b) Pe=200. 

  We found that higher difference between end-point 
viscosities � and maximum viscosity �m create richer 
phenomenology, such as tip splitting observed in Fig. 
6(a). A schematic of these profiles with the parameters 
that characterize them is shown in Fig. 7(a). There are 
almost overlap between four lines, but in the inset the 
detail viscosity profiles for the four sets is clearly 
observable far away from the tangent line to the graph of 
viscosity profile at the point (1, 1) in turn from 1 to 0.2. 
It is almost superposition of the stability of the fluid is 
illustrated in Fig. 7(b). 

 

 
Fig. 6 Concentration images (top row) and Vorticity 

images (bottom row) for viscosity profile set 
with �m=13 and cm=0.1 for (a) Pe=400 and �=2. 
(b) Pe=200 and �=9. (c) Pe=400 and �=9 at 
t=0.30. The outer fluid is more viscous (�1 >�2). 

 
Fig. 7 Time evolution of the interfacial length with �m=4, 

cm=0.1, �=0.2, 0.5, 0.7, and 1 for (a) Pe=400, (b) 
Pe=200. In the inset the detail viscosity profiles 
for the four parameters sets. 

 
4. Concluding remarks 

Usual miscible flows in radial Hele-Shaw geometry 
with nonmonotonic viscosity profiles lead to the 
formation of complex morphological structures. In this 
work, we have presented highly accurate numerical 
simulations for an injection-driven radial Hele-Shaw 
flow with miscible fluids. Our analysis explicitly 
indicates how the relevant parameters of the system 
influence the morphology of the interfacial patterns. 

In conclusion, we have suggested a relation between 
viscosity profile and fluid stability, and observed a 
damping effect in normalized interfacial length. An open 
relation is whether these relations have an underlying 
physical interpretation, we hope experimentalist will 
feel motivated to check, and hopefully validate the ideas 
put forward in this work. 
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ABSTRACT 
The study developed a tube-in-tube heat exchanger for supercritical fluid CO2 and water. The calculations are in line 
with existing measurements. It is found that the CO2 shows a different trend as compared to typical sub-critical fluids. 
The local heat transfer rate does not monotonically decrease with the tube length. In fact, a plateau occurs somewhere 
inside the heat exchanger. Moreover, a second maximum is seen when the inlet pressure is below 10 MPa, yet a 
significant of recovering of local heat transfer rate is seen for an inlet pressure of 8 MPa. 

1. Introduction 
 The use of natural refrigerants for HVAC&R 

application has attracted much attention recently. 
Among the possible candidates, carbon dioxide (CO2) is 
regarded as the most promising one because it is 
environmentally benign, non-toxic, and is equipped with 
comparatively good thermodynamic properties. Carbon 
dioxide is also comparable to that of HCFC refrigerants 
and outperforms conventional refrigerants when it is 
being used in hot water heaters and automobile air 
conditioners [1–3]. In CO2 air-conditioning and heat 
pump systems, CO2 rejects heat at a pressure above the 
critical pressure (7.38 MPa) in the gas cooler without no 
phase change. When the CO2 is at super-critical 
pressures, some small fluid temperature and pressure 
variations may produce large changes in the 
thermophysical properties, resulting in significant 
deviations in both heat transfer and fluid flow behaviors. 
There were some studies concerning the heat transfer 
characteristics of CO2 in supercritical state and recent 
studies suggested that the Fang [4] correlation gives fair 
overall predictivity. Despite considerable efforts were 
devoted to the heat transfer performance of CO2 above 
critical points. It seems that none of the existing studies 
were associated the performance of tube-in-tube heat 
exchangers. Note that the heat transfer performance 
changes appreciably alongside the heat exchanger, hence 
it would be expected some difference should occur. In 
this sense, it is the objective of this study to investigate 
and to analyze the heat transfer behavior of CO2 subject 
to inlet conditions. 

2. Method 
The heat exchanger is a tube-in-tube type, and the 

water flows counter-currently against the coolant 
(carbon dioxide) during the heat exchanging process. 
Fig. 1 is a schematic of the heat exchanger. 

Fig.1 Schematic of the tube-in-tube heat exchanger. 
 

Due to considerable change of physical properties, 
especially near pseudo-critical temperature, the heat 
exchanger must be subdivided into many small 
segments. Hence the heat balance amid water and 
coolant in each segment can be written in the following 
equations: 
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3. Results and Discussion 
For validating the proposed model, calculation is 

compared with the measurements of Pitla et al. [5]. Pitla 
had conducted CO2 tube-in-tube heat exchanger with an 
ID of 0.00472 m and OD of 0.00635m for the inner tube. 
The ID for the outer tube is 0.01575 m. Their test 
conditions are tabulated in Table 1. Using the inlet 
conditions of their raw data, the calculated cooling 
capacity against their measurements are depicted in Fig. 
2. As seen, the calculations are in line with the 
experimental measurement, suggesting the applicability 
of the present modeling. 

Table 1 Test conditions of Pitla et al. [5] 

For further examining the special characteristics of 
the CO2 tube-in-tube heat exchanger, with an ID = 0.020 
m and an OD = 0.025 m for inner tube and an ID = 
0.050 m for outer tube, calculations are further made 

TCO2,in

(�C)

PCO2,in

(MPa)

Twater, in

(�C)

Mc

(kg/s)

Mw

(kg/s)

Run1 121.2 9.44 20.8 0.01963 0.04011 

Run2 126 11.19 24.2 0.0274 0.040497

Run3 73.3 13.33 36.12 0.02043 0.12914 

Run4 123.5 10.8 27.21 0.02862 0.084087

Run5 107.2 8.11 24.2 0.0198 0.0455 

Run6 123.4 8.98 22.3 0.02996 0.067864

Run7 118.3 7.79 21.2 0.02123 0.066434

Run8 115.8 8.60 18.9 0.03436 0.084087

Run9 114.9 8.76 18.9 0.03638 0.065091

Run10 113.4 9.50 15.9 0.03825 0.109052
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with inlet pressures of 12, 10, and 8 MPa, respectively. 
The variation of the local heat transfer rate subject to 
change of dimensionless tube length is shown in Fig. 3. 
For typical tube-in-tube heat exchanger, the local heat 
transfer rate decreases asymptotically from the inlet 
(CO2 inlet) toward the outlet. This is because the largest 
temperature occurs at the inlet and the feature of 
counter-current arrangement. 
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Fig. 2 Comparison of local heat transfer rate amid 
calculations and Pitla et al.’s data [5]. 
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Fig. 2 Variation of local heat transfer rate vs. 
dimensionless tube length subject to change of inlet 
pressure. 

However, as clearly shown in this figure, the CO2
shows a different trend as compared to typical 
sub-critical fluids. The local heat transfer rate does not 
monotonically decrease with the tube length. In fact, a 
plateau occurs somewhere inside the heat exchanger. 
Moreover, a second maximum is seen when p is below 
10 MPa, yet a significant recovering of local heat 
transfer rate is encountered for p = 8 MPa despite the 
maximum temperature difference still occurs at the CO2
inlet. To explain the phenomenon, one must understand 
the variation of specific heat capacity of CO2 above 
critical point as shown in Fig. 4. For a given 
super-critical pressure, a maximum of cp is seen at 
certain temperature which is called pseudo-critical 
temperature. Apparently, cooling of the very hot CO2
gas may inevitably pass through this temperature. In this 

sense, a momentous raise of cp is seen nearby this 
temperature, leading to a considerable raise of heat 
transfer coefficient. This phenomenon becomes more 
and more pronounced when the pressure is decreased 
since a tremendous jump of cp occurring adjacent to the 
pseudo temperature. As a result, a significant recovering 
of local heat transfer rate and a second maximum occurs 
in the tube-in-tube heat exchanger. From Figs. 3 and 4, 
one can see that the plateau of local heat transfer rate is 
actually in phase of specific heat.  
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Fig. 2 Variation of cp vs. dimensionless tube length 
subject to change of inlet pressure. 

4. Concluding remarks 
The study developed a tube-in-tube heat exchanger 

model applicable for supercritical fluid CO2 and water. 
The developed model is validated with some existing 
measurements. And a further calculation is made to 
examine the influence of inlet pressure of CO2. Unlike 
conventional working fluid which normally shows a 
monotonically decrease of local heat transfer rate along 
the tube length, the CO2 shows a different trend as 
compared to typical sub-critical fluids. The local heat 
transfer rate does not monotonically decrease with the 
tube length. In fact, a plateau occurs somewhere inside 
the heat exchanger. Moreover, a second maximum is 
seen when p is below 10 MPa, yet a significant 
recovering of local heat transfer rate is encountered for p 
= 8 MPa despite the maximum temperature difference 
still occurs at the CO2 inlet. The phenomenon is 
attributed to the significant rise of specific heat of CO2
near pseudo critical temperature. 
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ABSTRACT 
In this paper, we report the development of fast incorporation of amino functional group into polylactide (PLA) surface using an 
atmospheric-pressure nitrogen-based dielectric barrier discharge (DBD) in post-discharge region. Plasma treatments were carried out 
in two steps, which include: 1) nitrogen with 0.1% oxygen and 2) nitrogen with 5% ammonia. Analyses show that N1s concentration, 
contact angle and roughness of the treated PLA surface can reach ~3%, 30 degrees and 72 nm respectively. The proposed two-step 
plasma treatment can produce a PLA surface with two times OD as compared to pure PLA in cell activity tests for C2C12 cells.  
 
1. Introduction 

Recently, rapid progress in the development of novel 
approaches of surface modification for biomaterials has 
been made [1-4 and references cited therein]. Among 
these, plasma related technologies (gas discharges) have 
been considered as one of the promising approaches to 
improve surface biocompatibility (cell attachment and 
proliferation). Gas discharges include plasma enhanced 
chemical vapor deposition, corona discharge, plasma 
surface treatment and ion implantation, among others, 
which are often operated in a low-pressure environment. 
This induces several disadvantages, which include 
inconvenience in dealing with living objects, higher cost 
because of maintaining the vacuum condition 
throughout the test, and difficulties in in-line processing. 
Thus, operation of plasma under atmospheric-pressure 
condition for modification of surfaces is one of the 
important research topics in recent years [5-7]. 

In our previous study [9], we have demonstrated 
surface characteristics such as contact angle 
measurements, XPS analysis, IR analysis and biological 
test results of PLA with and without two-step plasma 
treatment. However, we did not measure surface 
roughness of the PLA surface which is crucial for 
incorporation of functional groups and cell activities [8]. 

Owing to the above, in this study we focus on 
applying the AP plasmas to improve the 
bio-compatibility of poly-lactic acid (PLA) surface that 
has been considered as one of the potential biomaterials. 
We measure surface roughness and morphology with 
and without plasma treatments. Furthermore, we try to 
propose the correlation of contact angle, functional 
groups incorporation, cell activities and surface 
roughness with two-step plasma treatment procedure. 
 
2. Experimental Methods 

The PLA films were treated in the post-discharge jet 
region of an atmospheric, nitrogen-based, parallel-plate 
(5x5 cm), dielectric barrier discharge (DBD). The DBD 
plasma system was operated in Townsend-like discharge 
mode, which was driven by a 20-60 kHz quasi-pulsed 
power supply (EN Technologies Inc. model Genius 2). 
Both the thicknesses of dielectric material (quartz) and 
the gap distance between quartz plates are 1mm. 

In our experiment, the plasma treatments were carried 

out in two steps: 1) to pretreat the surface using the N2 
DBD jet with 0.1% addition of O2; and 2) to incorporate 
amino functional groups using the same N2 DBD jet but 
with addition of 5% NH3. In addition, a single axis 
moving plate was placed under the DBD to provide 
different residence time of treatment by controlling the 
number of passes, the plate moving velocity ranges from 
1cm/s to 9cm/s. 
  For cell experiment, we chose the C2C12 as the test 
cells. Detailed procedures in preparing the test cells and 
measurements of contact angle, cell culture, 
photomicrography observation and MTT assay were 
described in our previous study [9] and were not 
repeated here for brevity. In addition, AFM analysis was 
used to analyze surface morphology and roughness. 

 
3. Results and Discussion 

Fig. 1 illustrates the measured contact angle as a 
function of number of passes of APPJ treatment. The 
contact angle obtained by two-step treatment is the 
lowest (~30�) after 40 passes as compared to the other 
two processes. This shows that the two-step plasma 
treatment exhibits the best process for potentially 
increasing the surface energy and may provide the best 
incorporation of amino functional group.  

Fig. 2 shows the results of AFM analysis. The surface 
roughness (rms) of original PLA is about 0.88 nm. After 
applying pretreatment, ammonia plasma treatment and 
two-step plasma treatment, the roughnesses (rms) are 
50.16 nm, 1.50 nm and 73.22 nm respectively. We can 
find that pretreatment contributes to roughness increase 
most effectively. Surprisingly and interestingly, surface 
roughness can be increased to 73.22 nm by the two-step 
plasma treatment, although the second step alone 
(ammonia plasma) shows essentially no influence at all 
on the contact angle. The results of XPS analysis (N1s) 
in Table 1 shows a similar trend, which are described 
next. 

XPS measurements were used to analyze the surface 
modifications done by the plasma treatment. Table 1 
summarizes the atomic concentration of untreated and 
treated PLA surfaces. The O/C ratio of pretreatment 
sample increases as compared to pure PLA which means 
that oxygen related functional groups is incorporated on 
PLA surface. They can act as attractive sites to produce 
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an aminated surface more easily by the followed 
ammonia plasma treatment. In addition, the rougher 
surface by pretreatment provides larger area for 
incorporation of amino functional groups.  

These two effects (large roughness and O/C ratio) 
probably leads to high concentration of N1s (~ 3%) and 
the lowest (~30�) contact angle which are both 
beneficial to the cell attachment and cell growth as 
described next. 
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Fig. 1 Measured contact angles for different plasma treatment 

procedures. 
 

Table 1 Atomic concentration of pure and plasma treated PLA films 
using XPS analysis  

 

 
Fig. 2 AFM analysis of pure and plasma treated PLA films. 

 

In the aspect of cell morphology, the C2C12 cells 
stretched very well, attached tightly and appeared in 

spindle shape on the PLA surface by using the two-step 
plasma treatment (not shown here). In contrast, cell 
morphology using pure PLA was found to be much 
worse than using two-step plasma treatment during the 
three-day test period. 

Fig. 3 shows the measured optical density (OD) with 
different test periods for the cases of pure PLA and 
two-step plasma treated PLA. The cell attachment test 
shows that OD using the two-step procedure is two 
times larger as compared to the pure PLA sample, at the 
24th hour after cell mass culturing. In the cell 
proliferation test, after three days OD using the two-step 
procedure is always much greater than that using the 
pure PLA. This shows that the PLA surface has become 
more biocompatible in terms of cell attachment and 
proliferation after the proposed two-step plasma 
treatment. 
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Fig. 3 Optical density of cell culturing on pure and two-step plasma 

treated treated PLA films for a three-day test period. 
 

4. Concluding remarks 
In this paper, a two-step plasma treatment procedure 

using the post-discharge jet region of a parallel-plate, 
nitrogen-based DBD is proposed. By using the two-step 
plasma procedure, we can incorporate amino functional 
groups very efficiently. Results show that on the PLA 
surface N1s and roughness can reach ~3% and 73 nm, 
respectively. It was verified to be very effective in 
improving the hydrophilic property, cell attachment and 
cell proliferation on PLA surface for muscle cells. 
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ABSTRACT 
In this paper, a parallel weakly coupled algorithm hybridizing 2-D gas flow simulation and plasma fluid modeling is presented. Both 
the compressible Navier-Stokes equations and fluid modeling equations are discretized by the cell-centered finite-volume method. 
The former were solved by an all-speed extended SIMPLE scheme, while the latter were solved by a semi-implicit numerical scheme. 
Both solvers are parallelized using domain decomposition method. At the end, several challenging and realistic atmospheric-pressure 
plasma jet problems are demonstrated. 

1. Introduction 
Atmospheric-pressure plasma jets have found wide 

applications in several important disciplines in recent 
years because they are operated in atmospheric-pressure 
condition and potentially inexpensive. These 
applications may include surface modification, surface 
cleaning, thin-film deposition, sterilization, and tooth 
breaching, among others [1-5]. Optimal design of these 
plasma devices relies heavily on trial-and-error approach, 
which is often very time-consuming and costly. 
Understanding of these complex plasma physics and 
chemistry through experimental method could be 
limited, time-consuming and difficult, if not impossible. 
Thus, numerical simulation becomes an inevitable tool 
in fully appreciating the complex physics in a gas 
discharge. 

Fluid modeling equations, which are the velocity 
moments of Boltzmann equation, are often employed to 
model gas discharges when continuum assumption is 
valid. Continuum assumption breaks down when the 
pressure is very low in the range of tens of mtorr such as 
sputtering plasma [6]. For low-pressure gas discharges, 
fluid modeling without considering the fluid dynamics is 
often considered to be valid. However, as the pressure 
rises, fluid dynamics becomes important in affecting the 
gas discharges. Thus, understanding of the gas 
discharges requires proper modeling of gas flow and gas 
discharge simultaneously. However, there have been 
very few studies in the literature which have focused on 
this regard [7-9]. Moreover, it often takes from weeks up 
to months of runtime in coupling the gas flow 
simulation and plasma fluid modeling because of large 
disparity of characteristic time scales between fluid 
dynamics and plasma. Parallel implementation using 
MPI can shorten the runtime tremendously. 
Unfortunately, there has been nearly no report on 
parallel computing of plasma fluid modeling previously, 
except Wu et al. [10-11]. 

In this paper, we report our recent progress in 
developing a parallel hybrid gas flow and fluid 
modeling algorithm and its applications in 
atmospheric-pressure plasma jets driven by several 
power sources with a frequency in the range of 
kHz-MHz, which is often seen in practical applications. 

2. Numerical Methods 

In this study, the modeling equations are classified 
into two folds. The first is the compressible conservation 
equations for modeling the fluid dynamics in a gas 
discharge. The second is the fluid modeling equations 
which describe the behavior of charged and neutral 
species in a gas discharge. They are described in the 
following in turn. 

Gas Flow Simulation
For the neutral gas flow simulation, a complete set of 

2D compressible Cartesian-grid conservation equations, 
including continuity equation, momentum equations 
(Navier-Stokes), energy equation, species continuity 
equations and equation of state for ideal gas, are solved 
using a cell-centered finite-volume method, named 
extended SIMPLE (Semi-Implicit Method for Pressure 
Linked Equations) scheme [12]. A second-order upwind 
scheme with linear reconstruction is used to evaluate the 
inviscid flux across the cell interface. A flux limiter is 
used to prevent from local extrema introduced by the 
data reconstruction. Pressure smoothing is used to avoid 
the pressure oscillations on a collocation grid. The 
solver is parallelized using domain decomposition 
approach. In general, this solver can deal with gas flows 
at all speeds and can consider conjugate heat transfer 
involving convection in the gas and conduction in the 
solid. In addition, velocity slip and temperature jump at 
solid boundaries can be also considered if rarefaction is 
important. Details of the implementation can be seen in 
[12] and are skipped here for brevity. 

Plasma Fluid Modeling
For modeling the gas discharge, the fluid modeling is 

used. The modeling equations include the continuity 
equations with drift-diffusion approximation for all 
charged species, the continuity equations for neutral 
species, the electron energy density equation, and the 
electrostatic Poisson’s equation. The transport 
coefficients (drift and diffusion) and the rate constants 
related to electrons are functions of the electron 
temperature, which are obtained by integrating either the 
experimental collision cross section, or the EEDF from 
the solution of the simplified Boltzmann equation solver 
[13]. All model equations are discretized by using the 
backward Euler’s method on the temporal domain and 
cell-centered finite volume with the Scharfetter-Gummel 
scheme for the mass fluxes on the spatial domain. To 
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ensure stability when larger time steps are used, 
linearization in time and electron energy density is 
applied for the source term of Poisson’s equation and 
electron energy density equation, respectively. All 
discretized fluid modeling equations are solved by using 
the libraries in PETSc package [14], in which MPI 
(message passing interface) is employed for parallel 
communication. Details of implementation are presented 
elsewhere [15]. 

Hybrid Flow-Plasma Simulation
It is well known that there exists a large disparity of 

time scales between neutral gas flow (10-4~10-6 s) and 
gas discharge (10-9~10-11 s). Thus, strongly coupling at 
each time step of discharge would be impossible and 
unnecessary. Figure 1 illustrates the proposed weakly 
coupled algorithm hybridizing 2-D gas flow simulation 
and plasma fluid modeling. The modeling starts at 
neutral gas flow simulation and, after reaching a steady 
state, then passes simulation data such as velocities, 
temperature and number densities of background species 
to the fluid modeling. Then, the fluid modeling starts to 
run based on these data and, after reaching a 
quasi-steady state, collects numerical data such as 
momentum force and gas heating (Joule heating of ions 
and electron-neutral elastic collision heating) induced by 
charged particles. These data are then passed back to the 
gas flow simulation module to update the flow and 
thermal fields. Generally, 2-3 cycles of coupling are 
enough to have a converged solution. 

3. Results and Discussion 
A planar DBD-APPJ with a substrate near the exit of 

the jet is used for demonstration of the developed hybrid 
algorithm. Gap distance is 1 mm with each electrode 
covered with a flat dielectric layer (alumina, ε=11.63, 1 
mm). 30 slm of helium with 100 ppm of N2 flows into 
the discharge gap from the left and exits from the right 
into a nitrogen environment and impinges on the 
substrate at the right. In addition, both electrodes are 
covered by thick Teflon (ε=2.0) for preventing from 
generating arching with the air. Nearly sinusoidal 
voltages with Vp-p= 6 kV and f= 25 kHz are applied to 
the electrodes. A set of plasma chemistry consists of 10 
species (e, He+, He2

+, Hem, Heex, He2
*, N+, N2

+, N4
+, N) 

and 43 reaction channels were employed for the 
simulation using a grid of 1001x620 cells. It takes about 
48 hours for 5 AC cycles using 128 processors on a 
IBM-1350 cluster at National Center for 
High-Performance Computing of Taiwan. 

Figure 2 shows the temperature distribution. Gas 
heating due to ion Joule heating and electron-helium 
elastic collision is very obvious, which causes the gas 
heated up to 330 K as compared to 300 K at the inlet. 
Prediction of temperature distribution is important for 
several applications, especially in bio-medical field. 

Figure 3 shows the cycle averaged distribution of 
electron density near the discharge exit. The electron 
density reaches 169 10× m-3 in the bulk and 162 10× m-3 in 
the sheath region. The density distribution near the 
discharge exit is important since it is directly related to 
the applications in the afterglow region. 

4. Concluding remarks 

   A parallel weakly coupled algorithm hybridizing 2-D gas 
flow simulation and plasma fluid modeling is presented. A 
planar DBD-APPJ with a substrate near the exit of the 
jet is used for demonstration of the developed hybrid 
algorithm with spatial distribution of temperature and 
electron density. Detailed results will be presented in the 
conference.
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Figure 1. Proposed weakly coupled algorithm hybridizing gas flow 
simulation and plasma fluid modeling.

Figure 2. Temperature distribution around a hlium DBD-APPJ 
impinging on a substrate. 

Figure 3. Number density of electron near the exit 
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ABSTRACT 

We study the thermogravitational convection of supercritical nitrogen along its isochore in a two-dimensional Rayleigh-Bénard 
cell. By means of numerical simulation, different convective patterns are obtained dependent on the initial distance to the critical 
point, ranging from turbulent thermal plumes to large-scale rolls. On the other hand, the characteristic time observed in the time 
evolution of the temperature drop across the fluid layer is found to follow a simple scaling relation with the Rayleigh number. 

 
1. Introduction 

Near the liquid-gas critical point (CP), various 
thermodynamic properties exhibit striking abnormalities. 
Notably the thermal diffusivity goes to zero, and the 
isobaric expansion coefficient strongly diverges. A 
thermomechanically-based heat transfer mechanism 
called “the piston effect” (PE) was unveiled to explain 
the surprisingly fast and homogeneous thermalization of 
near-critical fluids [1]. Under terrestrial conditions, the 
potential of achieving extremely high Rayleigh number 
has incited enormous interest over the past decade. 
Kogan et al.’s landmark experiment of supercritical 3He 
[2] and the following theoretical and numerical works 
[3-4] revealed that, on approaching the critical point, the 
onset of Rayleigh-Bénard (RB) convection experiences 
a transition from the Rayleigh criterion to the 
Schwarzschild criterion, under which the contribution to 
the hydrodynamic stability by the fluid compressibility 
needs to be taken into account.   

The aim of this paper is to present the two-
dimensional (2D) numerical simulation of the RB 
convection along the critical isochore of nitrogen. Our 
results show that, dependent on the criticality [denoted 
by the reduced temperature ε = (T-Tc)/Tc, where Tc = 
126.192 K is the critical temperature], the 
thermogravitational flow structure varies significantly. 
 
2. Methodology 

We consider a rectangular RB cell with an aspect 
ratio (vertical height/horizontal length) of A = 4, filled 
with near-critical nitrogen. Initially, on account of the 
shallow configuration with the height L = 2.5 mm, the 
fluid is assumed to be free of stratification (ρi = ρc = 
313.3 kg/m3, where ρc is the critical density). For times 
t > 0, a constant heat flux q = 1 W/m2 is applied at the 
bottom boundary, while the top plate remains at the 
initial temperature. No-slip condition is imposed at all 
boundaries, including the two adiabatic lateral walls.  
 The exact Navier-Stokes description for a 
Newtonian, compressible, viscous, and heat conducting 
fluid is employed to capture the dynamics of the system. 
To reduce the computational time, we use a low-Mach 
number approximation to remove unnecessary 
alternating motion of sound from the equations [5]. The 
resulting equations are then solved numerically by the 
SIMPLE algorithm [6].  Very close to the CP, as we 
will see later, the RB flow is characterized by the 
chaotic release of thermal plumes. In general, the 

shedding of thermal plumes cannot be predicted a priori. 
For this reason, a uniform and dense mesh of 201×101 
is used in the simulation, along with a matching 
timestep of 5×10-3 s. By varying the distance to the CP, 
we investigate the evolution of the RB convection 
pattern. 
 
3. Results and discussion 
 In Fig. 1, we plot the profiles of the spatially-
averaged temperature difference ∆T(t) across the fluid 
layer at different initial temperatures ε. Note that for 
each curve, the vertical axis in the figure has been 
scaled by the peak value ∆Tp, and accordingly the 
horizontal axis by the occurring time tp. Two signature 
features of near-critical fluids, as established by the 
experimental findings [2], are evident: the temperature 
overshoot and the ensuing damped oscillations before 
reaching the steady state. Quantitatively, more severe 
temperature decrease after peaking is predicted further 
away from the CP. Also, as ε rises, the route to the final 
steady state appears increasingly less oscillatory.  

 
Fig. 1 The vertical temperature drop ∆T/∆Tp as a function of 

t/tp, under different values of ε.  
 The time of the first peak tp is one of the 
characteristic times that indicate substantial 
development of convection. Figure 2 shows the scaling 
of tp/τdiff obtained for different ε with the corresponding 
reduced Rayleigh number Ra* (steady state). Here τdiff = 
L2/(4DT) is the diffusion time, where DT denotes the 
thermal diffusivity. Close to the CP, Ra* is defined as 
 

Ra
* = Ra

corr − Ra
c( ) / Ra

c
= α

P
gL

3θ
νD

T
Ra

c

−1,  (1) 

where αP is the isobaric expansion coefficient, g the 
acceleration of gravity, ν the kinematic viscosity, and 
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Rac = 1810 the critical Raleigh number with A = 4 and 
no-slip horizontal boundaries [7]. In Eq. (1), θ = ∆T-
LgTαP/Cp is the potential temperature difference, where 
Cp is the isobaric specific heat. The second right-hand-
side term represents the contribution of the adiabatic 
temperature gradient (ATG) under the Schwarzschild 
regime. It is noteworthy that the data points collapse 
onto a single curve. Over nearly five decades of Ra*, 
tp/τdiff is found to follow a power law with a scaling 
exponent of -0.67.  

Figure 3 depicts the evolution of the flow pattern at 
different ε, from the initiation of convection to the 
steady state. In proximity of the CP, the RB convection 
is dominated by the violent outbursts of thermal plumes 
from the thermal boundary layers, while the fluid 
remains stagnant at the core [Fig. 3(a)]. Note that, due 
to the PE, the boundary layer exists near the top plate as 
well despite weak penetration by thermal diffusion, 
which makes the situation akin to being concurrently 
heated from below and cooled from top. The flow 
structure at later stage seems particularly chaotic, as a 
result of the interaction between large-scale circulations 
in the bulk and the random merging and separation of 
periodically detached thermal plumes [Fig. 3(b)]. In the 
intermediate range of ε, the rising thermal plumes turn 
thick [Fig. 3(c)], whereas no falling thermal plumes are 
detectable due to the diminished PE. In Fig. 3(d), a 

stable and symmetric pattern of four-cellular structure 
ultimately emerges in the bulk. Far from the CP, the 
increased thermal diffusivity prevents thermal plumes 
from being generated. The instability starts off in the 
form of the large vortices and wavy isotherms at the 
center [Fig. 3(e)], which later evolves into the sustained 
rising warm current and sinking cold current [Fig. 3(f)]. 
Interestingly the steady flow pattern consists of six rolls 
[cf. Fig 3(d)].  

 
Fig. 2 The peaking time tp, scaled by the diffusion time τdiff, 

versus reduced Rayleigh number Ra*. 

  
(a) t = 10 s, ε = 3.96×10-4 (b) t = 50 s, ε = 3.96×10-4 

  
(c) t = 15.5 s, ε = 7.29×10-2 (d) t = 70 s, ε = 7.29×10-2 

  
(e) t = 43 s, ε = 7.29×10-1 (f) t = 87.8 s, ε = 7.29×10-1 
Fig. 3 Convective pattern (temperature contour and velocity vector map) at different t and ε. 

4. Conclusions 
 We have numerically solved the RB problem of 
supercritical nitrogen along its critical isochore. Over a 
wide range of Rayleigh numbers, the convection shows 
fundamentally different patterns, the characteristic time 
of which is found to form a simple scaling relation. 
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ABSTRACT 
We present numerical simulations based on a diffuse interface model for this particular two-phase displacement that capture a 

variety of pattern forming behaviors. This is implemented by employing a Boussinesq Hele-Shaw-Cahn-Hilliard approach, 
considering the whole range of possible values for the viscosity contrast, and by including inertial effects due to the Coriolis force. 
The role played by these two physical contributions on the development of interface singularities is illustrated and discussed. 

 
1. Introduction 

Rotating Hele-Shaw flows have been the object of 
considerable interest during the last two decades. This 
particular type of confined flow offers a variation to the 
traditional viscosity-driven Saffman-Taylor problem [1]. 
It occurs when a fluid, surrounded by another of lower 
density, is located in a Hele-Shaw cell which rotates 
about a perpendicular axis.  

In this work, we consider a diffuse interface 
approach which is based on a simplified version of the 
Navier-Stokes-Cahn-Hilliard model [2-3], originally 
applied to two phase fluid flow in motionless (non- 
rotating) Hele-Shaw cells [4-5]. We extend the results 
obtained to the rotating Hele-Shaw setup, and used 
intensive numerical simulations to analyze the fully 
nonlinear behavior of the evolving inter- facial patterns. 
It is also worth mentioning that our analysis is done by 
spanning the whole range of values of the viscosity 
contrast A, and by taking Coriolis force effects into 
account.  

 
2. Physical Problem and Governing Equation 

We investigate the interfacial instability between two 
immiscible fluids in a rotating Hele-Shaw cell (Fig. 1). 
The cell has gap spacing h and turns around an axis 
perpendicular to the plane of the flow with constant 
angular velocity � . Inside the cell an initially circular 
drop (radius R0) of fluid 2 is surrounded by an outer 
fluid 1. The densities and viscosities of the fluids are 
denoted by �j and �j, respectively (j = 1, 2). We focus on 
the centrifugally-induced motion where �2 > �1, but all- 
ow the inner fluid to be either more or less viscous than 
the outer fluid. 

 

 
Fig. 1 Sketch of a rotating Hele-Shaw cell 

 
The governing equations of such a diffuse interface 

problem are based on a model proposed by Cahn and 
Hilliard [2]. In the context of a rotating Hele-Shaw cell 
system the dimensionless equations can be written as 
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Here, u denotes the fluid velocity vector, p the 

pressure, � the viscosity, and � the density of the binary 
fluid system. The phase-field variable is represented by 
c, so that c = 1 in the bulk of fluid 1 (phase 1), and c = 0 
in the bulk of fluid 2 (phase 2). The chemical potential is 
denoted by �, and f0 is a free energy. r is the radial 
position vector, and ez represents the unit vector along 
the rotation axis (z-axis). Equations (1)-(5) define the 
so-called Hele -Shaw- Cahn -Hilliard model [4-5] 

Correlations of viscosity (�) and density (�) with the 
phase-field variable c are required by the present app 
roach and are taken as 

 
[ (1 )]

1 2 1( ) , ln( )R cc e R� � � ��� �  (5)

1 2( ) (1 )c c c� � �� � �  (6)
   
Dimensionless parameters, such as the Peclet number Pe, 
the viscosity contrast A, the Cahn number C, the 
rotationally modified Galileo number Ga, and the 
(Coriolis force related) Reynolds number Re are defined 
as 
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A dimensionless rotational Bond number, can be used to 
evaluate the ratio between the capillary and centrifugal 
forces, It’s defined as 
 

/ 2 3eBo C Ga�  (7)
  

To reproduce the fine fingering structures, a highly 
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accurate pseudospectral method is employed to solve the 
streamfunction equation. Time integration is fully 
explicit by a third order Runge-Kutta procedure.  
 
3. Results and Discussion 
(A) Fingering dynamics without the Coriolis force 

In this section we introduce numerical results for 
rotating Hele-Shaw flows which neglect Coriolis force 
effects. Numerical simulations illustrating the effect of 
the viscosity contrast on the mechanisms of finger 
competition and pinch-off are depicted in Fig. 2 for 
three different values. First, we focus on the left panel of 
Fig. 2 which shows characteristic pattern morphologies 
before the occurrence of complicated pinch-off events. 

 

 
Fig. 2 Typical fingering patterns for A =�0.76 [(a) and 
(b)], A = 0 [(c) and (d)], and A = 0.76 [(e) and (f)]. The 
remaining parameters are: Pe = 9 × 103, Ga = 0.4 and C 
= 10-5 [Boe = 1.86 × 10�3]. The top (bottom) panel shows 
patterns before (after) the occurrence of pinch-off. 
   

 
Fig 3. Fingering patterns and streamlines for Pe = 9 × 
103, Ga = 1 and C = 10�5 [Boe = 7.45 × 10�4] for A = 0 
and Re = 0 [(a) and (b)]; A = 0 and Re = 1.1 [(c) and 
(d)].  
 
(B) Influence of the Coriolis force 
  We initiate our analysis of the Coriolis effects by 

examing Fig. 3. It plots fingering patterns and their 
corresponding streamlines when Coriolis force is 
neglected [Fig. 3 (a) and (b)], and when it is taken into 
account [Fig. 3 (c) and (d)]. In Fig. 3 (a) and (b) A = 0 
and Re = 0, while in Fig. 3 (c) and (d) A = 0 and Re = 
1.1. 

We conclude by presenting Fig. 4 which provides 
complementary information about the role played by the 
Coriolis effects. It plots the pattern’s interfacial lengths 
as a function of time, for different values of A and Re. In 
agreement with our previous observations we see that 
the inclusion of the Coriolis force leads to interfacial 
stabilization, resulting in shorter lengths. 
 

 
Fig. 4 Time evolution of the interfacial length L for 
various viscosity contrasts and Reynolds numbers. 
Here Pe = 9×103, Ga = 0.4 and C = 10�5 [Boe = 1.86 
× 10�3]. 
 
4. Concluding remarks 

We have presented a diffuse interface numerical 
study for the rotating Hele-Shaw problem, which has 
been implemented by utilizing a Boussinesq Hele- 
Shaw-Cahn-Hilliard (BHSCH) approach. When Coriolis 
force contributions are taken into account our numerical 
experiments clearly reveal three basic behaviors: a 
stabilized radial growth, existence of pattern phase drift, 
and development of finger bending. All these features 
are in line with what has been obtained by previous 
simulating investigations of the problem, which 
employed distinct numerical techniques. Furthermore, 
we have also verified that important topological changes 
related to finger pinch-off and emission of satellite 
droplets are significantly favored by the action of the 
Coriolis force. 
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ABSTRACT 
The present study conducts a visual observation of trajectory of topspin table tennis ball subject to initial velocity using high speed 
cameras. Trajectory, velocity, acceleration, angular velocity, and relevant parameters are reduced from the recorded image file. The 
trajectory shows a significant departure to the frictionless, irrotational ball. And the initial velocity casts an appreciable influence on 
Vx whereas the effect on Vy is quite small. A significant velocity surge is found right just impact. This is applicable for either Vx or 
Vy. Yet a significant reduction of angular velocity is observed after impact, this is applicable for either low or high initial velocity.  

1. Introduction 
Table tennis is a popular sport around the globe. One 

of the features of the table tennis sport is its wide 
spanning of ages, gender, and type of build. Regardless 
its easy playing, fast speed, spinning, diversity, 
instantaneous reactions, and relevant interactions makes 
table tennis competition a very devastating sport to 
handle. Topspin by forehand is one of the most 
aggressive shots in table tennis especially against 
backspin balls. Some world-class players can put up to 
9000 rpm of topspin on table tennis balls. 

Aerodynamics plays an essential role in every sport 
ball either being struck or thrown in the air. There had 
been some many studies concerning this subject, and 
some intensive reviews were made by Mehta [1] and 
Mehta [2]. Sports ball interacts with aerodynamics had 
been studied during the past, including tennis ball [3], 
Soccer ball [4], Volleyball [5] , Golf ball [6], Baseball [1] 
and Cricket ball [7]. Irrespective of the popularity of 
table tennis, relevant studies on this subject were quite 
limited. Notice that the table tennis ball is quite different 
from other sport ball at least from three aspects. Firstly, 
the ball is rather small and light weight and its 
interactions with air flow may be comparatively 
pronounced. Secondly, the speed of table tennis is quite 
high and the significant spinning is often incorporated 
with the high speed ball, thereby resulting in erratic ball 
trajectory. Thirdly, the table tennis ball will bounce from 
the table to and fro during completion which makes 
even more complicated interactions amid ball, table, and 
flow field. Unfortunately, the existing literatures 
associated with table tennis sport were mainly on other 
subjects such as timing and attacking [8], analysis of 
coordination dynamics [9], and kinematics of the table 
tennis [10]. In practice, the aerodynamics cast a 
tremendous impact on the table tennis game. In this 
regard, it is the objective of this study to examine its 
influence qualitatively and quantitatively. The present 
study focus on the topspin of table tennis ball using a 
service machine. The trajectory of the table tennis is 
recorded by some high speed camera, followed by some 
analysis of the measured trajectories. 

2. Method 
The experiment is conducted via direct visualization 

of the trajectory of the topspin table tennis ball using 

three Casio EX-F1 video cameras. Schematic showing 
the location of video camera and the service machine is 
shown in Fig. 1. The recoding speed of the video camera 
can at 600 pictures/s. For easier keeping track of the 
trajectory, the background of the table is covered with 
black fabric material with white net as the XY position 
map as shown in Figure 2. The edge of the right hand 
side of table is regarded as the datum of the coordinate 
system with upward and rightward as the positive 
direction. The service machine is placed 35 cm above 
and 27 cm right to the datum point, and it provides low 
and high speed topspin ball. The test balls are official 
3-star ball from Nittaku. Three independent experiments 
were conducted with each experiment testing ten balls 
for recording trajectory for each speed, followed by 
averaging the measuring results. Paint marker is placed 
around the periphery of the test ball, and detailed 
revolutions of the test ball can be examined from the 
recorded image file. The recorded image file is analyzed 
using NI Vision Development Module software. 

 
Fig. 1 Schematic showing the location of video camera 

and service machine. 

Fig. 2 Photo of the test equipment, including X/Y 
position net, table, service machine, and lighting. 

3. Results and Discussion 
Figure 3 denotes the trajectory of the top spin ball 

subject to low and high initial velocities. The angle of 
incidence of the service machine relative to horizontal 
direction is fixed at 6 degrees with respective mean inlet 
velocity being (I) 11.6 m/s (low speed) and (II) 15.8 m/s 
(high speed). The trajectory is also compared with the 
trajectory of a frictionless and irrotational ball having 
the same initial velocity, incident angle, and mass. It 
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appears that the travel distance of the spin ball is much 
shorter than that of the frictionless and irrotational ball. 
The departure amid these two trajectories increases with 
the rise of initial velocity, and the explanations are as 
follows. Firstly, the drag force is imposed on the moving 
ball which apparently reduces the traveling distance. 
Secondly, as clearly shown in the trajectory that the top 
spinning ball hits the table much quicker than the 
trajectory of the non-spin one, the results implicate a 
higher descending acceleration of the spinning ball. In 
general, sidespin causes a ball to swerve; topspin gives 
rise to dip, and backspin lift the ball upwards. For the 
present topspin ball, it is clear that Magnus effect causes 
the ball to arrive at the table much earlier. Table 1 
depicts the descending acceleration and the angular 
velocity of the flying ball in this study. Initially, the 
descending acceleration is about 22.5 m/s2 and remains 
almost the same before impact, yet a tremendous change 
of this acceleration right after the impact, but soon 
recovers almost back to its original value.  
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Fig. 3 Trajectory of the topspin ball subject to initial 
velocity and their comparisons against frictionless and 

irrotational ball. 

Table 1. Descending acceleration and the angular 
velocity of the flying subject to initial velocity 

ay (m/s2)

 Initial On Net Leaving table

Low Speed 
Vi = 11.5 m/s -22.6 -21.86 -22.29 
High Speed 

Vi = 15.7 m/s -24.6 -22.13 -23.89 
� (r/s) 

 Initial On Net Leaving table

Low Speed 
Vi = 11.5 m/s 

68.33 56.67 29.61 

High Speed 
Vi = 15.7 m/s 

87.03 85.5 59.44 

Cross [11] measured the grip-slip behavior of 
bouncing balls, including baseball, basketball, superball, 
tennis ball, and golf ball. His results indicated a sharp 
rise of reaction force in the normal direction after impact 
[11]. This consequently leads to a surge of Vy after 
impact. Also shown in the preceding discussion, the 
general trend of Vx and Vy vs. flight direction is roughly 
the same, and the variation of angular velocity before 
impact is small. For example, at a low initial velocity, 

the drop of angular velocity is about 13% whereas it is 
only 1.8% for the higher initial velocity. However, as 
clearly seen in Table 1, a sharp decline of angular 
velocity is observed after impact. In fact, for a lower 
initial velocity, the angular velocity is reduced to only 
44% of its original angular velocity after impact. Yet, 
the angular velocity is reduced to 68.3% of its original 
angular velocity after impact at a higher initial velocity. 
Again the results are in line with the nature of a topspin 
ball. As aforementioned previously that a topspin ball 
featuring a counterclockwise rotation and when it 
dropped on to horizontal table will bounce to the left. A 
higher initial velocity will assist the ball to bounce left 
further, thereby retaining more angular velocity after 
impact. The results had been also seen for a tennis ball 
[12]. 

4. Concluding remarks 
This study performs a visual observation of 

trajectory of topspin table tennis ball subject to initial 
velocity. Based on the foregoing discussions, the 
following results are concluded: 

1. The observed trajectory shows significant 
departures to the frictionless, irrotational ball due to 
Magnus force and imposed drag. 

2. The initial velocity casts an influence of Vx
whereas the effect on Vy is quite small.  

3. A significant velocity surge appears right just 
impact for either Vx or Vy¸ the formal surge 
phenomenon appears due to the nature of topspin ball 
where the latter is subject to significant reaction force. 
The surge phenomenon becomes more pronounced with 
the rise of initial velocity. 

4. Normally the angular velocity decreases slightly 
along the flight line, the deterioration is more severe 
when the initial velocity is low. However, a significant 
reduction of angular velocity is observed after impact. 
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ABSTRACT 
Mixed convection and natural convection of air in a vertical 3-D channel of finite length are investigated numerically. A quantity 

of information on the effects of flow reversal and instability phenomenon are carried out. Results obtained the heat transfer rate for 
buoyancy-assisted flow in a vertical rectangular channel with heat wall for various Richardson number and Reynolds numbers in the 
range about 1< Ri <95 and 100< Re <950.   
 
1. Introduction 

With the advancement in technology, the 
minimized electronic products with high-power density 
and the cloud computing market grow rapidly. For this 
reason, cooling of electronic equipment has been 
playing an important role on electronic system design. 
In general, air is used as a cooling fluid to remove the 
waste heat produced by electronic components. Among 
the cooling techniques which use air as a cooling fluid, 
the mixed or natural convection heat transfer techniques 
can provide suitable temperature conditions for many 
cases. 

A vast amount of literature about vertical channels 
in different situations is available [1] ~ [4], and studies 
with buoyancy-assisted flow showed that the occurrence 
of the instable phenomenon and turbulent at low 
Reynolds numbers and high Richardson numbers. 
Therefore, the topic of this study investigates variation 
of the mass flow rate accompanying with the constant 
velocities at the inlet, and analyses if the heat transfer 
efficiency is enhanced by the variant mass flow rate and 
instable phenomenon in a vertical channel. 

 
2. Physical Model 

A three-dimensional finite length channel is 
investigated in this study and shown in Fig. 1. The 
gravity g is downward and the high temperature of the 
heat surfaces is hT . Cooling fluids which possess 
uniform velocity 0u  and temperature 0T  flow into 
the channel. The boundary condition at the outlet of the 
channel is non-reflecting for saving the usage of 
computational grids.  

 

 
 

Fig. 1 physical model 

3. Numerical Method 
   The Navier–Stokes equation is indicated as follows. 

31 2pU FF FU S
t x y z�

� �� ��
� � � � � �
� � � � �

            (1)  

where �  is the preconditioning matrix derived by 
Weiss and Smith [5] and the right hand side is the 
gravity term regarded as a source term in the governing 
equation. 

For the condition of the heat transfer with high 
temperature difference, the variations of the 
compressibility and density of the fluid are considered 
without Boussinesq assumption. 

3-D Navier–Stokes equations are divided into two 
parts, which are inviscid and viscous term. Roe scheme 
[6] with MUSCL (Monotonic Upstream-Centered 
Scheme for Conservation Laws) method is used to 
compute inviscid term, and added dual-time stepping to 
resolve transient states of a low Mach number flow. 
Viscous terms are solved by the second order central 
difference. Finally, the temporal advancements are 
computed by the LUSGS [7] (Lower-Upper Symmetric 
Gauss Seidel).  
 
4. Results and Discussion 

The distributions of the mass flow rate changing 
over time at the inlet of the channel are plotted in Fig. 2. 
In the case of natural convection, the cooling fluids from 
the surrounding are induced from entrance into the 
channel by the buoyancy force. However, the mass flow 
rate at the inlet of the channel in the cases of mixed 
convection is fixed with the constant inlet velocities.  

The mass flow rate is defined as follows, 
2Q ud��                            (2) 

To investigate the heat transfer in the cases of 
different ratios of buoyancy force to inertia force, the 
Richardson number is represented by 

2/ ReRi Gr�                              (3) 
The results of the streamline for various Reynolds 

numbers are as shown in Fig. 3. In the situation of 
natural convection and Re = 950, the mass flow rate 
from the inlet is almost the same and enough for the 
ascending fluid accelerated directly to the outlet of the 
channel driven by the buoyancy force. Furthermore, the 
fluids flowing from the inlet in the other cases are not 
enough, and cooling fluids in the surroundings are 
sucked into the channel through the outlet for the lack of 
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mass flow rate.  
Fig. 4 is the variations of mass flow rate in yz-cross 

section along x-direction. Results obtained show that the 
larger magnitude of Ri , and the more cooling fluids 
flow from the outlet into the channel. Accordingly, the 
mass flow rate increases in the downstream region. 

The distributions of average Nusselt number and 
velocities in the channel are obtained in Table 1. Results 
of the study show that the heat transfer rate in the case 
of natural convection is better than the other cases. Since 
there is an abundance of the cooling fluids flowing 
through the exit into the channel at Re =100 and Re = 
200, the average Nusselt numbers at Re =100 and Re = 
200 are larger than Re = 400.     

                                                                                                        
5. Concluding remarks  
 Several conclusions are summarized as follows. 
1. Results of this study show that the heat transfer rate 

in the case of natural convection is superior to the 
other cases. 

2. Due to an abundance of cooling fluids from the 
outlet, the average Nusselt number increase at Re = 
200. 

3. The occurrence of the instable phenomenon exists as 
the ratio of maximum velocity to inlet velocity 
greater than 5.25. 
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Fig. 2 the time-varying mass flow rate at the inlet  

of various cases 

 
  
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 3 the streamlines in different situations  
 

 
Fig. 4 the variations of mass flow rate in yz-cross 

section along x-direction in different situations 
 
 

Table 1 average Nusselt numbers and magnitudes of 
velocities in various cases  

Flow Ri  Re V-inlet(m/s) V-max(m/s) Nu  

Natural  0 0.37 0.53 9.46 

Mixed 1.0 950 0.37 0.54 8.87 

Mixed 5.9 400 0.17 0.47 7.16 

Mixed 23.6 200 0.08 0.42 7.71 

Mixed 94.2 100 0.04 0.35 7.64 

X

,out netQ

Re 400  5.9
Re 200  23.6
Re 100  94.2

Ri
Ri
Ri

� �
� �
� �

� �kg s

Re = 400Re = 200Re = 100

Q
� �kg s

 (s)t

Natural Convection  
(Re = 0) 
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Manipulations of Magnetic Particle Chains in a Vibrating Field�

Yan-Hom Li,. Shih-Tsung Shen, Jay-Min Pai, Ching-Yao Chen
Department of Mechanical Engineering, National Chiao Tung University 

 Hsinchu, Taiwan, Republic of China

ABSTRACT 
This article outlines and illustrates the manipulations and mechanisms of micro magnetic particles by experimental analysis. A 
reversible micro chain consisting of several particles whose diameters are about 4.5 micro-meters is formed under a uniform 
directional field and manipulated by an additional vibrating field. The manipulability of micro chain can be potentially applied in 
MEMS system. We demonstrate the chains appear different behaviors, from rigid body vibrations, bending distortions to breaking 
failures by increasing amplitude of the vibrating field. 

1. Introduction 
The dynamics of Magnetorheological (MR) 

suspensions under rotating magnetic field has been 
studied extensively in recent years. It has been shown 
that the field induced magnetic particle chains rotate 
synchronously with the field but lag behind by a 
constant phase lag [1][2]. The dependence of the 
cross-over frequency on the viscosity of the carrier fluid 
was analyzed by applying a rotating field of constant 
amplitude on suspensions [3][4]. Some research have 
revealed simulation results of the break up type of the 
chains under rotating field with varied Mason number, a 
dimensionless ratio of viscous forces to the dipolar 
forces [5].  

In this paper, we analyze the manipulations of the 
magnetic particle chains under vibrating field. We have 
studied the vibrating and breaking types of the chains 
with different length, amplitude but constant frequency. 
We have found that the vibration of the chain can be 
separated into two types, rigid and distortion. Besides, 
depending on the vibrating phase, the rupture position of 
the chain can occur at either middle or two outer parts.   

 
2. Experimental Procedure 

The magnetorheological suspensions used in our 
experiment are water suspensions of polystyrene (PS) 
microspheres coated with iron oxide grains. The 
aqueous suspensions (Dynabeads M-450 Epoxy) 
possessing superparamagnetic behavior with no 
hysteresis or magnetic remanence was purchased from 
Invitrogen Life Technologies. The particle properties are 
listed in Table 1.  

 A schematic diagram of the relative equipment is 
shown in figure 1. For aggregating magnetic particles to 
form a chain, we applied an unidirectional magnetic 
field which was generated by a pair of coils connecting 
with a DC power supply.  Then turn on the power to 
create a steady unidirectional magnetic field. Due to the 
superparamagnetic behavior, the particles will aggregate 
to form chains under the unidirectional field. 

For creating a vibrating field, we set another pair of 
coils perpendicular to the former pair as shown in figure 
2. Connecting the perpendicular coils with the AC 
power supply which can generate sinusoidal electric 
signals to apply a vibrating field to the chain. For 
analyzing the dynamics of the particle chains under 
different vibrating field, we enhanced the strength of the 

vibrating field by increasing the amplitude with constant 
frequency until the chains breakup.  

 
Table 1. Properties of Magnetic Particles              

Category M-450 
Diameter 4.5 m 
Density 1.5 g/cm3 

Susceptibility 1.6 
 

 
Fig 1. Experimental setup, 1 computer 2 image   
recorder 3 light generator 4  movable platform 5  
metallurgical microscope 6 colorful CCD 7  coarse 
and fine adjustment 8 coils 9 DC power supply 

 

 
Fig.2 Schematic diagram of generating vibrating 
magnetic field. 
 
3. Results and Discussion 
3.1 Vibration 

Fig. 3 shows the sequential images of the chain of 8 
particles vibrating with the vibrating field of amplitude 
48.02 Oe within one period. The chains were formed by 
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a uniform directional magnetic field of 17 Oe. We found 
that the chain vibrated as rigid body and synchronously 
with the magnetic field but lag behind by a slight 
changeable phase lag. The maximum lag angle is about 
-3.04. For studying the chain deformation, we used the 
chain of 15 particles to demonstrate the bending 
distortion behavior under vibrating field of amplitude 
48.02 Oe within one period. Fig. 4 depicts the sequence 
of the distorting process of the chain vibrating with the 
field. Due to the longer length of the 15-particles chain, 
the total drags acted on it are greater than the 8-particles 
one, which resulted in the lag angle of the 15-particles 
chain with respect to the field is larger than 8-particle 
one.  
 

 
Fig. 3 Sequential images of a vibrating chain of 8 
particles under a vibrating field of amplitude 48.02 Oe 
and frequency of f=1Hz.. The blue solid line indicates 
the direction and magnitude of the magnetic field.  
 

 
Fig 4. Sequential images of a vibrating chain of 15 
particles under a vibrating field of amplitude 48.02 Oe 
and frequency of f=1Hz.  

 
3. 2 Rupture 

In order to study the rupture type of the chains, we 
increased the amplitude of the vibrating field until the 
breaking failure occurred. Based on our experimental 
results, the breaking can be classified into two 
categories by the rupture position, one is breaking at 
middle of the chain, the other is at two outer parts.  

Fig. 5 indicates the middle breaking type of the chain. 
The rupture occurred at the time of t =4/30P just after 
the initial moment. The reason is the dipolar force was 
weakest due to there in no radial component of induced 
dipolar force generated by the vibrating field apply on 
the chain at the moment. If the total radial dipolar force 
could not stand the shear stress caused by 
hydrodymanics drag, the rupture will occur at the 
middle just at moment of start to vibrate. 

Fig. 6 shows the sequential images of vibrating 
chains of 15 particles from bending distortion to 

breaking failures at two outer parts. In fig. 6, at the time 
of t=16/36P, the chain broke into three smaller chains, 
the three chains might vibrate with the field but lag 
behind by different phase angles which depend on the 
length of the chain.  

   

 
Fig.5 Sequential images of a vibrating chain of 20 
particles from bending distortion to breaking at middle. 

 

 
Fig.6 Sequential images of a vibrating chain of 15 
particles from bending distortion to breaking failures at 
two outer parts under a vibrating field of amplitude 
56.25 Oe and frequency of f=1Hz.  

 
4. Concluding remarks 

In this work, we carried out fundamental study on 
the manipulations of the magnetic particle chains under 
vibrating magnetic fields. We found two different 
behaviors for the vibrations and ruptures as well. The 
two kinds of vibrations were rigid body and distortion. 
For ruptures, the behaviors can be classified into two 
categories by the rupture position, one is breaking at the 
middle of the chain, the other is at two outer sides. The 
experimental results show that the middle ruptures occur 
at the moment just after vibrating start, but the outer 
ruptures occur at the moment just after P/4.  
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ABSTRACT
Effect of viscous dissipation on steady, laminar forced convection in hydrodynamically developed and thermally developing flow 
between parallel plates kept at equal, uniform wall temperatures is described. It has been shown that, in spite of the presence of 
unbounded swing in the local Nusselt number at certain axial locations, the wall heat transfer and the energy gain by the fluid 
continuously vary with the axial distance. The wall heat transfer differs from the energy gain by the fluid when viscous dissipation is
included, unlike the cases when viscous dissipation is neglected.

1. Introduction
Viscous dissipation effects are important in 

convection heat transfer when the Prandtl number of the 
fluid is high. Several studies appeared on the subject in 
the literature. The earliest studies on forced convective 
heat transfer through channels including viscous 
dissipation have been reported by Hwang, Knieper and
Fan [1], El-Ariny and Aziz [2] and Cheng and Wu [3].
Later, Barletta [4] considered viscous dissipation 
assuming the flow and temperature profiles as fully 
developed. Aydin and Avci [5] studied the problem
including viscous dissipation in the thermally 
developing region of parallel plate channel.
Sheela-Francisca and Tso [6] studied viscous dissipation 
effects on flow through parallel plates with constant 
heat flux conditions. No results on average Nusselt 
number or a method of calculating heat transferred up to 
a desired axial distance and the energy gain by the fluid
have been reported for duct flows when viscous 
dissipation is included.

2. Mathematical Formulation
The problem has been studied assuming laminar, steady 
flow of a Newtonian fluid. The physical model is a 
parallel plate channel of spacing L. The fluid enters with 
a temperature of Ti and the channel walls are kept at and 
Tw. Non-dimensional governing equation for 
hydrodynamically developed and thermally developing 
flow field including viscous dissipation is given by,

22

2*
dUU Br
dYX Y

� �� �� � � �� �� � � �� �� � � �
(1)

where X* {= X/Pe =x/(Pe Dh)} and Y (=y/Dh) are the 
non-dimensional axial (modified) and normal 
coordinates, U (= u/uavg) is the non-dimensional fully 
developed velocity. uavg, is the average velocity through 
the channel. � {= (T–Tw)/(Ti–Tw)} the non-dimensional 
temperature. Dh (=2L) is the hydraulic diameter. Pe the 
Peclet number is the product of Reynolds number and 
the Prandtl number, {(�� �avg Dh)/�}{�� �p)/k}. Br, the 
Brinkman number is defined by µ 2

avgu /{k (Ti – Tw)}. µ
and k are the dynamic viscosity and thermal 
conductivity of the fluid.

Equation (1) is subjected to the boundary conditions,

� = 1 at X*= 0 for    –1/4 ��Y ������
� = 0 at Y = –1/4 for all X* > 0       (2)
� = 0 at Y = 1/4 for all X* > 0

Numerical results to Eq. (1) for the conservation of 
thermal energy have been obtained for –2 ��Br ��������
for A = 1, i.e., symmetric boundary condition by 
employing the Successive Accelerated Replacement (S 
A R) scheme which has been described in Satyamurty
[7], and used in Marpu and Satyamurty [8]. Recently 
this scheme has been employed for the present class of 
problems by Repaka and Satyamurty [9]. Tw < Ti shall 
be referred to as fluid getting cooled (Br > 0) and Tw > 
Ti shall be referred to as fluid getting heated (Br < 0).

3. Results and Discussion
Complete depiction of variation of the local Nusselt 

number, Nux (= (1/�*) � �
1/ 4Y

Y�
��

� � from entry, 

thermally developing region, to the limiting condition is 
given in the detailed paper for –2 ��Br ���. The limiting 
Nusselt number value of 17.48 has been obtained for all 
Br � 0 which is close to the analytical value of 17.5 as 
reported in Barletta [4]. Nux displays an unbounded 
swing for Br < 0 at some value of X* before attaining the 
limiting value. This is not due to heat transfer becoming 
unbounded, but due to the bulk mean temperature Tb �
Tw This feature can be better understood by considering
the wall heat transfer.

Heat transferred from the walls to the fluid up to x in 
non-dimensional form, xwQ can be expressed as
{Repaka and Satyamurty [9]}, 

xwQ =4 � �
*

*
1/ 4

0

X

Y
Y dX�

� �
� �� or –4 � �

*

*
1/ 4

0

X

Y
Y dX�

�
� �� (3)

Plots of xwQ vs. X* are shown in Fig. 1(a) and (b) for 
Br > 0 and Br < 0 respectively. It is clear from Fig. 1, 
that xwQ at a given X* does vary continuously with X*

for both Br > 0 and Br < 0, there by establishing 
continuity in the wall heat transfer, even though the 
Nusselt number displays an unbounded swing for Br < 0. 
When Br < 0, xwQ reaches a maximum and decreases 
as X* further increases. The X* at which this maximum 
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in xwQ occurs corresponds to Tb� Tw, beyond which the 
heat transfer direction reverses. Further, this X*

decreases as Br decreases.
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Fig. 1 Variation of xwQ with X*

Non-dimensional heat gained (or lost) by the fluid 
xfQ , can be written as,

   xfQ = (1– �*)              (4)

where, �* is the non-dimensional bulk mean temperature 
defined as (Tb–Tw)/(Ti–Tw).

Plots of 
xfQ vs. X* are shown in Figs. 2(a) and (b) 

for Br > 0 and Br < 0 respectively. At a given X*, 
xfQ does vary monotonically with Br. 

xfQ approaches 
a constant value of less than unity for Br > 0 and a value 
greater than unity for Br < 0 for large X*. 
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Fig. 2 Variation of xfQ with X*

Further, it can be observed from Figs. 1 and 2 that 
xwQ and 

xfQ are not equal unlike when Br = 0, the case 
when viscous dissipation is neglected. In the detailed 
article, it has been shown that the wall heat transfer and 
energy gain by the fluid are related by,

  xwQ = xfQ + 48 Br X*              (5)

4. Conclusions
It has been shown that the heat transferred from the 

wall varies continuously with axial distance as well as 
with the Brinkman number even though the Nusselt 
number displays unbounded swing. Further, it has been 
established that heat transferred from the wall (fluid) to 
the fluid (wall) xwQ is not equal to the heat gain (or 
loss) by the fluid xfQ when Br �� ��� For this case, 

relation between xwQ and xfQ has been obtained.
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ABSTRACT 
  This paper presents experimental characterization of a helium round atmospheric-pressure plasma jet (APPJ). This APPJ is 

driven by a distorted sinusoidal power source having a frequency of 20 kHz. By applying 60 W of power, the jet plume is about 30 
mm in length. Electrical properties and optical emission spectra were measured. Results show that atomic oxygen, hydroxyl radical 
and NO were found in both the discharge and jet plume regions, which is important for practical bio-medical applications such as 
tooth bleaching and sterilization. 
 
1. Introduction 

In recent years, atmospheric pressure plasma has 
attracted much attention for applications such as surface 
modification, tissue engineering, sterilization and tooth 
bleaching [1], among others. Among these applications, 
tooth bleaching and sterilization of root canal by 
atmospheric pressure plasma jet (APPJ) have found 
increasingly interested because of its geometrical 
characteristics and its efficient sterilization ability [2]. 
Plasma can easily fill up an enclosed space rather than 
treating a point; and it can kill Streptococcus mutans in a 
few seconds [3]. Due to these important features, round 
APPJ is very suitable for the sterilization treatment of 
root canal and possibly tooth breaching if radicals such 
as atomic oxygen and hydroxyl radical can be generated, 
respectively, in the plume of APPJ [4]. 

Most round APPJ devices apply a co-axial type with 
powered electrode inside the tube and grounded 
electrode covered outside the tube [7]. However, since 
the electric field is directed in the direction 
perpendicular to the flow direction, the jet length is 
generally short. There are some alternative designs to 
improve the length of the jet plume or for safety reason 
by placing the both the powered and grounded 
electrodes outside the flowing tube [1, 8] or powered 
electrode inside and grounded electrode outside the flow 
tubes [9].  

In this study, we report a new helium round APPJ 
with a convergent nozzle that can generate abundant 
hydroxyl radicals and atomic oxygen in the discharge 
and post-discharge regions with extended jet plume 
length under some operating conditions 

 
2. Experimental Methods 

The schematic diagram of the experiment setup and 
the plasma plume image is shown in Fig. 1. The plasma 
device consists of five major parts: a silicon tube, a 
stainless steel tube, an aluminum tube, an aluminum 
ring and a glass nozzle. A silicon tube (6 mm outer 
diameter and 3 mm inner diameter) acts as the dielectric 
barrier layer. Powered electrode, including a stainless 
steel tube and aluminum tube, is placed into the silicon 
tube tightly with inner diameter of 1.5 mm and 0.5 mm 
respectively. An aluminum ring with 3 mm thickness is 

installed outside and at end of the silicon tube as the 
grounded electrode. The distance between the aluminum 
tube and the aluminum ring is kept as 2 mm. There is a 
glass nozzle added at the end of the silicon tube which 
can accelerate the gas flow rate to enhance the length of 
the plasma jet plume. The powered electrode was driven 
by a 20 kHz distorted sinusoidal power supply (EN 
Technologies Inc. model Genius 2). 

We used helium (99.99%) as the working gas at a gas 
flow rate of 4 slm throughout the study, unless otherwise 
specified. Corresponding Reynolds number based on the 
averaged speed and inside diameter of the tube is 1392, 
which is a typical laminar jet flow. Jet length could be 
longer than the turbulent jet length because of less 
ambient entrainment [5]. The discharge sustains at 
maximum voltage about 7.6 kV with maximum current 
about 400-600 mA. Under these operating conditions, a 
visible plasma jet of ~30 mm is generated. 
  The voltage and current waveforms across the 
electrodes of the discharge were measured by a 
high-voltage probe (Tektronix P6015A) and a Rogowski 
coil (IPC CM-100-MG, Ion Physics Corporation Inc.) 
through a digital oscilloscope (Tektronix TDS1012B). 
The optical emission spectroscopy (OES) analysis of the 
plasma jet is measured by a monochromator (PI Acton 
SP 2500) with a Photomultiplier tube (Hamamatsu 
R928), which was mounted on a mobile 3-D table. The 
OES in the discharge region is measured with a lense 
covered by a quartz plate, and the distance between the 
plate and the plasma outlet is 0.1 mm. The OES in the 
post-discharge region was measured as with the 
arrangement similar to that shown in Fig. 1. 

 
3. Results and Discussion 

Fig. 2 shows the result of input voltage and discharge 
current waveforms under the condition of 4 slm and 60 
W (the output power of power supply). Pulsed width is 
about 25 ms. Results show that the discharge current 
increases dramatically as the voltage rises and drops 
rapidly, and becomes nearly zero (extinguished) 
otherwise. The measured peak current for helium is 
about 400-600 mA and the peak voltage is about 7.6 kV. 
  Fig. 3 shows the measured OES in the range of 
180-900 nm in the discharge and post-discharge regions. 
We can clearly see that the excited species such as N2, 



－ 380 － － 381 －

 

 2 

N2+, OH, O and He are generated in the discharge 
region and are carried downstream by the flowing 
helium, although the intensities are generally much 
reduced for the latter. This tremendous reduction is 
caused by the disappearance of the electric field and 
entrainment of ambient air in the plume region. It is well 
known that these species especially O atom and OH are 
very chemically reactive; they play an important role in 
tooth bleaching and sterilization. In the discharge region, 
the H� line (656 nm) might come from the collision 
between H2O (impurity of helium tank) and electrons 
[6],  

H2O+ e  OH + H + e. 
Details of the plasma physics and chemistry involved 
can be further studied by a detailed fluid modeling, 
which is currently in progress and will be reported 
elsewhere in the near future.. 
 

 
Fig. 1 Sketch of the APPJ system 

 

 
Fig. 2 Typical current and voltage waveforms for He discharge. 

 

 
Fig. 3 OES distributions (180–900 nm) for discharge region (upper) 

and post-discharge region (lower). 
 

4. Concluding remarks 
In this paper, characteristics of a round helium 

atmospheric pressure plasma jet have been examined 
experimentally. This plasma device can generate many 
chemically reactive radicals and atoms such as OH 
radical and O atom, which are potentially very important 
for the applications in in tooth bleaching and 
sterilization. 
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ABSTRACT 
A parallel fluid modeling for simulating silane (SiH4) and gas discharge in an inductively couple plasma (ICP) source is reported. 

we consider 34 species and 58 reaction processes in the model to predict the temporal and spatial distributions of plasma properties. 
The results indicate that SiH2

- and SiH3
+ ions are the most abundant negative and positive charge species respectively. In addition, the 

most abundant neutral species are found to be H2 and Si2H6, and the most abundant radicals are H and SiH3. All the above are 
consistent with the experimental observation wherever are available 

 
1. Introduction 

In recent yests, inductively couple plasma source 
(ICPs) has become increasingly important for 
semiconductor etching and nano-material deposition 
because of its advantages such as operation at low 
pressure, controllable energetic ions, and potential of 
generating chemically active radical species. 
Measurements of plasma properties in an ICP chamber 
are generally difficult and expensive, while a plasma 
modeling can be a valuable tool for understanding 
plasma physics and chemistry. The latter can possibly 
contribute greatly to the development of plasma reactors 
or devices with improved performance at lower 
development cost. Therefore, in this study, a parallel 
fluid modeling is developed for simulating silane (SiH4) 
and fluorocarbon (CF4) gas discharges in an ICP source.  

 
 

2. Numerial Method 
We have employed a fluid modeling which includes 

the continuity and momentum equations for all species, 
and the electromagnetic, Maxwell’s equations and 
surface kinetic equations. In the case of negative plasma, 
the thin sheath near the walls was not considered in the 
simulation since the sheath thicknesses are typically 
only hundreds of micronmeter in the high density 
negative plasma for a typical ICP condition. Therefore, 
we assume that the negative plasma is ambipolar and 
quasineutral, and this method had been adopt by Hsu et 
al. [1], Ramamurthi et al. [2], and Fukumoto et al. [3]. 
Figure 1 shows the architecture of our simulation model 
that consists of many key modules. These modules 
include Chemistry Module, Geometry Module, Electric 
Field Module, Electron Module, Ion Module, Neutral 
Module, Maxwell’s Equation Module and Surface 
Kinetic Module. This simulation tool is capable of 
modeling complex reactor geometries and wide variety 
of operating conditions for a wide range of gas and 
surface chemistries. The electromagnetic field in plasma 
due to the antenna coil is obtained by solving the 
Maxwell’s equations. Only the Maxwell equation is 
described in the following here since others are the same 
as our earlier work [4] : 
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where E� is the time varying electric field in the azimuth 
direction. Note the first, second and third terms in the 
parenthesis represent the rate of change of current 
density related to plasma, coil and displacement in the 
quartz. εr is relative permittivity of quartz. The power 
dissipation in the plasma is given as 

� � � �� �� ���� � dttEtJtEtJPabs Re
2
1)()(

��
       (2) 

Previously, we have developed a parallel 
2D/2D-axisymmetric fluid modeling code for gas 
discharge simulations without the inclusion of Maxwell 
equation solver [4]. In this paper, we have modified the 
code to include the Maxwell equation solver. In our 
model, the flow convection effects have been ignored in 
very low pressure condition, and the drift and diffusion 
coefficients and rate constants related to electrons are 
functions of electron temperature. Such functional 
relations, obtained by a publicly available Boltzmann 
equation solver, BOLSIG+ [5], were prepared as a 
lookup table prior to the computer simulation. For the 
numerical scheme, the set of nonlinear coupled partial 
differential equations for the Maxwell’s equation, the 
electron energy density equation and species transport 
equation were spatially discretized and linearized using 
a finite difference method to form a system of Ax=b 
where A denotes the matrix representation of a linear 
operator, b is the right-hand-side vector, and x is the 
solution vector. We employ the combination of a 
preconditioner and the iterative Krylov subspace method 
to solve this system of discretized equations. In this 
study, we have employed LU as a preconditioner and 
GMRES for the solution of preconditioned matrix 
equation. The numerical procedure is iterated until a 
steady-state solution is obtained. 
 
3. Results and Discussion 

We have employed our validated fluid model to 
study SiH4 and CF4 plasma in gaseous electronics 
conference (GEC) reference cell with a planar coil, 
which is shown as Fig. 2. For SiH4 gas discharge, we 
consider 34 species and 58 reaction processes in the 
model to predict the temporal and spatial distributions of 
plasma properties. The results of spatial averages of 
charges shown as Fig. 3 indicate that SiH3

- and SiH3
+ are 
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the most abundant negative and positive charge species 
respectively. Fig. 4 shows that most abundant neutral 
species are found to be H2 and Si2H6. In addition, the 
most abundant radicals are H and SiH3. All the above 
results are consistent with the experiments wherever are 
available. For the CF4 discharge under the similar 
condition, we consider 10 species and 23 reaction 
channels in the model to predict the temporal and spatial 
distributions of plasma properties (Fig. 5-a ~ Fig. 5-f). 
Results show that F atom (Fig. 5-f) is the dominant 
neutral species and CF3

+ is the dominant charged species 
in CF4 discharge respectively. 
 
4. Concluding remarks 

A parallel two-dimensional fluid model using 
domain decomposition method through MPI has been 
developed to investigate the complicated SiH4 and CF4 
inductively coupled plasma. This code has been used to 
predict the distributions of plasma properties of SiH4  
and CF4 ICPs in a GEC respectively. Results show that 
simulations are consistent with experimental findings 
wherever are available. 

References 
[1] C. C. Hsu, and D. B. Graves, J. Phys. D: Appl. Phys., 

39 (2006), 3272.  
[2] B. Ramamurthi and D. J. Economou, J. Vac. Sci. 

Technol. A, 20 (2002), 467.  
[3] H. Fukumoto, I. Fujikake, Y. Takao, K. Eriguchi and 

K. Ono, Plasma Source Sci. Technol., 18 (2009), 
045027. 

[4] C.-T. Hung, Y.-M. Chiu, F.-N. Hwang, J.-S. Wu, 
Comput. Phys. Comm., 182 (2011), 161. 

[5] http://www.laplace.univ-tlse.fr 
 

 
Fig. 1 Architecture of the current simulation model 

 
Fig. 2 Configuration of cylindrical ICP-GEC chamber 

 
Fig. 3 Spatial averages of charges in SiH4 discharge 

 
Fig. 4. Spatial averages of neutral species in SiH4 discharge. 

 

 
    Fig. 5-a             Fig. 5-b            Fig. 5-c 

 
    Fig. 5-d            Fig. 5-e             Fig. 5-f 
 
Fig. 5 Profiles of (a) electron, (b) CF+, (c) CF2

+, (d) CF3
+, (e) 

F-, and (f) F atom in CF4 discharge. 
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ABSTRACT 

 Pure natural convection in a three dimensional wavy channel is studied numerically. The mass and energy flow rate are restricted by 
the temperature and geometry. By using different channel geometry, the mass and energy flow rate come to change and so is the 

Nusselt number. 
 
1. Introduction 

Natural convection has more energy conservation 
then force convection. There are many researches of 
natural convection about the flat plate flow, and some 
special geometry has the remarkable effect. The 
phenomenon at opened-ended finite length channel is a 
very important issue in both academic and industrial 
researches. Although using the Bossinesq assumption to 
solve the natural convection problem is easy and fast in 
the low temperature difference condition, it is not 
unsuitable in the high temperature difference condition. 
A compressible fluid flow is taken into consideration 
instead of renunciation of the Boussinesq assumption. 

 
2. Method 

Compressible natural convection flow in a three 
dimensional waved channel is investigated and the 
model is shown in Fig. 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The initial temperature in the channel is the normal 
atmospheric temperature  and the constant 
temperature zone  is located at four walls. 
The length, width, and height of the channel are , , 
and , respectively. 

 
 
 
 
 
 
 

 
 

The boundaries of the inlet and outlet are 
non-reflection condition. In Fig. 2 the length, y-surface 
amplitude, and z-surface amplitude of the waved zone 
are , , and , respectively. Fig.3 shown that the 
z-directional waved wall function is 

 and y-directional is also 
same. 

 
 
 
 
 
 
 
The gravity is downward and the temperature and 

pressure of the surroundings are 298K and 101300Pa, 
respectively.  

The governing equations in which the parameters of 
viscosity and compressibility of the fluid and gravity are 
considered simultaneously are shown in the following 
equations. 
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3. Numerical model 

In truly natural convection flow, its fluid speed 
slower than sound wave so use the Roe scheme 
matching preconditioning [1] method and coordinate 
transformation [2] are adapted to resolving Eq. (1) and 
transformed into the following equation Eq. (3). 
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Then use 3th order MUSCL proposed by Abalakin et 
al. [3] to compute the inviscid terms. Other derivative 
terms are solved by the second order central difference. 
Finally, use the LUSGS [4] to suitable for 
preconditioning in solving temporal advancements. 

 
4. Results and discussion 

In order to compare different geometry model, three 
models has been used, there are convex, normal, and 
concave, respectively. 

Fig. 1 convex and concave channel model 

Fig. 2 Top view of the convex and the 
concave channel model 

Fig. 3 Three types of channel boundary geometry 
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The conservations of mass are shown in Fig.4. The 

mass flow rate of the inlet and the outlet come to steady 
after 7 seconds, the difference of the mass conservation 
are both less than 8%. Although the width of the 
concave channel is narrower than normal, the mass flow 
rate of deformed channel is still larger than normal. It is 
due to that the curved wall has the larger heating zone 
than normal, and the contact time between the fluid and 
the heating wall will be longer. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 

The phenomenon of backflow at the opened-ended 
long channel in the transient process of natural 
convection is common. Fig.5 shows that some of fluid 
was been sucked from the top, and the speed of the most 
of fluid are accelerated gradually along the wall. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The mass affected by the fast flow to satisfy the 
continuous equation bringing about the backflow is 
expected. In Fig. 5, the streamline distribution at t=5s 
shows that the backflow separates main flow to the sides, 
this phenomenon also induced some cool fluid backward 
to the channel. The temperature distribution of the top of 
the channel at t=1.0 and t=5.0 shows the heat exchange 
is stronger than vicinity. In Fig. 6, the deformed channel 
has larger Nusselt number than normal at some positions 
which located at the curve peak inside the channel. 
 

Table 1.  The average Nusselt number and total mass 
flow rate at different types 

 
Type convex normal concave 

Amplitude(m) 0.004 0 -0.004 
Average Nu# 9.89 10.15 9.32 
Energy flow 

rate(W) 
5.28 5.07 4.49 

 
The average Nusselt number and energy flow rate was 

shown in the following equation Eq. (4) and 
(5) ,respectively. 

 ����
A

dxdydtyxNu
At

Nu ),(11  (4) 

 )()( wallwall TTA
l
kNuTTAhq ���� ���  (5) 

 
 
 
 
 
 
 
 
 
 
 
 
5. Concluding remarks 
1. Deformed channel mass flow rate is larger than 

normal. 
2. Although concaved channel has more mass flow 

rate than normal, the Nusselt number is lower. 
3. Waved channel provide the extra area for heat 

exchange but the eddies will appear in the concave 
zone inside the channel when the amplitude ( ) 
up to 0.01m, that will reduce the Nusselt number. 
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Fig. 4 The mass flow rate of the inlet and the outlet 
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Fig. 7 the eddy and temperature contour of 
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ABSTRACT 

Pattern formation in both a miscible and an immiscible ferrofluid system are experimentally investigated. The experiment is 
performed by immersing a thin ferrofluid droplet in a cylindrical container, overfilling it with a nonmagnetic miscible/immiscible 
fluid, and applying an in-plane radial magnetic field. Visually striking patterns are obtained whose morphologies change from 
circular at a zero field to complex starburst-like structures at finite field. Proper rescaling of the experimental data indicates that the 
time evolution of the droplets’ area increments obeys a universal 4/3 (1) power law behavior for a miscible /immiscible drop. 

 
1. Introduction and Experimental Setup 

An interesting aspect is the close connection 
between the radial magnetic body force and centrifugal 
forces [1,2]. This offers the promise of a magnetic 
analogue for spin coating processes[3,4], in which the 
actual rotation of the system is not required. The 
phenomenon of spin coating, the flow of a thin liquid 
film spreading on a rotating horizontal surface, is a topic 
of considerable scientific and practical importance. In 
this context, it is of fundamental importance to find 
ways to predict and control the shape of emergent 
patterns. In this study, we investigate a system 
consisting of an immiscible or a miscible thin ferrofluid 
drop subjected to a radial magnetic field. The focus of 
our study is to identify the influences of surface tension 
to the pattern selection mechanism by comparing the 
results between a miscible interface and its immiscible 
counterpart. 

We examine the time evolution of its effectively 2D 
interface of a ferrofluid droplet subjected to a radial 
magnetic field, as the experimental setup shown in Fig. 
1. An initially circular ferrofluid droplet is placed on the 
bottom of a flat, horizontal cavity. A radial field Hr is 
generated by a pair of coils in an anti-Helmholtz 
configuration. The time evolution of the interface is 
directly recorded from above by a charge-coupled 
device (CCD) camera, providing an upper view of the 
situation.  

 
2. Results and Discussion 

For a miscible droplet, as shown in Fig. 2, the 
magnetic effects work to activate the rising of the tiny 
initial peaks at the diffusing interface. On top of 
magnetic and diffusive effects, the variations of 
viscosity and magnetic force lead to a locally varying 
convective motion of the fluids, leading to the rising of 
numerous long, thin spikes. As to an immiscible droplet 
with the effects of surface tension, our experimental 
results suggest a great resemblance to regular spin 
coating for thin ferrolfuid film spreading [3,4], where 
centrifugal force is replaced by a radial magnetic body 
force, as shown in Fig. 3. They also demonstrate the 
feasibility of a novel magnetically tuneable pattern 
selection mechanism by first applying a field 
perpendicularly and then a radial field, as shown in Fig. 
4, which provides a predicable way to obtain symmetric 
shapes with a specific number of fingers. The 

thicknesses of expanding fluid layers, represented by the 
grayscale intensity, without/with the presences of 
surface tensions are demonstrated in Figs. 5 and 6, 
respectively, and show apparent distinctions. The 
ferrofluids are preserved mainly at the central region 
under a miscible condition (Fig. 5). On the contrast, the 
surface tension existing between an immiscible interface 
provides a barrier, and leads to mass accumulation at the 
rim (Fig. 6). A interesting behavior can be found if we 
consider the time evolution of the area increment A� , 
defined as the difference between the time-dependent 
area A, and its value at t = 0. Fig. 7 plots the evolutions 
of dimensional area as well as the dimensionless area 
increment 'A� . We can see that the memory of initial 
conditions is lost for larger times, and that the evolution 
of 'A�  is universal defining a regime where both 
larger and smaller droplets follow a common power law 
behavior �A'~t’�, where �=4/3. Similar asymptotic 
behaviors are found in immiscible conditions as shown 
in Fig. 8. Nevertheless, the power scale of decreases to 
�=1 due to the constraints of surface tension. 

 
3. Concluding remarks 
 In this work we have described the behavior of a thin 
ferrofluid droplet experiences a radial magnetic field 
and therefore spreads, forming starlike patterns. The 
rapid outward growth is driven by magnetic forces, 
which act against the stabilizing viscous contribution. 
Within this scenario a universal 4/3 power law behavior 
is found for the long time evolution of the droplets’ area 
increments. As to an immiscible system, in which the 
ferrofluids are exposed under air, the interface appears 
much more stable because of the constraint of surface 
tension and the power law scale is reduced to 1.  

 
FIG. 1: Scheme of the experimental setup. 
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FIG.. 2: Snapshots of top views for a miscible droplet 
with a diameter of d=5.12 mm and H0=147 Oe. 
 

 
FIG. 3: Time evolution of ferrofluid drops subjected to a 
purely radial magnetic field (d=7.70mm and H0=288 Oe). 
 

 
FIG. 4: Time evolution of a ferrofluid drop subjected 
first to a perpendicular magnetic field, and then to a 
purely radial field (d=7.5 mm and H0=211 Oe). 
 

 
FIG. 5: Distribution of the grayscale intensity Ig 
(thickness of fluid layer) along the y-axis for miscible 
conditions of (a) d=5.12 mm, and (b) 3.27 mm. 

 
FIG. 6: Distribution of the grayscale intensity Ig for 
immiscible conditions in (a) a pure radial field, and (b) 
perpendicular then radial fields. 
 

 
FIG. 7: Expanding area of miscible drops in dimensional 
form (left) and the dimensionless area increment (right). 
 

 
FIG. 8: Dimensional expanding areas of immiscible 
drops (a), and dimensionless area increment (b). 
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ABSTRACT 

With the improvement of the life quality, the noise induced by aeroacoustic becomes one of the most important and complicated 
problems of the noise control. This study will develop simulation method to analyze and reduce noise problems. Firstly, this study 
will use CFD software to construct the simulation way of jet field and acoustic field under three different velocities. Secondly, it will 
simulate transient flow field and spectrum. Finally, it will optimize and analyze the caliber and velocity of secondary jet of 
Dual-Stream Jet which is the most common way to reduce jet noise in industry.  
 
 
1. Introduction 
  The discipline of acoustics, which is a study of 
pressure waves in fluids, is intimately related to fluid 
dynamics. Many sounds those are technologically 
important in industrial applications are generated by and 
propagated in fluid flows.  
  Generally, acoustic problems can be divided into 
structure-born acoustic and air-bone aeroacoustic. For 
solving the above problems, Lighthill[1] proposed a 
brilliant method named Lighthill analogy to resolve the 
aeroacoustics. The content of Lighthill analogy is that 
the acoustic source is calculated by CFD and substituted 
it to the Lighthill equation to compute the acoustic 
propagation. The Ffowcs Williams and Hawkings(FW-H) 
equation by Williams et al.[2] adopts the most general 
form of Lighthill’s acoustic analogy, and is capable of 
predicting sound generated by equivalent acoustic 
sources. 

In order to solve the jet acoustic noise control 
problem, an asymmetric parallel secondary stream is 
used and exactly reduced the overall sound pressure 
level of jet acoustic. 
 
2. Physical model and Numerical method 

A three dimensional jet model shown in Fig. 1 is used 
to simulate the steady and transient flow field and 
acoustic field. By adopting k-ε and LES turbulence 
model and FW-H acoustic model, the results of acoustic 
quantities as the overall sound pressure level (SPL) and 
power spectra are solved. 
   The FW-H equation cab be written as: 
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where 

iu  = fluid velocity component in the x direction 

nu  = fluid velocity component normal to the surface 

iv  = surface velocity components in the x direction 

nv  = surface velocity component normal to the surface        

)( f� = Dirac delta function 
)( fH = Heaviside function 

The inlet boundary condition for jet flow velocities are 
10m/s, 30m/s and 50m/s, and outlet boundary condition 
is pressure boundary where atmPP � .The timestep size 
is set to 2.5x10-5s. 
 
 

 
 

Fig. 1 Physical model of jet flow 
 
 

 
Fig. 2 The sound pressure spectral of jet flow 

 
3. Results and Discussion  

By using LES turbulence model with 10% turbulence 
intensity for different Reynolds number (1300, 3900 and 
6500 for inlet velocity 10m/s, 30m/s and 50m/s), the 
results of sound pressure spectral are shown in Fig.2. 

50m/s 
30m/s 
10m/s 
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We can see for aerodynamically generated noise, it does 
not have any distinct tones, and the sound energy is 
continuously distributed over a broad range of 
frequencies. With the increasing of the Reynolds 
number, the overall sound pressure level increases for 
74.4dB, 90.8dB and 100.9dB. 
  To reduce the jet acoustic noise, an asymmetric 
parallel secondary stream is used to reduce the velocity 
and pressure gradient between the jet flow and the static 
fluid. 
  With different diameter ratio of primary and 
secondary streams and different velocities of secondary 
stream, the highest sound pressure level of the flow field 
is changed. 

Fig. 3 indicated the sound pressure level of primary 
jet velocity 10m/s. As a result, in some situations the 
sound pressure level decrease compared to the original 
model. However, for some cases, the sound pressure 
level slightly increased. 

We can see also in Fig. 4 and Fig. 5, the sound 
pressure level changed and decreased. To summarize, 
there is an optimized situation for reducing the jet 
acoustic noise by adopting the velocity of secondary 
stream for half of the primary stream, and it will reduce 
almost 20% of the acoustic noise. 
 
4. Concluding remarks 
1. By increasing the velocity of jet flow, the acoustic 
noise is increased, and the jet acoustic noise is a 
broadband noise source. 
2. The acoustic noise is generated by the velocity and 
pressure gradient of the fluid field. 
3. To reduce the jet acoustic noise, an asymmetric 
parallel secondary stream is used. 
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Fig. 3 The sound pressure level of dual-stream jet for 
primary jet velocity 10m/s  

 
 

 
 

Fig. 4 The sound pressure level of dual-stream jet for 
primary jet velocity 30m/s  

 
 

 
 

Fig. 5 The sound pressure level of dual-stream jet for 
primary jet velocity 50m/s  
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ABSTRACT 

The present work deals with the application of the finite volume method (FVM) to solve a radiative transport problem in a 2-D finite 

cylindrical enclosure containing an absorbing, emitting and scattering medium with its top boundary subjected to collimated radiation. 

Heat flux and temperature distributions are computed for the effects of various values of the extinction coefficient, the scattering 

albedo and the radius ratio. Results are compared with those available in the literature. A good agreement has been found. 

 
1. Introduction 

Radiative transport in a participating medium is a 

volumetric phenomenon. Owing to its dependence on 

polar and azimuthal angles, the governing radiative 

transport equation turns out to be an integro-differential 

one. Compared to the other two modes of heat transfer, 

viz., conduction and convection, the analysis of 

radiative heat transfer in a cylindrical geometry is 

difficult. Analysis of thermal radiation in cylindrical 

geometry has plenty of applications in science and 

engineering. Depending upon the applications, the 

boundary of the participating medium can be subjected 

to diffuse radiation filed, in which case, the emitted 

radiation from the concerned boundary is direction blind, 

or it can have collimated loading in which the incident 

radiation enters the medium at a particular angle. As the 

collimated radiation source travels through the medium, 

it attenuates and the attenuated component manifests in 

the form of the diffuse radiation. Thus, with collimated 

radiative loading, the radiation in the medium consists 

of both collimated and diffuse components, and the 

governing radiative transfer equation has to account for 

the both. Further, the radiative loading at the boundary 

can be a continuous one or short-lived as in the case of 

pulse radiation transport. But whatever be the case, the 

analysis of the collimated radiation transport forms the 

basis of all and is the most general one. FVM [1,2] is a 

widely used numerical radiative transfer method, 

however, its application to radiation transport in a 2-D 

cylindrical enclosure subjected to collimated radiation 

source is scarce.  The objective of the present work is, 

therefore, to extend the usage of FVM [1, 2] to analyze 

radiative heat transfer in 2-D cylindrical enclosure 

subjected to collimated radiation. 

 

2. Formulation 
Let us consider a cylinder containing participating 

medium as shown in Fig. 1(a). Its top boundary is 

subjected to collimated radiation of intensity 0I . The 

radiative heat transfer in cylindrical medium is governed 

by  

[ ] [ ] [ ]
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are direction cosines in the r, ϕ and z directions, 

respectively. Here the total source composed of two 

parts 
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Integration of Eq. (1) over the control volume and the 

control solid angle as shown in Fig. 1(b) results   
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To relate the facial intensities and the angular edge 

intensities to the nodal intensities, we use step scheme. 

  

Fig. 1 (a) Schematic of the cylinder subjected to 

collimated radiation (b) 2-D control volume in front 

view. 
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Using step scheme, for first quadrant, the nodal intensity 

can be calculated as follows 
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(5) 

After calculating the intensity distribution in entire 

computational space, the collimated and the diffused 

incident radiations are calculated as follows 
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where N
θ

and N
φ

are the number of divisions in 

angular and azimuthal space. Collimated radiative flux 

and the axial diffusive radiative flux are calculated as 

follows: 
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3. Results and Discussion 

In this paper, all results are presented in 

non-dimensional form and for grid and ray independent 

situations.  

 
Fig. 2 Effect of the aspect ratio on axial heat flux. 

To validate our result, we consider the problem, in 

which the top boundary of the cylinder is subjected to 

collimated radiation (Fig. 1(a)) and for extinction 

coefficient 1.0β = the medium is fully scattering. Axial 

heat flux at the bottom of the cylinder has been 

compared with [3] for different aspect ratios 0

0

2r

Z
γ = . 

For extinction coefficient 1.0,β =  and aspect ratio

0

0

1.0,
2r

Z
γ = =  effect of scattering albedo on the 

incident radiation at the outer surface of the cylinder is 

given in Fig. 3. 

 
Fig. 3 Effect of scattering albedo on incident 

radiation. 

Effect of extinction coefficient on incident radiation 

at just one node before the center of cylinder has been 

studied for aspect ratio 1.0γ = and scattering albedo

1.0ω = in Fig.4. 

 
Fig. 4 Effect of extinction coefficient on incident 

radiation. 

 

4. Conclusions 

Radiative heat transfer in a two-dimensional 

cylindrical medium subjected to collimated radiation 

was studied using the FVM. Distributions of heat flux 

and incident radiation were studied for the effects of 

extinction coefficient, the scattering albedo and the 

aspect ratio. FVM was found to provide good results for 

analysis of radiative heat transfer dealing with 

collimated radiation 
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ABSTRACT 
Compressible natural convection in a three dimensional tapered chimney with the heating wall is investigated numerically. A 

chimney is composed of three main parts, a large pedestal, a convergent duct and a small extending duct. In general, the increasement 
of the average Nusselt number accompanies with the decreasement of the cross section area. The present study is concerned with the 
velocities and the heat transfer rate affected by the variant geometries in the chimney and the effects of buoyancy forces on the flow 
pattern.  

 
1. Introduction 

It is well-known that the structure of the chimney is 
indispensably used in the high temperature systems of 
combustion, pollution control, ventilation, etc. That the 
importance of practical application of the chimney is 
indisputable is the main reason for the study of heat 
transfer mechanisms of the chimney still received lots of 
attentions. 

Lots of papers [1] ~ [3] had already adopted a two 
dimensional models to investigate the subject of thermal 
and flow mechanisms in the convergent duct and 
obtained available results. Regretfully, the effect of 
neighboring convergent walls on the thermal and flow 
mechanisms is hard to be taken into consideration in the 
two dimensional model. A previous study [4] had 
studied the forced convection in a three dimensional 
tapered chimney and revealed the unique characteristic 
of the effect of the neighboring convergent walls on the 
thermal and flow mechanism in the chimney. However, 
the characteristic is hardly investigated in the situation 
of the natural convection in the three dimensional 
tapered chimney. The aim of the study is investigating 
thermal and flow phenomena of natural convection in a 
three dimensional tapered chimney. 

 
2. Physical Model 

 
Figure 1 Physical Model 

 
   A three dimensional tapered chimney regarded as a 
physical model is shown in Fig.1. Lengths of the 
pedestal, tapered duct and extending duct are 1l , 2l and 

3l , respectively. Widths of the pedestal and extending 
duct are 1d  and 2d , respectively. The tapered angle is 

�  and the cross section of the chimney is square.  
The gravity g is downward, and the temperature 

and pressure of surroundings are 298K and 101,300Pa, 
respectively. The temperature of the heat surfaces is 
constant and equal to hT . The boundary condition at the 
inlet and outlet of chimney is non-reflecting for saving 
the usage of computational grids. From a point view of 
application, two different tapered angles of 30 and 45 
degrees are selected. 
 
3. Method 

Schemes of Roe, preconditioning[5] for resolving 
compressible flow under a low Mach number situation
dual time stepping and MUSCL (Monotonic 
Upstream-Centered Scheme for Conservation Laws)
coordinating LUSGS[6] (Lower-Upper Symmetric 
Gauss Seidel) are adopted to resolve 3-D Navier–Stokes 
equations. Methods of algebraic grid generation and a 
non-reflecting boundary condition are used to execute 
coordinates transformation and decrease the 
computational domain, respectively. Furthermore, 
Boussinesq assumption is no longer used and the 
compressibility of fluid is considered instead. 
 
4. Results and Discussion 

In Fig. 2, the distributions of velocity U on the 
different cross sections. At the inlet AB , fluids are 
sucked from the outside and it causes the velocities of 
fluids in the central region are faster than those near the 
wall region decelerated by the wall. At the cross section 
of CD , since the effect of buoyancy force on the 
velocity of fluid begins to appear, the velocities of fluids 
in the region between the central and near wall regions 
are faster than those in the two neighboring regions. At 
the cross section of EF , the cross section area is just 
contracted that naturally caused the velocities of fluids 
at this location to be accelerated. The smaller cross 
section area leads the corner region to be more easily 
affected by the heat walls. As a result the velocities of 
fluids in the corner region are slightly faster than those 
in the other regions. At the outlet of GH , the high 
velocities of fluids apparently gather in the near wall 
region because of buoyancy effect that causes the 
thickness of velocity boundary layer in the corner region 
to be thinner than that in the other regions. This 
phenomenon is advantageous to the heat transfer 

x

z

z

y
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mechanism. 
 

 
    (a)AB            (b)CD 

 
  (c)EF            (d)GH 
Figure 2 Distributions of velocity U on different cross 

sections. ( 46.04 10Ra � � / 6� �� ) 
 

 
Figure 3 Distributions of local Nusselt number on the 

different lines. ( 46.04 10Ra � � / 6� �� ) 
 
In Fig. 3, the definition of YNu  is shown as 

follows. 

1

0 0

( )
( )Y

h

d TNu k T
k T T n

�� �� � �� �� �
                (1) 

Generally, local Nusselt numbers distributed on the 
inlet line have the larger magnitude than those on the 
other location. Meanwhile the influence of buoyancy is 
not apparent yet, in the corner region the drag resistance 
caused by neighboring walls is larger than that in the 
central region. Then the local Nusselt number YNu  

becomes small in the corner region. Since the line EF  
is located at the end of tapered duct, the cross section 
area is contracted and the flow velocity is accelerated at 
this location. This phenomenon causes local Nusselt 
numbers distributed on this location to be enhanced 
relative to thosed distributed on the line CD . At the 
outlet GH , the cross section area is constant in the 
extending duct and local Nusselt numbers distributed in 
the central region are decreased and smaller than those 
distributed on the line EF . However, close to the 

corner region the influence of the increment of the 
buoyancy force induced by neighboring heat walls is 
more effective than that of the increment of drag 
resistance likewise induced by neighboring heat walls 
on the acceleration of fluid flow. As a result, local 
Nusselt numbers close to the corner region are larger 
than those of the central region. 

 

 
Figure 4 Distributions of average Nusselt number 

in the various cases 
 

Fig.4 is the comparisons of average Nusselt 
numbers in different situations and the numerical 
correlation of average Nusselt number. The definition of 
average Nusselt number of the whole heat surface 
expressed as follows. 

1
x y

A yL L
Nu Nu dydx

A
� � �                     (2)  

The trends of distributions of average Nusselt 
number in the situation of the same Raleigh number are 
similar, but the magnitudes of average Nusselt numbers 
of the tapered angle of / 6�  are slightly larger than in 
the tapered angle of / 4� . 
 
4. Concluding remarks 
The main points may be concluded as follows. 
1. In this study, the optimal situation for heat transfer 

rate is the condition of / 6� �� . 
2. Due to the buoyancy effect, the fluids flow 

accelerated near the wall region causes the 
thickness of velocity boundary larger in the corner 
region. The heat transfer mechanism is enhanced by 
this phenomenon. 
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ABSTRACT 
Computational simulation of methane-air dielectric barrier discharge at high pressure and temperature is conducted for 
plasma assisted combustion. The effect of ambient pressure on streamer dynamics is successfully simulated with 
considering photo ionization. Furthermore, generation characteristic of chemically reactive species under different 
pressure and temperature was shown.  
 
1. Introduction 

The plasma assisted combustion has been especially 
paid attention in aerospace and automobile engineering. 
Most of the experimental studies and analyses are 
typically carried out at pressures close to 1 atm. For the 
practical application of the plasma assisted combustion, 
it is essential to understand the radical generating 
process with streamer propagation and also to clarify the 
chemical kinetics under high pressure, especially for the 
application to internal engines.  

In this study, a computational simulation of 
methane-air dielectric barrier discharge is conducted to 
clarify the effect of ambient pressure and temperature on 
streamer dynamics and chemical kinetics in methane-air 
DBD.  

 
2. Governing Equations and Computational 
Conditions 

Following continuity equations for electrons and 
ions with drift-diffusion approximation are solved 
coupled with Poisson’s equation:   

 ���
�� � � � �� � ��� (1)

 �� � ������������ � ������ (2)

 � � ����� � �������
�

 (3)

where ��  , �� , �� , �� , �� , �� ,  are the number 
density, flux, source term, charge, mobility and diffusion 
coefficient for species k, respectively. E, � and � are 
electric field, permittivity and electric potential, 
respectively. Charged particle fluxes are given by the 
Scharfetter-Gummel formulation. The electron transport 
properties and rate coefficients are given as a function of 
reduced electric field and they are obtained by solving 
Boltzmann’s equation for the electron energy 
distribution.  

The rate of photoionization in a gas volume is 
included in the source term in equation (1). In this study, 
two-exponential Helmholtz model was employed for 
photoionization of oxygen. The photoionization 

processes in O2 are caused by the radiation in the wave 
range 98 – 102.5 nm. The radiation in this range is 
produced by the radiative transitions from three singlets 
of N2 ������ ������������������ ) to the ground state 
(������.�  

The self-biased potential on the dielectric surface is 
calculated by Gauss’s law, assuming a constant electric 
filed in the dielectric. The secondary electron emission 
probability by ion impact on a surface is given as 0.01.  

The composition ratio of methane-air mixture 
is ��� ��� ��� � ��� �� � . The chemical kinetics of 
methane-air mixture studied in this work includes 
processes with participation of species of N2,  
��������� , �������� , �������� , ���������� , N2 
������ ������������������ ), ��� , O2, �������� , 
���������, O, ���, ��������� ����� ����������, O3, CH4 
CH3, CH2, ����, ����, ����, ��, H, ���, OH, HO2, 
CH2O, CH3O and electron. 

The chemical kinetics of methane-air mixture 
studied in this work is based on that developed in the 
model described in except for the reactions associated 
with argon. Moreover, the O atom decay processes 
through recombination with oxygen resulting in ozone 
formation, � � �� � � � �� � �  and also through 
recombination with ozone,  � � �� � �� � ��  are 
incorporated. It was shown from the sensitivity analysis 
that the increased atomic oxygen loss rate in 
methane-air occurs primarily due to reactions of H 
atoms and CH3 radicals, in particular � � �� �� �
��� ��, �� � ��� � �� � ��, ��� � ��� � ��� �
���, and � � ��� � � � ����.  These reactions are 
also taken into account. In addition to that, the following 
reactions of OH production and decay are also 
considered; �� � ��� � �� � ��� , ��� � ��� �
�� � ���� , ���� � �� � ��� � ���� , and 
� � �� � � � ��.  
Figure 1 shows the computational domain and initial 
electron distribution. Only the grounded electrode is 
covered with quartz glass ( � ��� � � ) with the 
thickness of 0.8 mm. The flat powered electrode 
(cathode) and grounded electrode (anode) are separated 
by 2.05 mm. The voltage on the powered electrode has a 
stepwise change to -8.0 kV for 1 atm and -18.0 kV for 3 
atm. For the initiation of electron avalanche, local  
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Fig. 1 Computational domain and initial condition. 

 

Fig. 2 Radical generation process during positive 
streamer propagation at 3 atm and 300 K with  

applied voltage of -18.0 kV.  
seed charges consist of electron and ��� were given by 
a Gaussian distribution only in the vicinity of powdered 
electrode. The peek number density of initial seed 
charges are ��� � ��������� at the powered electrode 
on the symmetric axis. 
 
3. Results and Discussion 

Figure 2 shows the distribution of electron, oxygen 
radical, CH3 radical and ozone during positive streamer 
propagation at 3 atm and 300 K with stepwise applied 
voltage of -18.0 kV. These chemical species play an 
important role in plasma assisted combustion. The 
propagation of streamer accelerates toward the cathode 
due to high electrical filed around the streamer head 
induced by locally high concentration of positive charge. 
This locally high concentration of positive charge is 
caused by the difference in the mobility and drift 
direction between positive ions and electron. Oxygen 
radical and CH3 radical are rapidly produced at the 
streamer head mainly due to high energy electron impact 
dissociation by induced high electrical field. Then, they 
gradually increase behind the streamer head with 
quenching of electronically excited N2 by O2 and CH4. 
On the other hand, ozone is produced only behind the�  

 
(a) 

 (b) 
Fig. 3 Generation characteristics of (a) oxygen radical 

and (b) ozone.  
streamer head by the three body reaction; � � �� �
� � �� � � as can be found at t = 7.08 ns. 

Figure 3 shows the volume averaged mole fraction 
of oxygen radical and ozone in computational domain at 
t = 20 ns. The initial gas number density is the highest at 
3 atm, 300 K and it is 3 times higher than that at 1 atm, 
300 K. In the case of 3 atm, 500 K, the initial gas 
number density is 1.8 times higher than that at 1 atm, 
300 K. The operation range of initial reduced electric 
field strength (E/N) shifts lower values for higher gas 
number density, although the required applied voltage 
increases for high enough E/N. For a given E/N of ~200 
Td, generated oxygen radical and ozone increases with 
initial gas number density. This is because the higher 
initial gas number density is, the more electron impact 
ionization occurs under high enough E/N. High 
frequency electron impact ionization creates highly 
concentrated electric field around the streamer head. 
Therefore, radicals are efficiently produced there 
through electron impact reaction even at lower initial 
E/N.  
 
4. Concluding remarks 

Computational simulations of CH4/air dielectric 
barrier discharge with photo ionization at high pressure 
and temperature conditions were successfully conducted 
for plasma assisted combustion. Streamer dynamics and 
radical generation process during positive streamer 
propagation were clarified in detail. 
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ABSTRACT 

In this study, simulation of gas discharges in a plasma-enhanced chemical vapor deposition (PECVD) chamber using silane/hydrogen 

as precursors for a-Si:H thin film deposition is presented. A 2D finite volume fluid modeling code was developed for solving  the 

densities of all species and electron energy density, in which the electrostatic and electromagnetic filed was obtained by Poisson’s 

equation and Maxwell’s equation respectively.  

 

1. Introduction 
In the pass decade, amorphous silicon thin film has 

found wide applications in transistors, liquid crystal 

displays, light emitting diodes, thin film solar cell, 

among others. Especially, the solar module is one of the 

fastest growing markets in the world since it is one of 

the feasible alternative energy sources to the oil crisis 

and nuclear energy. Because of the cost reduction 

requirements in the fabrication process, the use of 

large-area plasma source, such as Plasma Enhanced 

Chemical Vapor Deposition (PECVD), becomes popular 

than others source (e.g., ICP and ECR), in which the 

plasma uniformity is strongly related to local current 

and magnetic source. PECVD process has been 

demonstrated as an effective fabrication tool in thin film 

deposition. There are, however, several challenges for 

large-area PECVD process, which include: 1) the 

nonlinear plasma system could not easily scale up based 

on the knowledge from the small area plasma chamber; 

2) the difficulties of measurement inside a plasma led to 

the inefficient chamber design process; 3) the role of 

species and their complex chemistry reactions occurred 

in gas discharges were unclear; 4) the standing wave in 

the chamber, caused by the high-frequency RF power 

source, leads to highly non-uniform film deposition. The 

above issues could be addressed more easily using 

large-scale simulation owing to the recent rapid 

development of high-performance computer technology 

and numerical schemes. 

Kushner [1] studied the chemical kinetics in a 

PECVD using Ar/SiH4/H2, which included the important 

species observed from experiments. The electron impact 

reaction rate coefficients and electron distribution 

function (EEDF) were obtained by a time-dependent 

Monte Carlo calculation. Gallagher [2] purposed a 

simplified homogeneous plasma chemistry model where 

particles primarily grow from SiH3
-
 anions and SiHm 

radicals. Bhandarkar et al. [3] developed a 

zero-dimensional chemical kinetic nucleation model in 

which linear and cyclic silicon hydride species 

containing up to ten silicon atoms were considered. The 

ion density was assumed as a constant proportional to 

the RF power. A 1D fluid model for describing a 

silane/hydrogen discharge was developed by Nienhuis et 

al. [4], in which a 1D fluid model was used by 

incorporating silicon hydrides SinHm containing up to 12 

silicon atoms. A set of plasma chemistry, including 24 

species and 37 reactions, were considered. In brief 

summary, 1D or 2D simulations help understand the 

temporal and spatial plasma properties. However, 

plasma chemistry and problem size has to be reduced if 

simulation needs to be controlled in an acceptable 

runtime.  

Many studies had shown that the standing waves 

take place when the chamber size is compatible to or 

larger than wavelength of applied power source [e.g, 8]. 

Generation of standing waves in a PECVD chamber 

leads to non-uniform thin film deposition, which is one 

of the serious problems in the related industry.  

In recent years, the advancement of 

high-performance parallel computing and numerical 

scheme has opened a window of opportunity to 

overcome the challenges mentioned above and 

understand the plasma discharge though large-scale 

simulations.  

In this study, we demonstrate a parallel 2-D fluid 

modeling for silane/hydrogen gas discharge considering 

the solution of the Maxwell’s equation. A Maxwell’s 

equation solver using cell-centered finite volume 

method is proposed and implemented, which is still in 

progress. More results will be presented in the meeting. 

 

2. Numerical Method 

The governing equations considered in fluid 

modeling include the continuity equations with 

drift-diffusion approximation for all charged species, the 

continuity equations for neutral species, the electron 

energy density equation, in which the electric field 

induced by applied power source and spatial charged is 

determined by the Poisson’s equation and the Maxwell’s 

equation solvers. The initial background gas densities 

and flow convection effects are obtained by a neutral 

Navier-Stokes solver developed by Hu et al. [9]. The 

drift and diffusion coefficients and the rate constants 

related to electrons are functions of the electron 

temperature, which are obtained by integrating either the 

experimental collision cross section, or the EEDF from 

the solution of the Boltzmann equation solver such as 

the BOLSIG+ [10]. All model equations are discretized 

by using backward Euler’s method on the temporal 
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domain and cell-centered finite volume with the 

Scharfetter-Gummel scheme for the mass fluxes on the 

spatial domain. To ensure stability when larger time 

steps are used, linearization in time is applied for the 

source term of Poisson’s equation and linearization in 

electron energy density and transport coefficients for the 

source terms of electron energy density equation. All 

discretized fluid modeling equations are solved by 

PETSc package [11], which is portable through MPI, a 

standard in message passing interface. Details of fluid 

modeling including its parallel performance will be 

presented in ICFD 2011 conference [12]. 

The electric field, which results from a liner 

superposition by applied power source, current densities 

and spatial charges, is calculated by the Poisson’s 

equation and Maxwell’s equation solvers. The electric 

filed induced by time independent static spatial charge is 

calculated by the Poisson’s equation. The electric field 

driven by power source and spatial current densities is 

obtained by solving Faraday’s and Ampere’s laws, 

which are discretized by using 4
th

 order Runge-Kutta 

method in time and cell-centered finite volume scheme 

in space. The sum of the electric field from the the 

Poisson’s equation and Maxwell’s equation 

self-consistently coupled with fluid modeling equation 

by space charges and current densities throughout the 

simulation. 

We had employed a set of silane/hydrogen plasma 

chemistry consisting 15 species and 28 reaction 

channels. The plasma chemistry includes: electron 

impact dissociative ionization, electron impact 

vibrational excitation, electron impact dissociation, 

electron attachment, electron impact ionization, as well 

as the reactions with SinHm (n=1~4). The electron 

impact reaction rate coefficients were, as mentioned 

above, obtained by BOSIG+, while the gas phase 

reaction rate coefficients were from the first principle 

quantum chemistry calculation. 

In this study, simulation conditions included: 1) a 

chamber pressure of 600 mtorr; 2) a square glass plate 

with a size of 20x20 cm; 3) a substrate temperature of 

250°C; 4) a gap distance between showerhead and 

substrate of 10 mm and 5) an inflow rate ratio of silane 

to hydrogen as 80:50 sccm. Note the plasma is powered 

by a 27 MHz radio-frequency power supply. 

 

3. Results and Discussion 

Figure 1 shows the cycle averaged radical species 

SiH2 and SiH3, which are most important radical species 

for a-Si:H deposition without considering the standing 

wave effect. The fluxes of radical into the substrate are 

uniform except at the edge of substrate, where the 

stronger electric field slightly increases plasma density 

and induces higher flux of radicals. We know the 

deposition rate strongly correlated to the radical fluxes 

into the substrate, and most of the researches using fluid 

modeling treat the surface reaction by fitting the sticking 

coefficient with experimental results. However, the 

mechanism of deposition also can be understood by ab 

intio quantum chemistry calculation, which is currently 

in progress. 

Figure 2 shows the preliminary result of the 

Maxwell’s equation solver in solving the EM wave 

caused by a standing wave in a square cavity made of a 

perfect conductor at various phases of a cycle. The 

simulation conditions are 1) cubic cavities with length 5 

m surround by perfect conductor. 2) the initial wave was 

at frequency 60 MHz, wave length 5 m, and electric 

field amplitude 1 V/m in y-direction. The non-reflection 

boundary condition for wave propagation is currently 

implemented and will be applied to simulate a real 

PECVD in the near future. More results will discuss in 

ICFD2011 conference. 

 

4. Concluding remarks 
We have demonstrated a 2D chamber-scale 

simulation of a realistic silane/hydrogen PECVD 

chamber using the developed parallel fluid modeling. 

The simulation shows that uniformity of film deposition  

can still be obtained with a power source having a 

frequency of 27 MHz. However, standing wave problem 

will arise with increasing frequency of power source and 

destroy the uniformity of the film deposition. Addition 

of a time-dependent Maxwell’s equation solver into the 

fluid modeling is currently in progress to understand this 

important effect when large-area PECVD process is 

employed for thin-film deposition. 
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Figure 1 Cycle averaged radical species SiH2 and SiH3. 

 
Figure 2 Standing wave in a perfect conductor cavity at 

0, 0.2, 0.5 and 0.7 of cycle. 
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ABSTRACT  
In a mechanistic model of flow-accelerated corrosion (FAC), one of the steps affecting the FAC rate is the mass transfer of ferrous 
ions from the oxide-water interface to the bulk of the flowing water.  This step is dominant under alkaline conditions and high 
temperature, an environment frequently occurring in nuclear power plants.  The intensity of this step is described by mass transfer 
coefficient, which, in turn, predominantly depends on local flow characteristics.  Therefore, those flow characteristics play a 
dominant role in the local FAC rate distribution.  An example of an FAC rate distribution is presented. 
 
1. Introduction 

Flow-accelerated corrosion (FAC) causes wall 
thinning in carbon steel piping and equipment under 
water flowing conditions.  Although the secondary side 
of nuclear power plants is more affected, piping and 
equipment on the primary side are also susceptible to 
FAC.  

Mechanistic models of FAC assume that ferrous ions 
form at the metal-oxide interface, diffuse through the 
oxide layer, and are transported to the bulk water by 
convective mass transfer.  Convective mass transfer 
explains the role of flow in FAC and is the focus of this 
paper.  

 
2. Transport Phenomena in FAC 
2.1 Mechanistic Models 

Mechanistic models of FAC presume that there are 
three consecutive steps involved [1] in the transport of 
ferrous ions and, generally, any of them can control the 
FAC rate, see Fig. 1: 
(a) The electrochemical oxidation of metal atoms to 

form ferrous ions at the metal surface. 
(b) The diffusion of ferrous ions in the water through 

the porous oxide layer and precipitation of the 
ferrous ions in the inner sublayer as well as 
dissolution in the outer sublayer of the oxide layer. 

 The convective mass transfer of ferrous ions from 
the oxide-water interface to the bulk of water.

   METAL  OXIDE LAYER WATER 

c w 

c b 
Ferrous ion local concentration 

DOMINANT 
PHENO-
MENON: 

MASS 
TRANSFER 

DOMINANT 
PHENOMENA: 

ELECTRO-
CHEMICAL 
REACTIONS 

DOMINANT 
PHENOMENA: 

DIFFUSION AND 
PRECIPITATION 

 
Because the solubility of magnetite changes through 

the oxide layer as a function of crystal size, ferrous ions 
precipitate into magnetite crystals in the pores where 
crystals are small (the inner sublayer) and magnetite 
crystals dissolve in the outer sublayer where crystals are 
large. 

Diffusional mass transfer of ferrous ions occurs 
through the pores in the oxide layer and the pore size is 
of the order of a small fraction of a micrometer.  The 
mass transfer resistance of this step depends on the size 
of the pores, flow path, and the thickness of the layer.  
The available information on this mass transfer rate is 
limited.   However, it is expected that this mass 
transfer resistance is not rate limiting for small oxide 
layer thicknesses.  Convective mass transfer of the 
ferrous ions in the water depends mostly on the local 
flow characteristics and is discussed below. 
2.2 Mass Transfer of Ferrous Ions 

The mass flux of ferrous ions transported from the 
oxide-water interface to the bulk water is written as 

 
NFe=MTC*(cw-cb)  (1) 

 
where NFe is the mass flux of ferrous ions (kg/m2s), 
MTC is the mass transfer coefficient for ferrous ions 
(kg/m2s), cw is the concentration of ferrous ions at the 
water-oxide interface (kg of ferrous ions/kg of water) 
and cb is the concentration of ferrous ions in the bulk 
water (kg of ferrous ions/kg of water).  

The MTC depends predominantly on the 
hydrodynamics near the oxide-water interface.  In 
two-phase flows (steam-water), mass transfer occurs 
only in the liquid because steam does not dissolve 
ferrous ions.  Therefore, the part of the interface that is 
occupied by steam is void for mass transfer.  However, 
the presence of steam affects the hydrodynamics near 
the interface and increases the MTC.  The net effect is 
typically an increase in mass transfer rate, especially for 
low and intermediate steam qualities. 

The mass flux of ferrous ions could be calculated 
from the above equation if the concentration difference 
were known.  This difference, however, is a function of 
the transport phenomena in the oxide layer and it is 
impossible to predict from first principles.  Therefore, 
Equation (1) cannot be used directly for FAC rate 
predictions in a general case. 
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2.3 Mass Transfer Coefficient 
The MTC depends predominantly on flow 

characteristics and weakly on the properties of the water 
and the diffusing species.  Among flow characteristics 
are velocity, steam quality (or void fraction) in 
two-phase flows, upstream turbulence level, local 
geometry, upstream component, and surface roughness 
of the inside surface.  Steel properties, especially 
chromium content, affect the mass flux of ferrous ions 
by changing the concentration of ferrous ions at the 
water-oxide interface. 

The best known dependence of FAC rate based on 
plant artefacts is that on flow velocity and the velocity 
exponent is 1.0.  Literature MTC correlations for a 
rough wall indicate that the velocity exponent varies 
between 0.8 for low Reynolds numbers and 1.0 for very 
high Reynolds numbers. Because over time, an initially 
smooth surface becomes rough as a result of FAC, a 
correlation for rough wall should be used for power 
plant applications. 

In power plant applications, flows measured by 
Reynolds numbers are very high and reach tens of 
millions.  Almost all literature correlations of MTC are 
valid for much smaller ranges, e.g., typically below 
100,000 and rarely exceed 500,000.  Expanding the 
range of an MTC correlation beyond its tested range can 
lead to significant errors. 

The MTC is also affected by the local turbulence 
intensity, which in turn, is affected by the upstream 
turbulence level and the geometry; see [2] for an 
example of increased turbulence downstream of a turn. 

Despite some claims that shear stress at the wall 
plays a role in FAC rate, this hypothesis has not been 
proven.  The apparent success in predicting the FAC 
rates results from an analogy between the momentum 
transfer (represented by the wall shear stress) and mass 
transfer (represented by the mass flux) [3]. 
2.4 FAC Rate Under Power Plant Conditions 

Although theoretical models help understand the 
degradation mechanism and predict FAC rate, it is not 
possible to rely on predictions only.  Under power plant 
conditions, components experience changes due to 
operational cycles and other abnormal conditions, e.g., 
start-up and shutdown, power maneuvering, partial 
power, and system aging.  The FAC rate measured for 
artefacts is a sum of all these changes.  In complex 
geometries, the flow pattern is not known, especially 
under two-phase flow conditions and in many others, 
even the flow rate is not known enough, e.g., in vent 
lines.  Also, flow patterns and MTC correlations are 
not well known for large piping.  Correlations for MTC 
derived for small Reynolds numbers and applied for 
power plant conditions can have an error measured by a 
factor of two or three for single-phase flows and even 
larger for two-phase flows. 

 
3. Example of FAC Rate in a Bend 

An example of local distribution of FAC rate 
measured on a 2.5-inch bend after 12.5 effective full 
power years in service under alkaline conditions 

together with a numerically predicted distribution of 
MTC is shown in Figures 2 and 3.  More details for the 
bend and its environment are elsewhere [4].  The 
agreement of the distributions is very good. 
 

 
 

 
 

 
4. Concluding Remarks 

Under nuclear power plant conditions (alkaline water 
and high temperature), the local flow characteristics, 
expressed by the mass transfer coefficient, determine the 
distribution of the local FAC rate. 
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ABSTRACT 
A prediction equation for Liquid Droplet Impingement (LDI) erosion rate is proposed using numerical result of fluid/solid coupled 

simulation and a simple dimensional analysis of primary factors of flow and material. The prediction equation contains dependencies 
of droplet impact velocity, droplet diameter, acoustic impedance, and damping effect of liquid film etc..   

 
 
1. Introduction 

It is important for the safety of piping systems in 
nuclear power plant to evaluate accurately Liquid 
Droplet Impingement (LDI) erosion caused on the inner 
pipe wall. In this study, a prediction equation for LDI 
erosion rate is proposed by means of fluid/solid coupled 
simulation and a simple dimensional analysis of primary 
flow and material factors, and the validity is discussed 
comparing with previous works [1,2].  

 
2. Fluid/Solid Coupled Simulation Method 
    In order to simulate high speed phenomena of a 
liquid droplet impact on flat surface, the governing 
equations based on the compressible gas-liquid 
two-phase medium for flow and homogeneous isotropic 
elastic medium for material are simultaneously solved.  
The details of governing equation and numerical scheme 
used have been described elsewhere [3,4]. The boundary 
condition on the flat surface between fluid and solid is 
imposed by acoustic impedance matching. Figure 1 
shows an outline of initial condition with and without 
liquid film. Liquid and gas phases consist of water and 
vapor, and carbon steel is used as elastic solid phase.  
Present 3D calculation is performed only in the 1/4 
plane symmetric region.  

 
 
 
 
 
 
 
 
 
 

 
 
 

 
Fig. 1 Outline of initial condition 

. 
3. Results and Discussion 
   Figure 2 shows maximum pressures at cental  
impact point and on contact edge for droplet diameter d 
=0.1mm. These maximum pressures are almost 
proportional to droplet impact velocity, though the 
gradient for contact edge is about 1.5 times larger than 
that of central impact point. The gradient for 2D culcula- 

 
Fig. 2 Maximum pressures at cental impact point and on  

contact edge (d = 0.1 mm) 
 

-tion is somewhat overestimated. 
   Damping effect of liquid film is shown in Fig. 3 for 
various droplet impact Mach number M and ratio of 
liquid film thickness h to d. Maximum pressures at 
central impact point are exponentially decreased with 
increase in h/d and decrease in M.  

 
Fig. 3 Damping effect of liquid film thickness 

 

 

 
Fig. 4 Definition of impulsive elastic volume 

 
    Next, we focus on the elastic volume deformed 

 

Liquid  
Film  
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impulsively after droplet impact. Figure 4 shows the 
impulsive elastic volume ve in which the maximum 
equivalent stress (σeq)max is beyond the yield stress σY = 
205MPa. The elastic volume inside the black line is 
found in and around the impact point. In Fig. 5, the 
maximum equivalent stress larger than σY clearly 
appears though (σeq)max decreases with increase in h/d.  

 
Fig. 5 Damping effect on maximum equivalent stress 

 
Fig. 6 Relation of impulsive elastic volume and droplet  

diameter (V =400m/s) 

 
Fig. 7 Relation of impulsive elastic volume and droplet  

impact velocity (d=0.1mm) 
 
   In Figs. 6 and 7, the impulsive elastic volume ve with 
and without liquid film is indicated against droplet 
diameter and impact velocity. Dependency of d and V on 
ve is indicated that their indexes tend to increase with h.  
   Here, consider LDI erosion rate m� by a dimensional 
analysis of primary flow and material factors.  

iNvm ��  (1) 
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d
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RR d
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where, ER = ρcV 2/ εc σB cs , and assume pB�� . 

For n1=2 and Fs=1,  2432 )()( sc cpVdc ��� �  (3) 

For n1=2.5 and Fs=1, 5.20.535.2 )()( sc cpVdc ��� �  (4) 

For n1=2.8 and Fs=1, 8.26.538.2 )()( sc cpVdc ��� �  (5) 

In the case of dry surface, three equations (3), (4) and 
(5) for ν respectively correspond to those of Sanchez[2] 
for impact velocity dependency, Heymann[1] for 
material hardness dependency, and Wilson[5] for 
acoustic impedance dependency. Then, the droplet 
diameter dependency on v is still held d3. In the case of 
wet surface with liquid film thickness h, a following 
formula for Fs is suggested, assuming that v can be 
evaluated through impulsive elastic volume ve which is 
obtained by the present numerical simulation, as 

�
�
�

�
�
� ��� 32 )M(M)(exp n

th
n

s d
haF

 
(6) 

However, a constant ɑ , indexes n2 and n3 should be 
validated using laboratory experimental results and/or 
practical wall thinning data. Further, if liquid film 
thickness changes due to

 
successive droplet impact, h/d 

can be considered to depend on Re and We.
 

WeRe,2fd
h
�  (7) 

Table 1.  Notation of physical properties 

m� : Erosion rate [m/s] 
ν : Erosion volume per one droplet [m3] 
Ni : Droplet impact frequency per unit area [m-2s-1] 
ρ : Droplet density [kg/m3]      
d : Droplet diameter [m] 
V : Impact velocity [m/s]      
c : Sound velocity of liquid [m/s] 
µ : Liquid viscosity [Pa s]          
h : Liquid film thickness [m] 
p : Hardness of material [-]         
εc : Critical strain [-] 
cs : Sound velocity of material [m/s]           
σ : Surface tension coefficient [N/m] 
σB : Tensile strength [Pa] 
ER : Energy ratio of droplet impact to strain [-] 
M : Droplet impact Mach number [-] 
Mth: Threshold velocity Mach number [-] 
Re : Droplet Reynolds number [-] 
We : Droplet Weber number [-] 
Fs : Function of liquid film damping [-] 
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ABSTRACT 
The principal heat exchanger in a nuclear power plant is called a steam generator. Heat exchanger tubes transfer heat 
from the primary loop to the secondary loop to produce steam. Eddy current inspection techniques are used routinely 

for detecting and characterizing steam generator tube degradation.  Multifrequency eddy current (EC) systems are used 
for detection and diagnosis of all degradation types. This paper presents a system for automated analysis of multi-

frequency array probe EC data for the detection of vibration induced u-bend wear (fretting) in power plants.
�
1. Introduction 
Heat exchanger tubes are used in a variety of 
industries, including power stations, 
petrochemical plants and oil refineries, for 
transferring heat to fluid circulating outside the 
tube.  The principal heat exchanger in a nuclear 
power plant is called a steam generator as shown 
in Figure 1. Tubes within the steam generator 
serve to transfer heat from the primary loop to 
the secondary loop to produce steam. The steam 
is then employed to operate the turbines.  The 
tubes are typically made of Inconel Alloy 600 or 
Alloy 690.   

Figure 1. Steam Generator of a nuclear 
reactor

The tube bundle is supported by support 
structures, distributed along the length of the 
tubes.  
The steam generator tubes are exposed to harsh 
environmental conditions such as high 
temperatures, high pressures and high fluid flow 
rates.  Chemical reactions, mechanical vibrations 
and material transformations under these harsh 
conditions result in various types of tube 
degradation [1].  These include mechanical 
fretting and wear between tube and tube supports 
(caused by flow induced vibrations), outer 
diameter stress corrosion cracking (ODSCC), 
pitting, volumetric degradation, primary water 
stress corrosion cracking (PWSCC), and inter 
granular attack (IGA).  

2. Eddy current inspection techniques 
Eddy current inspection techniques are used 
routinely for detecting and characterizing steam 
generator tube degradation.  Multifrequency 
eddy current systems, employing a variety of 
probe designs, are capable of acquiring the 
necessary data to allow detection and diagnosis 
of all degradation types [2]. Not surprisingly, the 
interpretation of SG tube eddy current inspection 
data can be challenging.  Conventional eddy 
current data analysis is carried out by human 
data analysts.  Analysts utilize their vast 
experience in reviewing the impedance plane 
trajectory, amplitude and phase of the signal, and 
other factors in each channel to make a decision. 
The sheer volume of data and the desire to 
minimize plant downtime, however, makes 
automated data analysis schemes very attractive. 
The application of consistent and reliable 
automated analysis techniques to achieve 
improved detection, classification, and 
characterization results is increasingly becoming 
the norm in the nuclear power industry [3].  
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3. Automated analysis of eddy current data 
This paper presents a system for automated 
analysis of multi-frequency array probe eddy 
current (EC) data for the detection of vibration 
induced u-bend wear (fretting) in actual power 
plants.  The data is first calibrated and then 
processed using appropriate mixing algorithms 
to suppress signal components generated by 
support structures. A moving average filter 
followed by a median based threshold filter is 
applied to eliminate any artifacts and noise in the 
mixed data. Regions of interest (ROIs) are then 
detected using a combination of adaptive 
thresholding and morphological processing 
schemes. Features such as amplitude, phase and 
correlation coefficient (flaw length) are then 
extracted from each of ROI and classified as 
“defect” or “no defect” using a simple rule-base.
The presentation will describe the details of 
various steps involved in automated processing 
and analysis of the data. Results obtained by 
processing real field data from power plants will 
be presented. Initial detection results are 
tabulated in Table 1.  Effort is currently 
underway to reduce the number of false calls. 
Classification results obtained as a result will be 
presented at the conference. 
�
Table 1. Detection results of vibration induced 
U-bend fretting in actual power plant  

No. Number 
of 
Tubes

Total 
Flaws

Detected False
Calls 

1 33 8 8 9 
2 19 11 11 6 
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ABSTRACT 
This paper is concerned with a monitoring system for pipe wall thinning using electro-magnetic acoustic transducer (EMAT). The 

precise measurements using electro-magnetic acoustic resonance method (EMAR) are verified both for calibration test specimens of 

carbon steels (SS400) and for test pipes fabricated to simulate a growth of wall thinning. The experimental results showed good 

agreement with detection results of ultrasonic testing (UT). The several critical issues are discussed for the practical implementations 

of on-line monitoring system. 
 
 

 
1. Introduction 

Recent progress on condition monitoring (CM) has 
attracted attention in improving system reliability and 
decreasing human error influences. CM plays in 
essential roles in developing extensive instrumentation 
of measurement equipments and together with better 
performance for analyzing condition data. In this paper, 
a CM system for pipe wall thinning using 
electromagnetic acoustic transducer (EMAT) is 
considered. The proposed system provides no contact, 
highly resolvable measurements, and remote capability 
of inspection procedures [1]. First, the precise 
measurements using electromagnetic acoustic resonance 
method (EMAR) [2] are verified both for calibration test 
specimens of carbon steels (SS400) and for test pipes 
fabricated to simulate flow accelerated corrosions 
(FAC). In the final part, the several critical issues are 
shown for practical implementation of on-line 
monitoring.  
 
2. Measurement Method 

Our experimental apparatus is composed of an 
EMAT, a pulser-receiver, an A/D converter and a 
computer as shown in Fig. 1. The sensor consists of two 
permanent magnets with 10 mm width each and single 
coil with 10 mm diameter with 80 turns. Thickness 
measurements by EMAR method can be evaluated by 
sound velocity and a peak interval (Δf) with respect to 
the frequency 

                            (1)

From Eq. (1), it ca be recognized that EMAR allows 
high accurate thickness sizing since the thickness T is 

inversely proportional to the peak interval Δf. 
Throughout our experiments, the burst waveform of the 
excitation voltage of 800Vpp is added to EMAT by 
pulsar. Exciting time is taken as 100µs, and the range of 
sweeping frequencies is set as 1MHz to 3MHz. In Fig. 2, 
we admit the detecting accuracy was up to 0.1 [mm] for 
SS400 [3]. 
 

 
Fig. 1 Experimental setup 

 

 
Fig. 2 Thickness resolution by EMAR 

 
3. Detection of Graduated FAC Level 

In our research, we made numerous test pipes that 
were fabricated to simulate the axial growth of wall 
thinning. As shown in Fig. 3, six 2B-sch80-STP370 
pipes were tested for this purpose. The extents of axis 
were taken as ‘a’ = 30, 60 and 120 mm with the 
maximum thinning depth ‘b’ = 0.5 and 1.0mm. Figure 4 
shows estimating sizing results of the sample specimens 
by EMAT. It can be verified that the sizing accuracy of 
thickness measurements was within 0.3 [mm]. The 
extent and location of corrosion can be accurately 
detected. These results showed good agreement with 
detection results of UT. 
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Fig. 3 Test pipes with graduated level of FAC 

 

  
(a) Thickness (b) EMAT and UT 

 

 
(c) Extent and location 

Fig. 4 Detection of graduated level of FAC 
 
4. Characterization of Locally Thinning Profiles 

A 2B-sch80-STP370 pipe was tested and the 
corrosion shape was fabricated to simulate FAC with a 
locally thinning profile. The extent of FAC was taken as 
‘a’ = 120 mm with the maximum thinning depth ‘b’ = 
1.0mm. Figure 6 depicts sizing results for the sample 
specimen. The region of wall thinning could be 
accurately detected by EMAT. For the purpose of the 
comparative discussions, the conventional UT 
techniques were also performed. These detection results 
showed good agreement with detection results of UT.  

 
5. Critical Issues 

There are many critical issues for the practical use of 
the proposed method. The feature of real FAC is the 
locally distributed and the surface of FAC is 
characterized by scaly profile. This is considerable 
problem for thickness sizing. Experimental tests were 
examined for the sensitivity analysis [4]. 
   In the real plant, temperature inside the pipe might 
be extremely varied day and night. This is one of the 
considerable problems for on-line monitoring. From (1), 
the thickness sizing by EMAR affects the sound 
velocity. The surface temperature must be measured at 
the grid point of thickness measurements. 
 

 
Fig. 5 Test pipes with locally thinning profile 

 

  
(a) Measurements by EMAT 

 

  
(b) Measurements by UT 

Fig. 6 Characterization of local profiles 
 
6. Conclusions 

Effectiveness and feasibility of monitoring system 
for pipe wall thinning using EMAT were reported. 
Verification tests were implemented based on thickness 
measurements at grid points on the outer surface of pipe. 
Test pipes with mock FAC were provided for our 
laboratory experiments. These experimental results 
showed good agreement with detection results of UT. 
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ABSTRACT 
Turbulent mass transfer is one of the key factors on the evaluation of flow accelerated corrosion (FAC), and the mass transfer in the 
straight pipe can be obtained using the analogy with the turbulent heat transfer. In this research, we proposed a method to evaluate the 
mass transfer at the turbulent region such as elbow and the downstream of orifice when the effective friction velocity is used, in 
which the turbulent velocity near wall surface is taken into account. STAR CCM+ code is used to evaluate the velocity profile in the 
viscose sublayer of turbulent region, and geometry factor correlations were evaluated for turbulent region. 

1. Introduction 
Pipe-wall thinning is important for plant safety, and it can 

be also important for maintenance management because the 
management of pipe-wall thinning can affect the periodic 
inspection schedule. 

The major causes of pipe-wall thinning are Flow 
Accelerated Corrosion (FAC) and Liquid Droplet Impingement 
Erosion (LDI). FAC occurs. FAC is the phenomenon in which 
the corrosion becomes extremely fast due to turbulent mass 
transfer of fluid flow at the locations where turbulence is 
strong such as elbows, T-junctions, the downstream of an 
orifice or valve, and reducers. It can occur when the pipe 
material is the carbon steel. Erosion occurs when the high 
speed droplet attacks the pipe wall, or when very high impact 
pressure is produced due to the bubble collapse of the 
cavitation. 

Turbulent mass transfer, which is one of major factor of 
FAC, is almost clarified for the simple flow such as the 
developed flow in the circular pipe. It can be obtained using 
Chilton-Colburn’s analogy of mass transfer and heat transfer. 
On the other hand, the turbulent mass transfer at the turbulent 
region such as elbows and the downstream of an orifice is not 
clarified.

In this report, we proposed a method to evaluate the mass 
transfer at the turbulent region. 

2. Modeling of Mass Transfer at the Turbulent Region 
2.1 Modeling of Mass Transfer of the developed flow in the 
circular tube 
     In general, it is said that there is an analogy between the 
heat transfer and the mass transfer from the wall surface. There 
are some models to show the analogy. It is said that 
Chilton-Colburn’s analogy[1] is simple and agrees well to 
experimental results. 
     Chilton-Colburn[1] showed from the experimental data 
of heat and mass transfer as follows:  

� � � � � �3/13/1 Re1Re2 cshru SSPNf ����� �  (1) 

where Nu is Nusselt number ( � ���
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number, �s is the concentration at the interface, Re and Sc is 
Reynolds number and Schmidt number expressed as: 
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     Blasius’s friction factor expressed as: 

4/1Re0395.02/ ��f    (3) 
is applied to eq.(1), then  
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On the other hand, the following Dittus-Boelter’s empirical 
formula is used as heat and mass transfer evaluation of 
xperimental:  

3/18.0Re023.0/ ch SDkdS ��   (5) 
The equation is quite similar form with eq.(4). 
The above relation can be shown theoretically to some 

degree[2]. From the friction loss formula, the following 
equation can be derived: 
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where d is the diameter of the pipe, Um is the averaged flow 
velocity, �� /y� the nondimensional location, and d is the 
thickness of viscose sub-layer. 

     Sherwood number is defined by: 
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where � � � �avssc ����� ��� /  is the nondimensional 
concentration. 
     From eqs.(6) and (7), we can obtain the following 
equation:  
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where the boundary layer thickness can be expressed as: 
3/1�� Scc

�
�    (9) 

From the above analysis, the part of the latter half of 
eq.(1) can be obtained. The part of the former half of eq.(1) 
can be also obtained from the similar analysis for turbulent 
heat transfer. 

Equations (1) and (6) shows that the mass transfer is 
proportional to the wall shear stress. Though it is a rough 
discussion, when we assume the isotropic turbulence, then 

2uvuturbw ������ ����   (10) 
It shows that the mass transfer can be proportional to the 
turbulence energy. 

2.2 Modeling of the turbulent region 
In the above discussion, mass transfer of the straight 

tube is obtained, but when we consider the pipe wall thinning, 
we need to evaluate the mass transfer of the turbulent region 
such as the elbow and the downstream of the orifice. Yoneda et 
al.[3] takes the turbulent velocity profile near wall surface, in 
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which the slope is higher than the general 1/n power low, into 
account, and they defined the following effective friction 
velocity: 

� �� �
wall

e dy
ucucudU 21 ���

� ��   (11) 

     The mass transfer coefficient of the straight tube is 
expressed as follows: 

d
DSck ��� Re�    (12) 

The mass transger coefficient at the turbulent region, ke, is 
obtained from: 
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     To develop the prediction code of FAC, it can be 
convenient to obtain the ratio of the thinning rate of the 
turbulent region to the straight tube beforehand by using 
eq.(13).
     To analyze the mass transfer at the turbulent region, 
STAR-CCM+ ver.4.04 is used. If the wall function is used, we 
cannot obtain the mass transfer at the turbulent region. So, 
realizable k-� two layer model is used as a turbulent model, 
and the first mesh from the wall is set in the viscous sub-layer. 

3. Flow Field and Mass Transfer 
The valu of � and c1 are assumed to be 0.88 and 0.4, 

respectively. 
Figure 1 shows the averaged flow velocity and the mass 

transfer coefficient. In the case of elbow, the mass transfer of 
the ventral side is higher, which coincides with the tendency of 
the FAC.  

When the geometry factor is obtained from eq.(13), it 
becomes less than 2. Geometry factor was obtained by Keller, 
and one of the downstream of orifice was obtained by 
Nakamura et al.[4] experimentally, and the value obtained by 
them is higher than the analytical results of eq.(13).  
     We looked at the several experimental data, and found 
the region where FAC hardly occurred in the low mass transfer 
condition. So, we assumed the threshold mass transfer 
coefficient, below which FAC hardly occurred. Figure 2 shows 
the concept. As a first step, the ratio of threshold mass transfer 
coefficient to the mass transfer coefficient of straight tube was 
assumed to be 0.7 so that the geometry factor can be close to 
six when the ratio of orifice diameter to the internal diameter 
of the pipe is 0.5. 
     The geometry factor of the elbow is shown in Fig.3(a) as 
a function of the ratio of the bending diameter of the elbow to 
the internal diameter of it. It shows that the geometry factor is 

decreasing with the ratio of the bending diameter of the elbow 
to the internal diameter of it, and the effect of Reynolds 
number can be small. Figure 3(b) shows the result of the 
orifice.  
     Table 1 shows the correlation equations of geometry 
factors of several turbulent equipments including elbow from 
eq.(13).

4. Concluding remarks 
We proposed a method to evaluate the mass transfer at the 

turbulent region such as elbow and the downstream of orifice 
when the effective friction velocity is used, in which the 
turbulent velocity near wall surface is taken into account. 
STAR CCM+ code is used to evaluate the velocity profile in 
the viscose sublayer of turbulent region, and geometry factor 
correlations were evaluated for turbulent region. The validity 
of the correlation equations will be confirmed based on the 
experiment and the plant data in the future. 
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Fig.2 Concept of threshold mass transfer coefficient(3).
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Fig.3 Examples of Geometry factors(3).

(b) Downstrema of orifice. 

Table 1 Correlation of geometry factor for piping elements(3).
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ABSTRACT 

In this paper, the mechanism of asymmetric pipe-wall thinning behind an orifice in a circular pipe is studied by PIV 
measurement for the velocity field and naphthalene sublimation method for the mass transfer coefficient. An attention is placed on 
the variations of velocity and mass flux under the combined effect of swirling flow and orifice bias. The present measurement 
indicates that the flow field becomes asymmetric about the pipe axis due to the influence of swirling flow and orifice bias, which 
contributes to the asymmetric distribution in the mass transfer coefficient behind the orifice.  
 
1. Introduction 

Pipe wall thinning in actual pipeline of nuclear 
power plant is an important topic of interest for safety 
management and maintenance of aged power plants. The 
flow accelerated corrosion (FAC) is known as one of the 
causes of the wall thinning in the prototype pipelines of 
nuclear power plants. This phenomenon often occurs in 
the flow behind an orifice [1], which is due to the 
acceleration of the mass transfer of the wall material by 
the flow turbulence, though the mechanism is still not 
clear.  

The pipeline accident in the Mihama nuclear power 
plant in 2004 was known to be caused by FAC. Most 
interesting point is the asymmetric thinning in one of the 
pipelines behind an orifice. In order to understand the 
physical mechanism of asymmetric pipe-wall thinning 
in the pipeline, various studies have been carried out in 
literature [2-4], but the mechanism has not been fully 
clarified yet. 

One of the causes of the asymmetric pipe-wall 
thinning can be caused by the appearance of asymmetric 
flow, which can be induced by the influence of the 
orifice bias. The velocity measurement in a square pipe 
behind an orifice shows that the asymmetric flow occurs 
even if a small bias of 0.8% of the side length exists in a 
square pipe [3]. According to the standard of the steel 
pipe, the maximum allowable eccentricity of the 
pipeline is known to be 0.8% of the pipe diameter. 
Therefore, the flow asymmetry behind the biased orifice 
may trigger the development of the asymmetric flow 
behind the orifice, which results in the asymmetric 
pipe-wall thinning in the prototype pipeline. On the 
contrary, the prototype pipeline in a nuclear power plant 
is composed of many curved sections, so that another 
topic of interest is the influence of the swirling flow 
caused by the secondary flows through the 
three-dimensional pipe loop. Therefore, the combined 
effect of the swirling flow and the orifice bias on the 
asymmetry of the flow behind an orifice has to be 
studied to discuss the causes of the asymmetric 
pipe-wall thinning in the prototype pipeline [4]. 

The purpose of this paper is to study experimentally 
the velocity field and mass flux in a circular pipe behind 
an orifice under the combined effect of swirling flow 
and orifice bias. 
 
2. Experimental Method 

The velocity measurement behind an orifice in a 
circular pipe under the influence of swirling flow and 
orifice bias is carried out in a water tunnel. The diameter 
of the circular pipe is 56mm and the diameter ratio of 
the orifice to pipe diameter is 0.6. The velocity 
measurement is carried out by using a standard PIV 
system, which consists of a CCD camera with frame 
straddling function (1018 × 1008 pixels with 8 bits in 
gray level), double pulsed Nd:YAG lasers and a pulse 
controller. The illumination for flow visualization was 
made by a laser-light sheet having 1 mm in thickness. 

The mass transfer measurement behind an orifice 
was measured quantitatively by naphthalene sublimation 
method [5], which allows the evaluation of mass flux 
behind the orifice. Note that the mass flux is closely 
related to the pipe-wall thinning rate by FAC, since the 
FAC is considered as the diffusion of wall material into 
the fluid. The experimental test section behind the 
orifice in a wind tunnel is made by two semi-circular 
sections of aluminum material with groove, where the 
melted naphthalene at 353 K is supplied for mass 
transfer measurement. Then, the surface was polished by 
emery paper to be smooth enough from the point of 
hydraulics. The diameter of the pipe was 56mm and the 
orifice diameter ratio was 0.6. The measurement of 
surface roughness before and after the experiment was 
made by a laser displacement sensor with an accuracy of 
1 �m. It should be mentioned that both experiments in 
water and in air are carried out at the same Reynolds 
number Re (= Ud/�) =21000 for the purpose of 
comparison, where U is bulk velocity through the pipe 
and � is the kinematic viscosity of fluid.  

3. Results and Discussion 
3.1 Variation of flow field behind an orifice 

Figure 1 shows the streamwise mean velocity fields 
behind an orifice in a circular pipe, which are measured 
by PIV. The mean velocities are normalized by the bulk 
velocity U and the distance from the orifice is made 
dimensionless by the pipe diameter d. Each figure shows 
the variations of mean velocity due to the influence of 
swirl flow at fixed orifice bias 0.8%. The result shows 
mean velocity without swirl (swirl intensity S=0, 
Fig.1(a)), with weak swirling flow (S=0.09, Fig.1(b)) 
and with strong swirling flow (S=0.25, Fig.1(c)). These 
velocity fields are under the influence of upward bias of 
the orifice, that is, the shorter orifice height in the top 
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and longer orifice height in the bottom. The mean 
velocity at small orifice bias 0.8% without swirl in 
Fig.1(a) shows the flow acceleration along the centerline 
and the flow separation near the wall behind the orifice, 
which are typical features of the flow behind an orifice 
in a circular pipe. Therefore, the influence of the orifice 
bias is not clearly observed in the mean velocity field 
behind an orifice without swirl.  

In the case of weak swirling-flow (Fig.1(b)), the 
length of the high velocity region behind the orifice is 
reduced, so that the reattachment point moves slightly 
upstream in comparison with the standard circular pipe 
flow without swirl. This indicates the suppression of the 
separation region behind the orifice due to the presence 
of swirling flow. 

In the case of strong swirling-flow (Fig.1(c)), the 
mean velocity field behind the orifice changes greatly 
due to the combined effect of swirling flow and orifice 
bias. The length of the accelerating flow region is 
greatly reduced in comparison with that of the weak 
swirling-flow behind the orifice. In the strong 
swirling-flow, the flow asymmetry is clearly observed 
behind the orifice. The flow reattaches on the wall in the 
shorter orifice height behind the orifice, so that it leaves 
from the other side of the wall on the longer orifice. 
Therefore, the reattachment point on the upper wall 
moves upstream and that on the lower wall moves 
downstream. These results indicate that the occurrence 
of asymmetric flow behind the orifice due to the 
combined effect of strong swirling-flow and the orifice 
bias in the pipe flow. 
 
3.2 Variation of mass flux behind an orifice 

Figure 2 shows the Sherwood number distributions 
behind a biased orifice at various swirl intensities. The 
Sherwood number distribution without swirl shows the 
maximum value 400 at x/d = 1.5 behind the orifice. It 
should be mentioned that the Sherwood number 
distribution increases slightly on the shorter orifice 
height in comparison with that without swirl and with 
orifice bias. The Sherwood number distribution on the 
longer orifice stays almost the same level as that without 
swirl and with orifice bias.   
When the swirling flow intensity increases to S = 0.25, 
the influence of the orifice bias becomes evident. The 
Sherwood number on the shorter orifice increases more 
clearly and the position of the maximum Sherwood 
number moves upstream (x/d = 1.0). While, the 
Sherwood number distribution on the longer orifice 
stays almost the same level as that without swirl. These 
results indicate that the mass transfer on the shorter 
orifice is enhanced, and it stays at the same level on the 
longer orifice. Therefore, the asymmetric pipe-wall 
thinning occurs behind the orifice with a certain 
combinations of swirling intensity and the allowable 
orifice bias. These results qualitatively agree with the 
observation of velocity field measured by PIV. 
Therefore, it is concluded that the allowable orifice bias 
can generate an asymmetric pipe-wall thinning behind  

  

 
Fig.1 Streamwise mean velocity field behind an orifice 

 

 
Fig.2 Sherwood number distributions behind an orifice 

the orifice combined with the large swirling-flow 
intensity. 

4.  Conclusions  
In order to understand the mechanism of asymmetric 

pipe-wall thinning in a pipe behind an orifice, the 
velocity measurement by PIV and the mass transfer 
measurement by naphthalene sublimation method are 
carried out under the combined effect of swirling flow 
and orifice bias at the same Reynolds number. The 
results indicate that the asymmetric velocity field can be 
generated behind the orifice due to the combined effect 
of allowable orifice bias and relatively large 
swirling-flow intensity 0.25. The mass flux is enhanced 
on the shorter orifice and suppressed on the longer 
orifice, which results in the occurrence of asymmetric 
mass flux behind the orifice. 
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ABSTRACT 
3-D structure of the high-speed liquid droplet-vapor two-phase pipe flow characteristics and LDI erosion behavior in a nuclear 

power plant is numerically predicted by integrated parallel CFD analysis. Governing equations of two-phase flow taking into account 
the condensed liquid-droplet generation, vapor-liquid phase change in conjunction with the coupled Euler-Lagrange dispersed 
two-fluid model were developed. Furthermore, data on such factors as the droplet impingement pressure, droplet diameter, and pipe
thinning rate (erosion rate) by LDI which are difficult to confirm by experiment, were acquired. 

1. Introduction 
3-D structure of the high-speed liquid droplet-vapor 

two-phase pipe flow characteristics and LDI erosion 
behavior in a power plant [1] is numerically predicted 
by integrated parallel CFD analysis. The most important 
point in this study is that the liquid-droplet generation 
by condensation from steam vapor-phase is precisely 
taken into account, and the growth of the droplet 
diameter accompanying with the surrounding high speed 
vapor flow is successfully computed by phase change 
model.  

Governing equations of two-phase flow taking into 
ac-count the vapor-liquid phase change in conjunction 
with the coupled Euler-Lagrange dispersed two-fluid 
model were developed. Furthermore, data on such 
factors as the droplet impingement pressure, droplet 
diameter, and pipe thinning rate by LDI which are 
difficult to confirm by experiment, were acquired. 

2. Governing Equations 
Governing equations of two-phase flow taking into 
account the vapor-liquid phase change in conjunction 
with the coupled Euler-Lagrange dispersed two-fluid 
model were derived as follow.  

2.1 Equations of Continuum Phase (Vapor Phase) 
Mass conservation equation: 

� � m
� + �U = S
t
�

� �
�  (1) 

Momentum equation: 
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Energy equation: 
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�  (3) 
Equation of state:  

� �� = � P,T  (4) 

where the source terms in Eqs.  (1)–(3) include the 
effect of mass, momentum and energy transfer between 
droplet-phase and surrounding vapor phase. The 
constitutive equations of source term are derived as 
following equation: 
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 (5) 
where pm is the droplet-phase mass generation density, 

pU is the droplet-phase velocity.  
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 (6) 
where the terms of r.h.s is the enthalpy, surface enthalpy 
and momentum energy. 

2.2 Equations for Dispersed Phase (Droplet Phase) 
Momentum equation: 
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To evaluate the initially nucleated condensed droplet 
radius, the classical nucleation theory for water droplets 
from subcooled vapor to the bulk liquid is employed.  
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By introducing the formulation of the growth process 
for condensed droplets, we assume that the growth rate 
of a droplet is controlled by the rate at which the 
enthalpy of condensation can be conducted away from 
the droplets to the bulk liquid.4)

Under that assumption, the equation of the growth 
process for a condensed droplet is derived as following 
equations. 

� �
� �� �

1 /
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Discrete Droplet Model; DDM and TAB model used in 
KIVA-II are applied to consider the breakup and 
deformation of droplet. The unsteady change of droplet 
radius is calculated by Eq. (10) in consideration with the 
vaporization and condensation rate caused by energy 
exchange of different phase.  

2.3 Evaluation of LDI Erosion Rate 
The erosion rate is evaluated as following equation.  

� � n
m p pE = K m f V�

 (13) 
where E is the erosion rate (kg/s), pm  the particle flux 
(kg/s), Km the material constant (m/s),  �  the droplet 
impact angle, � �f � the function of impact angle, 

pV the particle impact velocity and superscript n the 
velocity exponent, normally between 2.5 and 3.0.  

3. Results and Discussion 
Figure 1 shows the numerical result of LDI erosion 

rate E and actual image of LDI erosion phenomena. The 
magnitude of erosion rate extensively increases around 
the elbow central of bent portion and actual large pipe 
system used in nuclear plant (A-system). The large size 
particle (about 2.0 mm) causes the LDI erosion by 
high-speed impact pressure of its inertia force. The 
erosion is also caused by the rebounded liquid-droplets 
flow around the bent section. Furthermore, erosion rate 
increases just downstream region of the orifice throat. It 
is considered that the erosion is caused by the 
liquid-droplets impinging which follow to the 
counterflow of the steam flow downstream the orifice.  

The photograph in Fig. 1 (b) shows actual LDI 
erosion which it occurs in the elbow bent portion which 
is used at the nuclear power plant. By comparing the 
actual phenomenon with numerical result, it is found 
that the aspect of LDI erosion reasonably agree with 
both the numerical results and the actual fact. 

4. Conclusion 
By comparing the actual phenomenon in nuclear power 
plant with numerical result, it is found that the aspect of 

LDI erosion reasonably agree with both the numerical 
results and the experimental results. Therefore, the 
developed numerical code can be possible to predict the 
location of erosion occurrence and erosion rate 
qualitatively. 
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(a) Numerical result (Elbow type pipe) 

(b) Actual image of LDI erosion phenomena 

(c) Numerical result (Actual large pipe system used in 
nuclear plant (A-system)) 

Fig.1 Numerical result of LDI erosion rate and actual 
image of LDI erosion phenomena.  
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ABSTRACT 
At Onagawa NPS unit2, a through-hole due to droplet-impact erosion was found in the vent piping of No.2 high-pressure 

feedwater heater (B). Reflecting on this incident, the management system of piping wall thickness was revised, and a new support
system was introduced in order to manage it surely. The same system was introduced at Higashidori NPS unit1 and demonstrated its 
effectiveness. 

1. Introduction 
Pipe wall thinning is one of the aging degradation 

mechanisms, which might give a significant impact on 
power plant safe and stable operation, and its 
appropriate management is a common issue for electric 
power companies. 

In 2006, at Onagawa NPS unit 2, a through-hole due 
to droplet-impact erosion was found in the vent piping 
of No.2 high-pressure feedwater heater (B). Since then, 
Tohoku Electric Power Co., Inc. (Tohoku) has made 
efforts to improve the effectiveness of the pipe wall 
thickness management such as extensive revisions of the 
existent program and introduction of computer system. 

This report addresses Tohoku’s challenges on this 
matter. 

2. Outline of pipe wall thinning in feedwater heater 
vent system 

In May 2006, a through-hole was found in the vent 
piping of No.2 high-pressure feedwater heater (B) at 
Onagawa NPS unit2 (See Fig.1). Then this part of 
piping made of stainless steel was replaced with a new 
one. As the result of investigation, it was presumed that 
the through-hole was caused through pipe wall thinning 
mechanism due to droplet-impact erosion. Therefore, it 
was considered as a normal aging deterioration incident. 

Fig.1 Schematic Diagram 

Next year (2007), however, another through-hole 
was found at the same location of the replaced new 
piping. Since it was unexpected incident that the 
through-hole occurred in the new piping within one 
operational cycle, the piping inside was investigated in 
detail, and the incident was reconfirmed through a 

mock-up test. Based on those, the inferred scenario of 
the incident is as follows; 
� There is a structural uniqueness of the heater at 

Onagawa NPS unit2 that the condensed water 
generated in the heater easily flows into the 
“Internal vent pipe” through “Center vent hole”. 

� Scales gradually accumulate on the surface of the 
internals, then the discharge flow of the condensed 
water near the vent hole is obstructed (See Fig.2). 

� Water level rises, and the vent hole becomes under 
the level. As a result, the amount of condensed 
water flowing into the vent pipe increases. 

� The condensed water in the vent pipe is entrained in 
the fast flow of steam when it went through the 
orifice. Then the numbers of the fast-speed droplets 
which collide with the piping wall increase and 
cause the through-hole at the elbow (See Fig.3). 

Fig.2 Center Vent Hole 

Fig.3 Collision of Droplets 

As the countermeasures, the vent hole was closed to 
prevent the condensed water from flowing into the vent 
pipe, and the orifice was move to the location inside the 
main condenser to reduce the fluid velocity in the vent 
piping. 

Before the initial through-hole occurred at the heater 
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(B), the wall thickness of the same location of the heater 
(A) had been already measured and shown enough 
thickness. This fact made the timing to measure that of 
heater (B) postpone though there was a difference of the 
piping layout which caused a different velocity.  

NISA ordered Tohoku to reconfirm and improve the 
pipe wall thickness management and review company's 
quality assurance system comprehensively. The local 
governments also gave the same kind of request. 

Although there was no outflow from the pipe because 
the pressure of the pipe was negative, and the 
through-hole itself was caused by normal erosion, the 
fact that a hole occurred in a pipe of NPP leaded the 
local society to negative response. 

3. Revisions of pipe wall thickness management 
Tohoku reviewed the existent procedure about pipe 

wall thickness management and revised the way of 
selecting locations to measure from sampling to all 
where pipe wall thinning possibly occurs. Specificaly, 
the locations where significant thinning is expected 
based on operational, structural, or material conditions 
are to be measured at least every 5 years, and those 
where thinning might occur but the potential is low are 
to be measured within about 15 years after the start of 
plant operation (See Fig.4). 

Fig.4 Flow chart for pipe wall thickness management 

Consequently, though the revised management 
system could exclude a risk caused by sampling of 
measurement location, the number of locations to 
measure during each outage considerably increases 
(See Table.1). 

Table.1 Number of Locations to Measure 
NPS
Unit 

Number of Locations 
Total (Monitor/Make sure) Outage (Year) Approx. Number 

to Measure
18th (2008) 2,700 Onagawa

Unit 1 6,000 (800 / 5,200) 19th (2010) 600 
9th (2007-2008) 2,400 Onagawa

Unit 2 6,600 (900 / 5,700) 10th (2009) 3,200 
4th (2007) 2,600 

5th (2008-2009) 1,800 Onagawa
Unit 3 7,200 (800 / 6,400) 

6th (2010) 700 
2nd (2008) 1,700 Higashidori

Unit 1 7,000 (1,300 / 5,700) 3rd (2009-2010) 1,300 

4. Activities to improve management efficiency 
In order for Tohoku to ensure the revised 

management system and to avoid human error in dealing 
with enormous data, additional human resources and a 
computer system were introduced. 
(1) Strengthening partnership with a group company 

TEPEC, a group company of Tohoku, set up a 
special plant maintenance section in its Onagawa 
branch office with the cooperation of Tohoku. 
Tohoku sent its personnel to the section.  

Both companies address issues related to plant 
maintenance with a close partnership and intended to 
improve technical skills in the entire group, namely, 
some part of pipe wall thickness management work 
was assigned to TEPEC, which had been carried out 
by a plant manufacturer before. 

(2) Introduction of a computer system 
A computer system for the pipe wall thickness 

management was newly introduced, which makes it 
possible to input on-site data directly to its server 
database.  

Tohoku actually used this system in 4th outage at 
Higashidori unit1, Tohoku’s another NPS. Then the 
followings are demonstrated; 
� It can eliminate human errors, such as input or 

writing error, because sequential data processing 
from measurement to residual life evaluation is 
implemented without human support. 

� It can balance workload during outage since it 
greatly reduces the time for evaluation. 

� It can manage records and plans with residual life 
evaluation. In addition, it has a function to link the 
measurement point to registered engineering 
documents. It would be possible to use it more 
practically utilizing the database of the piping 
layout and its circumstances in future. 

Continuous improvement of the system will be made 
for more extensive and practical use. 

5. Concluding remarks 
Extensive revisions were made to the pipe wall 

thickness management reflecting on the experience of 
the through-hole incident in the feedwater heater vent 
piping at Onagawa NPS unit 2. 

Extensive revisions of the management system 
increased the number of measurement points during 
each outage and lead to the introduction of the computer 
system. The effectiveness was demonstrated through the 
actual use at Higashidori NPS unit 1. also. 

Tohoku will continuously challenge to improve the 
effectiveness of the management system.

Locations just to make sure
All measurement 

Initial measurement shall be conducted within 
about 15 years after the start of plant operation.

Locations to monitor
All measurement 

At least once in 5 years 

Locations to manage pipe wall thickness 

Carbon steel 

Temperature: 
More than 60 degree

Dissolved Oxygen:
Less than 15 ppb

Inner fluid: 
Steam / Water

Moisture: 
More than 1.5%

Downstream of
Pressure differential devices * 

Operation mode: 
Long term / Short term

Precedential location of wall thinning 

Subject of pipe wall thickness management:
Local flow condition 

(Possibility of pipe wall thinning) 

YES 

YES 

YES 

YES 

YES 

YES Water 

NO

NO

NO

NO

NO

NO (Preventive materials against E/C)

Steam 

Short term 

Long term 

* Orifice, Trap, Control Valve etc.
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ABSTRACT 
Combined effects of Cr content and pH on flow accelerated corrosion (FAC) rate of carbon steels have been formulated based on the 
results of FAC experiments. The role of Cr on FAC suppression has been discussed from the oxide layer characteristics points of view. 
It has been possible that the solubility of Fe3O4 was enhanced locally by the high H2 partial pressure which results from the high 
corrosion rate. Cr concentration is highest at top surface of inner oxide layer, and that decrease inward toward the oxide / metal 
interface gradually. It has been suggested that Cr enrichment stabilize oxide layer (decrease solubility of oxide layer), and suppress 
the increase of FAC rate. 
 
1. Introduction 

Flow accelerated corrosion (FAC) of pipes made of 
carbon steels are understood to be chemical or 
electrochemical dissolution of metal under very fast 
mass transportation between pipe wall and bulk water, 
where a number of influencing parameters are involved 
in chemical, material, and flow dynamics aspects [1, 2]. 
FAC rate strongly depend on Cr content in steels, and 
even an impurity level of Cr in steels suppress FAC 
under the conditions where magnetite forms. Authors 
reported that combined effects of Cr content and 
environmental factors, i.e., pH, dissolved oxygen 
concentration, and flow rate on FAC rate of carbon 
steels have been examined by experiments and their 
relation to oxide scale characteristics have been 
discussed [3, 4]. While a number of FAC model have 
been proposed [1, 5], understanding the role of Cr 
content on FAC suppression is not well known.  

In this study, combined effects of Cr content and pH 
on FAC rate of carbon steels have been formulated 
based on the results of FAC experiments. The role of Cr 
on FAC suppression has been discussed from the oxide 
layer characteristics points of view. 

 
2. Experimentals 
  The carbon steels used in this study were 
manufactured with tailored Cr content at six levels from 
0.003% to 1.01%. The rest of compositions are based on 
carbon steel JIS G3455 STS “carbon steel pipes for high 
temperature service”. The chemical compositions are 
summarized in Table 1. The steels were machined into 
small plates as big as 9.5mm x 15mm x 2mm. FAC tests 
were performed in low-dissolved oxygen concentration 
(<1ppb) water at 150 oC under 1.5MPa pressure. The 
experimental variables were (1) flow rate (quasi-static, 
or 3.0m/s), (2) pH (neutral to 10.4 at ambient 
temperature), and (3) test duration (325h or 1100h). 
FAC rate was evaluated by the weight loss of the 
specimens. The nanometer-scale oxide properties, e.g. 
thickness, defect structure, and compositional profile 
were investigated using transmission electron 
microscope (TEM) with X-ray analyzer. The thin foils 
for TEM observation were prepared with focused ion 
beam technique. 
 

3. Results and Discussion 
Combined effects of Cr content and pH on FAC rate 

has been evaluated by the results of FAC experiments. 
These results were plotted in double logarithmic chart 
(Fig. 1). Linear approximation of each data in Fig. 1 has 
been represented by the following equation; 

 
Log (Relative FAC rate)  

= XCr � log (Relative Cr content) + log (XpH) � � (1) 
 
where, XCr: material coefficient (Cr effect), XpH: 

environment coefficient (pH effect).  
Linear approximation has been done about FAC rate 

of below 0.42 wt % Cr content steels (except 1.01 wt % 
Cr content steel), because there are slight difference in 
trend of Cr effect on FAC rate between below and above 
0.42 wt % Cr content. Therefore, for above 0.42 wt % 
Cr content steels, predicted FAC rate using these 
coefficients might be conservative. Cr effect and pH 
effect plotted as a function of pH at ambient temperature 
in Fig. 2 suggests that XCr increase (Cr content effect on 
FAC mitigation decrease) continuously as pH is 
increased from neutral to 10.4 and pH effect on FAC 
mitigation increase significantly from pH 9.1 to 9.4. 

Results of TEM observation and compositional 
analysis of cross-sectional view of oxide film on the 
1.01 and 0.003 wt % Cr content specimens which 
examined under quasi-static water, neutral pH are shown 
in Fig. 3. While significant FAC did not occur in the 
both specimens, clear differences in oxide 
characteristics between the both specimens were 
observed. Oxides on the high Cr content specimen has 
duplex structure; porous outer and dense inner layer. Cr 
enrichment might be due to the preferential dissolution 
of iron oxide was observed in the inner oxide layer, and 

Table 1 Chemical compositions of carbon steels, wt%.
Fe C Si Mn P S Cr

CS0 Bal. 0.16 0.23 0.7 0.024 0.017 0.003
CS01 Bal. 0.15 0.23 0.69 0.024 0.017 0.014
CS04 Bal. 0.15 0.23 0.69 0.023 0.017 0.043
CS1 Bal. 0.15 0.24 0.69 0.023 0.017 0.10
CS4 Bal. 0.15 0.23 0.68 0.024 0.017 0.42
CS10 Bal. 0.15 0.23 0.7 0.023 0.016 1.01



－ 416 － － 417 －

 

Cr concentration is highest at top surface of inner oxide 
layer. On the other hand, only porous oxide layer was 
formed and non-uniform inward corrosion occurred on 
the low Cr content specimen. These characteristics 
indicate that corrosion resistance of oxide vary 
depending on the Cr content (0.003 to 1.01 wt %) even 
in the quasi-static water environment. Results of TEM 
investigation on the 1.01 and 0.003 wt % Cr content 
specimens which examined under flow (3.0m/s), neutral 
pH are shown in Fig. 4. Oxide characteristics are same 
as the quasi-static water environment, from the Cr 
enrichment and porosity in the oxide layer point of view. 
It is notable that porosity in the oxide / metal interface 
of 0.003 wt % Cr content specimens which examined 
under flow (high FAC rate) is significantly higher than 
that of the 1.01 wt % Cr content specimens. It is 
possible that the solubility of Fe3O4 was enhanced 
locally by the high H2 partial pressure which results 
from the high corrosion rate [5]. It has also been 
suggested that Cr enrichment stabilize oxide layer 
(decrease solubility of oxide layer), and suppress the 
increase of FAC rate. 

 
4. Conclusions 

Combined effects of Cr content and pH on FAC rate 
of carbon steels have been formulated. The role of Cr on 
FAC suppression has been discussed from the oxide 
layer characteristics points of view. It is possible that the 
solubility of Fe3O4 was enhanced locally by the high H2 
partial pressure which results from the high corrosion 
rate. Compact inner oxide layer suppress the diffusion 
of oxidizer (H2O) and Fe ion via pores. Cr enrichment 
stabilize oxide layer (decrease solubility of oxide layer), 
and suppress the increase of FAC rate. 
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Fig.3 Results of TEM observation and compositional 
analysis of cross-sectional view of oxide film on the 
specimens which examined under quasi-static water, 
neutral pH. 
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ABSTRACT 
A recently developed nondestructive method, called Magnetic Adaptive Testing, which is based on systematic measurement of minor
magnetic hysteresis loops was applied for detection of local wall thinning in ferromagnetic tubes. It was shown that an artificially 
made slot can be detected with good signal/noise ratio from the other side of the specimen even through the support plate. 

1. Introduction 
Wall thinning is one of the most serious defects for 

pipes used in industry. Local wall thinning on the inner 
surface of a pipe in a nuclear power plant may occur due 
to the stream of coolant flowing inside the pipe. In Japan 
there is a special concern on the local wall thinning at 
locations under an enforcement shield that covers 
outside of the pipe, where a branch pipe is connected to 
the main one. Detection and evaluation of the thickness 
reduction of pipes are very important issues for the 
prediction of lifetime of the pipes in order to avoid 
severe accidents. However, because the enforcement 
shield and the pipe wall form two layers of metal, it is 
difficult to inspect inside of the pipe under the 
enforcement shield. None of the presently existing 
inspection methods gives satisfactory result in detection 
of local wall thinning in the case of ferromagnetic 
carbon steels, especially if the steel is thick or if it is 
layered, as in the above mentioned case.  

The purpose of the present work is to apply a novel 
method (Magnetic Adaptive Testing, MAT) for 
inspection of wall thinning in layered tubes made of 
ferromagnetic materials. This technique is based on 
systematic measurement of magnetic minor hysteresis 
loops [1]. MAT introduces a large number of magnetic 
descriptors to diverse variations in non-magnetic 
properties of ferromagnetic materials, from which those, 
optimally adapted to the just investigated property and 
material, can be picked up. 

2. Sample 
Experiments were performed on a layered T-shape 

carbon steel tube, where the bottom tube contained an 
artificial slot. The measurement was performed on the 
tube, shown in Fig. 1.  

The diameter of the larger tube is 500 mm, the 
smaller, perpendicular tube’s diameter is 400 mm. The 
wall of the big tube is 20 mm thick, the cover plate is 10 
mm thick. An artifial slot was fabricated in the inner 
side of the big tube (not seen on the picture, but it is 
located moreorless under the magnetizing yoke). Its area 
is 40x20 mm2, and it is 10 mm deep. 

3. Measurement 
The tube was measured by the MAT method [1]. A 

specially designed Permeameter [2] with a magnetizing 

yoke was applied for measurement of families of minor 
loops of the magnetic circuit differential permeability. 
The magnetizing yoke was placed outside, as it is seen 
in Fig. 1. The yoke was C-shaped laminated Fe-Si 
transformer core. The legs of the yoke are 40x30 mm2,
the gap between legs is 45 mm. A magnetizing coil and 
a pick-up coil are wound on the legs of the core. The 
yoke was moved step by step along the tube’s surface, 
perpendicular to the axis of the large tube, as indicated 
in Fig. 1 by the arrow, and measurements were 
performed at each position.  

Fig. 1 Photograph of the T-shape tube with the 
magnetizing yoke placed on the top tube. The arrow 
shows the direction of movement of the magnetizing 

yoke (x direction). 

The sample was periodically magnetized with 
step-wise increasing amplitudes. The experimental raw 
data were processed by an evaluation program, which 
interpolated the data into a regular square grid of 
elements, �ij��(hai,hbj), of a � (permeability) matrix with 
a pre-selected field-step. Each �ij-element represents one 
MAT- degradation function of the investigated material 
structure variation. The consecutive series of the 
�-matrices, each taken for one position of the yoke, 
describes the magnetic reflection of the wall thickness 
difference. The series of matrices are normalized by a 
chosen reference matrix, and arranges all the mutually 
corresponding elements �ij of all the evaluated 
�-matrices into a table of �ij(x)-degradation functions, 
where x is the position of the yoke along the line where 
it is moved.  
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4. Influence of the sample thickness on the measured 
MAT signal 

Preliminary experiments were performed on flat 
steel plates to study what modifications of the measured 
signal can be expected if the compared samples have 
different thickness. 

(a) Generally it can be expected that thick or large 
samples, if magnetized by a single yoke attached from 
one side, are magnetized less uniformly than thin or 
small samples. As a consequence of this, the induced 
signal can be expected more “blurred“ (“lower and 
wider”) on thick and large samples than on thin and 
small ones, where it can be expected sharp and narrow. 
Signal on samples of large dimensions can be 
understood as integrated from all the large body of the 
sample, where the magnetic conditions are not very 
uniform.  

(b) However, also generally, it can be probably 
expected, that signal of thick and large samples will be 
larger than signal measured by the same magnetizing 
head on thin and small samples. The reason for this 
statement is that the cross-section of the thick and large 
samples is larger, i.e. their magnetic resistance is smaller. 
Evidently, the tendencies (a) and (b) do not work exactly 
in the same direction, actually they can work to some 
extent against each other and some work on 
optimization of the yoke dimensions with respect to 
different samples will be needed. 
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Fig.2 Sample thickness effect on MAT signal, measured 
on two flat plates having different thicknesses.  

For checking validity of the above considerations 
and to see the influence of sample thickness on the 
measured signal, two flat samples with different 
thicknesses (3 and 6 mm) and the same lateral 
dimensions (100 mm x 100 mm) were measured by 
MAT. Fig. 2 shows comparison of the two samples, 
where the primarily measured MAT signal is shown for 
the two differently thick plates. As clearly seen, the 
signal of thicker samples is wider and larger than signal 
of the thinner samples. Both (a) and (b) rules hold.  

These preliminary experiments verified that different 
signal – and different MAT degradation functions – are 
expected if the thickness of the measured sample slab is 
locally modified. These considerations mean the 
theoretical background of measurements, performed of 
the above shown tube.  

5. Results 
The measurement on the above described tube was 

performed by moving the yoke along the line indicated 
in Fig. 1. MAT degradation functions were evaluated as 
functions of the yoke position. The center of the slot is 
at x = 0 mm. Each MAT degradation function is 
normalized by the corresponding one, which belongs to 
the x = -60 mm position. The results is shown in Fig. 3. 
Significant difference was found, compared with the 
no-slot case if the measurement was performed above 
the slot. The measurement was repeated several times 
with identical results, demonstrating reliability and 
reproducibility of the technique. 
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Fig. 3 Optimal MAT degradation functions vs. position 
of the yoke above the slot in the bottom tube. 

In principle – as the worst case – it can happen that 
edge of the cover plate and/or existence of the 
perpendicular tube (which is rather close to the area of 
measurement) can perturb the measured permeability as 
a function of the yoke position. To be sure that really the 
existence of the inner slot was detected, the same 
measurement was also done on the other, symmetrical 
side of the perpendicular tube, where no artificial slot on 
the inner wall existed. In this case no difference of any 
MAT degradation function vs. the yoke position was 
detected. This was a direct and evident proof that the 
measurement really detected the slot. 

6. Conclusions 
The above outlined result illustrates that Magnetic 

Adaptive Testing is a suitable technique for inspection 
of wall thinning in thick, layered carbon steel tubes.  
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ABSTRACT 
Acoustic emission is a useful tool for in situ detection of mechanical or electrochemical damage… provided there are detectable 

energy release events in the monitored material. Thus the energy release of some damage events is recalled and the experience on 
plant transfer contemplated. The feasability depends on the actual mechanisms at stake. 

1. Introduction 
Acoustic Emission (AE), the recording of ultrasonic 

waves generated inside materials undergoing damage by 
many types of sudden movements, has proven since the 
1970s a powerful tool to survey bridges [1]. In such 
devices, AE was used as a yes / no alarm for cable 
fracture events releasing an energy far larger than the 
level of noise due to traffic and environment. 
Furthermore, the use of many sensors enabled to localise 
the event and help focus the safety inspection. 

At lab scale, less powerful signals, by far more 
numerous, have been studied on materials undergoing 
mechanical strain and / or corrosion testing. Indeed, 
resonant piezoelectric sensors and an amplification / 
treatment chain enable to deal with very weak signals 
(order of magnitude : attojoule) [2]. The purpose of this 
paper is to summarize the main achievements and 
discuss transfer to industrial plant survey, including 
those of Mateis lab, notably in the case of pipe damage 
under flow. 

2. Emissive mechanisms 
Among the powerful sources events for AE are crack 

growth and desorption of an hydrogen bubble produced 
by corrosion [3] and its friction on the material surface. 
Among weaker ones: fracture of an inclusion inside a 
strained material [4], buildup or fracture of a surface 
corrosion layer, collective dislocation movements… 
Dissolution of matter as well as decohesion between 
inclusion and metal, being very smooth and progressive, 
appear to be silent. 

Micromechanics enables to provide estimates for the 
energy released by source events. Among the powerful 
events, the desorption energy of an hydrogen bubble 
was estimated around 100 µJ [3]. Among weaker ones, 
the elastic energy release around a fractured inclusion in 
aluminium is around 1 µJ [4]. Only a tiny fraction of 
this energy release is captured by the ultrasonic sensor, 
but the ratio between the released and the detected 
energy seems to be constant in given test conditions. 
Comparison with a three-dimensional material 
investigation technique as X-ray tomography ensured 
that AE captured and localized well all inclusion fracture 
events [5]. 

3. Classification 
Multiconstituent materials seldom damage by a 

single mode: many concurrent mechanisms may be at 
work, whether in mechanical damage (matrix voiding, 
fibre decohesion, fibre fracture…) or in corrosion 
(localised or generalised corrosion…). The collection of 
many events and their analysis by statistical 
classification methods enable to sort out classes of 
signals that can be assigned with reasonable probability 
to one mechanism [6]. Then the chronology of the trial 
enables to determine which type of damage is active at 
first and how it switches to another. Empirical links 
between the time at minimal AE activity and the time at 
fracture have been found for certain specimens. Also 
statistical physics approaches can be contemplated 
(percolation theory for instance) in order to try and 
determine the time at fracture before it happens [7, 8]. 

4. Transfer to plants 
Many difficulties exist: the plant size (what is the 

limit distance to the sensor for the detection of an AE 
event?), the possible limitations on the location of 
sensors, the noxious influence of reactives, temperature 
ans vibrations on sensor integrity, and most of all the 
level of noise, far larger than in a laboratory trial. Thus 
transfer is not straightforward, and a pilot at 
intermediate scale may be helpful to adapt to the type of 
information that is actually collected in such an 
environment. 

Nevertheless, successful transfers were reported in 
the case of thermal fatigue of hot furnace refractories [9], 
a difficult case indeed due to the noise generated by the 
cooling system. In the case of corrosion, the tricky case 
of general corrosion under flow in acid media was also 
successful: hydrogen bubble emission and friction on 
the pipe walls could be heard, and the AE activity was 
correlated to general corrosion at rates as low as 1 mm 
thickness reduction per year [10]. However, the same 
authors reported they failed to detect anything 
significant in a flow at neutral pH. 

5. The case of pipe thinning 
Flow-accelerated corrosion has many different 

aspects, one being dissolution and removal of corrosion 
layers by flow (which should be fairly silent), the other 
one involving erosion by particles in the flow. The 
former case matches the one studied at Mateis [10] and 
may provide AE signals in acid flows where hydrogen 
bubbles are emitted, and probably not in neutral flows. 
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The latter has also been studied and induces a specific 
AE activity proportional to flow velocity, distinct from 
the AE activity of hydrogen bubbles [11]. Thus there are 
good hopes that it can be traced. 

Finally it must be underlined that so far just 
discontinous acoustic emission (ultrasonic bursts) has 
been considered. Continuous acoustic emission also 
exist, for instance through the flow of liquid inside the 
pipe, and modifications of boundary conditions due to 
corrosion may affect this flow and perhaps the continous 
emission. A recent paper claims that a time / frequency 
analysis of the continously recorded signal may 
discriminate between a condition of flow-accelerated 
corrosion and a sane condition [12]. So why not try AE 
monitoring, at least on a pilot scale, all the more as the 
ultrasonic detectors can occasionally be used as emitter - 
receiver so as to monitor damage by alterations of the 
transmitted signal? 
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ABSTRACT 
In this paper, the signal of Pulsed Eddy Current Testing (PECT) is applied to the reconstruction of deep Stress Corrosion Cracks

(SCC) based on the multilayer reconstruction strategy in order to improve the sizing accuracy of SCC. The shape profiles and 
conductivity of the crack at different depth are reconstructed step by step by using harmonic components of different order of the 
PECT signals. The profiles of several cracks are reconstructed from simulated signals of conductive notches of an artificial SCC. It is 
demonstrated that the PECT signals are applicable for the reconstruction of SCC. 

1. Introduction 
In regular Nondestructive Testing (NDT) for a key 

structural component of Nuclear Power Plants (NPP), it 
is necessary to quantitatively evaluate the crack profile 
especially the depth in order to select a proper 
maintenance strategy. Recently, Eddy Current Testing 
(ECT) shows a possibility for crack sizing. Traditional 
ECT technique is of single frequency excitation. Sizing 
of natural cracks using ECT often gives under prediction 
in crack depth especially for Stress Corrosion Cracks 
(SCC) because of their complicated microstructures. 

To improve the sizing precision, a multilayer 
inversion strategy has been proposed to reconstruct the 
deep SCC by using multiple frequency ECT signals [1]. 
To measure ECT signals of multiple frequencies, 
however, times of ECT inspections have to be 
performed and sometime the probe also needs to be 
changed. As it is difficult to keep testing conditions just 
the same for different inspection, the reconstruction 
accuracy may be affected by this problem. 

Pulsed Eddy Current Testing (PECT) technique [2] 
is a relative new NDT tool. As its excitation current is in 
form of a pulse, PECT signals have rich frequency 
information and can catch information from relative 
deep position of inspection target. Recently, it is proved 
by authors that the PECT signal from a local defect is 
just a superposition of multiple frequency ECT signals 
[3]. In other words, multiple frequency signals can be 
obtained from the PECT signal by using spectrum 
analysis. As the signals of different frequency can be 
obtained in the same time, the testing conditions 
problem just mentioned above can be avoided. 

In this paper, a scheme is described for sizing deep 
SCCs based on the multilayer reconstruction strategy by 
using the PECT signals. Numerical implementation and 
validations are also presented.  

2. Simulation method for PECT Signals

To calculate PECT signal, a code of the time 
domain integration method based on the Ar formulation 
is developed. The constant time step Crank-Nicholson 
method is adopted to solve this transient eddy current 
problem. Through Galerkin FEM discretization, the 

governing equations of electromagnetic field of the Ar 
formulation can be expressed as, 

� � � �[ ] [ ] I( ),t
t

�� �� �� ��� �
AK A C M          (1) 

where I(t) is the time variation function of excitation 
current, [K], [C] are the global FEM coefficient 
matrices. For transient problem, the derivative 
term / t� �A  can be replaced by using time difference 
(Ak-Ak-1)/　t with Ak=A(t0+k　t), k the k-th time step, 
　t the time step length, and t0 is the initial time. In 
order to improve the integration stability, the 
Crank-Nicholson direct integration method replaces the 
vector A by 

1 (1 ) ,k k� ��� � �A A A               (2) 
where 　　(0�　�1) is a coefficient constant to 
control the stability of the integration. By substituting 
equation (2) into equation (1), the vector potential A at 
present time step (k step) can be calculated through 
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Following the formulae described above, a numerical 
code has been developed based on an edge element code 
of Ar formulation to calculate the PECT signals. The 
validity of the PECT code has been verified by 
calculating conventional ECT signals whose excitation 
current was set as sinusoidal wave. Both the amplitude 
and phase of the signals can be properly calculated. 

3. Correlation of ECT and PECT signals 
As well known, a square-wave can be represented 

by a summation of a series of sinusoidal waves 
approximately. Therefore, PECT signal can be 
considered as a summation of pickup signals due to the 
excitation of single sinusoidal waves of different 
frequencies as the electromagnetic field in the material 
is in the linear range for normal PECT problem. On the 
other hand, to know the signal due to a single frequency 
excitation, one only needs to get the signal of the 
corresponding harmonic component from the PECT 
signal. Supposing that the probe excitation current I(t) is 
of a square wave with 1/f0 period, 50% duty, and A0
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amplitude, the excitation current can be represented by a 
series of sinusoidal waves as 

0 0 0
1,3,5,

( ) / 2 2 sin(2 ) / ,
n

I t A A n f t n� �
�

� � �
�

      (4) 

with n  being the order of harmonic component. If 
denoting the response PECT signal due to current I(t) as 
P(t), it can be expressed as the following series, 

0 0
1,3,5,

( ) sin(2 ) cos(2 ) ,n n
a b

n
P t P n f t P n f t� �

�

� �� �� ��
�

 ( 5 ) 

where the coefficient Pa
n, Pb

n can be obtained from the 
PECT signal through Discrete Fourier Transformation 
(DFT). Comparing equation (4) and (5), the real and 
imaginary part Rn, In of ECT signal due to unit 
excitation current of the n-th harmonic frequency, i.e., 
the ECT signal of frequency nf0, can be obtained as 

0 0/ 2 ,      / 2 .n n
n a n bR n P A I n P A� �� �       (6) 

Following the procedure above, a numerical program 
is developed based on the Ar code to calculate 
multi-frequency ECT signals from PECT response. To 
show the validity of the proposed method and 
corresponding code, ECT signals of frequency from 19 
kHz to 399 kHz due to a surface crack of 14 mm length, 
4 mm depth and 0.2 mm width in a SUS304 plate are 
calculated by using the PECT approach. In Fig.1, the 
pickup signal of the ECT was selected as the magnetic 
flux density field at the bottom center of the excitation 
coil. Comparing with the ECT signals obtained with the 
conventional single frequency ECT code (FEM-BEM 
hybrid code), good agreements can be observed that 
proves the feasibility of the proposed approach.  

Fig. 1 Comparison of harmonic components of PECT signals and ECT
signals of corresponding frequency

4. Multilayer Inversion Scheme for Deep SCC 
If we subdivide the inspection target plate into 

many layers of same thickness, the crack signal of high 
excitation frequency mainly depends on crack profile at 
the near surface layers due to the skin effect. Therefore, 
if the crack profile at the surface layers has been 
obtained properly by using signals of high frequency, a 
signal of smaller frequency is more suitable for the 
reconstruction of the crack profile at deeper layers. In 
this way, the sizing accuracy is possibly to be improved 
by using signals of multiple frequencies.  

In practice, the depth of multiple layers is set as a 

constant value referring to the skin depth of the highest 
selected excitation frequency, while the crack 
conductivity and length can be different in different 
layers. Though both the crack width and the crack 
conductivity affect the crack signal, the crack width can 
be taken as a constant for all crack segments if we 
consider the crack conductivity as an equivalent 
parameter to be determined [4]. 

In the layering analysis method, the crack profile of 
the top layer is predicted by adopting ECT signals of 
high frequency and the conventional ECT inversion 
scheme developed by authors [1]. By utilizing 
information reconstructed at top layers, the crack 
profiles of deeper layers can be evaluated by using 
signals of lower frequency step by step.  

Based on the proposed inversion strategy, profiles 
of SCC models are reconstructed by using the 
components of simulated PECT signals. 10% of white 
noise is added to the signals to consider the applicability 
for practical problem. Figure 2 shows a numerical result 
for a conductive crack of complicated shape. Comparing 
with the conventional method, the sizing precision is 
improved. In addition with other results that can not be 
shown here due to page limitation, the proposed strategy 
is proved applicable for SCC sizing and can improve 
sizing precision.  

Fig. 2. A results of multilayer strategy for deep crack reconstruction

5. Conclusions  
In this paper, a spectrum analysis technique and 

layering scheme are proposed for the reconstruction of 
deep SCC from PECT signals. The validity of the 
proposed scheme is proved through reconstruction of 
several conductive notch cracks and an artificial SCC. 
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ABSTRACT 

In this study, the electromagnetic acoustic resonance (EMAR) method and the superposition of the nth compression (SNC) for data 
processing are applied to online monitoring of pipe wall thinning. Furthermore, the accuracy and stability of the measurements are 
evaluated through field tests using a large-scale corrosion test loop at high temperature. To measure the thickness of pipes with 
complicated wall thinning, the SNC extracts thickness information from the spectral responses of the EMAR. Results from two 
months of monitoring show that EMAR with SNC can evaluate pipe wall thinning with an accuracy of a few �m at 165°C. 

 

1. Introduction 
The management of nuclear and thermal power 

plants has generally been achieved through time-based 
maintenance for pipe wall thinning which occurs as a 
result of aging. However, recently, to ensure the safety 
and reliability of the plant’s maintenance actions, in 
addition to shutdown inspections, condition-based 
maintenance using online monitoring is required, which 
can identify operational trends in pipe wall thinning. 

The electromagnetic acoustic transducer (EMAT) 
method, which is one of ultrasonic measurement 
techniques, provides non-contact measurements, since 
ultrasonic waves are transmitted and received 
electromagnetically [1]. Because of this advantage, the 
method is often applied to measurements in a high 
temperature environment [2, 3]. The electromagnetic 
acoustic resonance (EMAR) method, which is based on 
the phenomenon of resonance in the ultrasonic waves 
propagating in the material, can evaluate the thickness 
from the resonant frequency intervals. However, it is 
sometimes difficult to evaluate the thickness of thinning 
pipe walls. Because the ultrasonic waves are scattered 
by the incline of the bottom, the amplitudes of the 
resonance spectrum reduce and peaks of multiple 
resonant frequencies appear. Consequently, the authors 
propose the use of the superposition of nth compression 
(SNC), for evaluating the thickness of a curved bottom 
surface at room temperature [4]. 

In this study, EMAR with SNC for the data 
processing method is applied to online monitoring of 
pipe wall thinning, and the accuracy and stability of 
measurement is discussed through field tests using a 
large-scale corrosion test loop at high temperature. 

 
2. Method 

The transducer usually consists of magnets and 
transmitter and receiver coils. When the coil is driven by 
a current at the desired ultrasonic frequency, eddy 
currents are induced in the near surface of the target of 
the electrically-conducting material. Since a static 
magnetic field is provided by the magnet, these currents 
experience Lorentz forces, and a shear wave propagates 
in the target. Reception of the round-trip waves can be 
made in a reverse process to that described above. 

The principle of using EMAR is based on the 
through-thickness resonances of the bulk waves [5]. 
When a transducer is placed on the surface of a plate of 
thickness d, and transmits a burst of ultrasonic waves 
with wavelength �� propagated normal to the surface, 
the waves reflect repeatedly from both surfaces and are 
received by the transducer for each burst. Resonance is 
then observed when the wavelength satisfies n � = 2 d. 
The resonance frequency of the nth order is given by 

fn= n v / 2 d (1) 

where v is the sound velocity. Resonance frequencies are 
identified by sweeping the ultrasonic frequency. 

In an ideal spectrum, the resonance peaks appear at 
every resonance frequency which is equal to the integral 
multiple of the fundamental resonance frequency. If the 
frequency axis of the original spectrum is compressed 
into the nth order resonance frequency, the nth peak 
moves to the fundamental resonance frequency. 
Summing up the spectra of the nth compression, the 
largest peak should appear around the fundamental 
resonance frequency. Finally, the thickness is evaluated 
as 
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However, the fundamental resonant frequency varies 
with thickness and sound velocity. Hence, the degree of 
the resonance frequencies appearing in the test 
frequency range varies with the thickness and sound 
velocity. The sound velocity varies with a temperature 
environment and a test material. If the material under 
test has a wall thickness of 5.0 mm and the sound 
velocity is 3240 m/s, the resonant frequency is 324 kHz. 
Thus the degrees of resonance frequencies range from 5 
to 10 in the test frequency range of 1.5 – 3.5 MHz. In 
addition, it is possible to evaluate the thickness to about 
a 4 �m resolution for a 5.0 mm thickness using SNC. 
 
3. Experiment and Results 

A pulser/receiver (RITEC RPR-4000), a wide range 
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decade filter (NF Corporation FV-628B) as the filter in 
the detection frequency, an oscilloscope (TEKTRONIX 
DPO4104), and a PC for data collection were used in the 
measurements. The transducer was driven by burst 
signals with a period of 100 �s. The driving frequency 
was swept from 1.5 to 3.5 MHz at intervals of 10 kHz. 
The signal amplitude of each frequency was computed 
using super heterodyne processing at intervals of 1 kHz. 

The test pipe was carbon steel piping (JIS STPT370) 
of 50A Sch80, with a 60.5 mm outer diameter, a 5.5 mm 
nominal thickness and 1350 mm long. Fluid flows from 
the bottom to the top of the test pipe, which has an 
orifice and an elbow in the upstream position and a 
U-shaped pipe in the downstream position. Thus, it is 
possible to accelerate the pipe wall thinning due 
turbulent flow in the test pipe. 

The experiment was carried out over two months at a 
temperature of 165°C. One probe was attached about 
700 mm from the edge of the orifice. 

Figure 1 shows the relationship between the elapsed 
time and wall thickness at high temperatures during 
operation, using the corrosion test loop for the first test. 
The results show that there is a clear correlation between 
the elapsed time and the thinning trend. The wall 
thinning was evaluated to be 0.18 mm, which was 
obtained from the difference between the initial 
thickness of 5.42 mm and final thickness of 5.24 mm.  

The final thickness, which was measured by cutting 
a cross section of the actual test pipe after the test and 
using a microscope, was 5.18 mm. The difference in the 

 

 
Fig. 1 Measurement result. 

 

 
Fig. 2 Signal of the SNC at the 68th day. 

final thickness was 0.06 mm, which is within an 
acceptable range compared with the error range of 
±0.1 mm for the ultrasonic thickness meter.  

Figure 2 shows the signal of the SNC on the 68th 
day. A fundamental resonance frequency peak emerges 
sharply around 300 kHz. This peak indicates that there is 
no inclination in the determination area, since a closely 
adjacent group of resonance peaks emerge sharply 
around 300 kHz if this was not the case. 

 
4. Concluding remarks 

In this study, EMAR and SNC were applied to online 
monitoring of pipe wall thinning. In addition the 
accuracy and stability of measurement was evaluated 
through field tests using a large-scale corrosion test loop 
at a high temperature of 165°C. 

The results show that it is possible to assess wall 
thinning inclination over time during the measurement 
period. Moreover, the difference between the measured 
thickness and real thickness was 0.06 mm at end of the 
test. EMAR with SNC, which is able to assess accuracy 
to a few �m thickness, can accurately evaluate the rate 
of wall thinning. 

Furthermore, by measuring over a long period, 
EMAR can contribute to elucidating the mechanism of 
wall thinning. 
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ABSTRACT 

In this paper, an inversion algorithm has been proposed and validated, based on a fast simulator of pulsed eddy current testing 
(PECT) signals and a deterministic optimization strategy, for the profile reconstruction of wall thinning in pipes of nuclear power 
plants. Local wall thinning is modelled as a group of planar defects with different length and depth, reconstructed from 
two-dimensional PECT signals. Through inverse analysis of simulated signals, the efficiency of the proposed algorithm has been 
demonstrated. 

 
1. Introduction 

In nuclear power plants (NPPs), local wall thinning 
is one type of pipe defect caused by flow accelerated 
corrosion and/or liquid droplet impingement on the 
inner side of the coolant pipes. Although there is 
sufficient thickness margin in the initial design of the 
pipe thickness, when wall thinning becomes serious, it 
may lead to very dangerous consequences, such as 
leakage. Therefore, to guarantee the integrity of NPPs, 
periodic non-destructive testing (NDT) is mandated to 
evaluate wall thinning. Another important issue is to 
check whether the wall thinning exceeds the safe 
tolerance range. This can not only guarantee safety but 
also save on unnecessary renewal of pipes. This requires 
a so called quantitative NDT (QNDT) method. However, 
the defect profile characterization of pipe wall thinning 
in NPPs has so far not been studied. 

Recently, the pulsed eddy current testing (PECT) 
method has been considered as a promising candidate 
for the detection of wall thinning. PECT method shows 
many advantages over conventional ECT method due to 
its application of large excitation currents and rich 
frequency components. Also, a high efficiency 3D 
numerical tool (a fast forward solver) [1] to simulate 
PECT signals has recently been developed. This 3D tool 
employs a similar strategy to that developed for the fast 
simulation of ECT signals, a database strategy and a 
frequency domain summation scheme. These give a 
good basis for quantitative wall thinning analysis based 
on inversion techniques. 

Inversion analysis reconstructs the size of a defect 
from the measured signal, which is the reverse method 
to forward analysis (that is, get the signal from the 
known defect shape). Inversion techniques include 
several methods, such as the deterministic approach, the 
artificial intelligence approach and the stochastic 
approach.  

In this paper, an inverse analysis scheme is proposed 
and validated for the sizing of pipe wall thinning in 
NPPs, based on a deterministic optimization strategy 
and the fast PECT signal simulator developed by the 
authors [1]. 

The contents of this paper are arranged as follows: 

first, the fast forward simulator for prediction of PECT 
signals is briefly demonstrated. Second, the model of 
wall thinning and the principle of the inversion 
algorithm are explained. Finally, one reconstructed 
example, using simulated data, is given to show the 
validity of the inversion algorithm. 
 
2. Fast simulator for PECT signals 

In PECT, the transient response signal due to the 
pulsed excitation can be obtained through a summation 
of response signals due to excitations of a series of 
single harmonic frequency with corresponding 
coefficients by using Eq.(1). 

   j
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where B(r, t) is the transient pulsed response signal at 
position r, Bn(r) is the response signal due to excitation 
of harmonic frequency ωn at position r and nF  is the 
Fourier transformation coefficient of the pulsed 
excitation signal. 

To simulate PECT signal based on Eq.(1), Bn(r), the 
response signal due to single frequency excitation, has 
to be obtained in advance. In this work, the database 
approach for fast simulation of ECT signals has been 
imported for the simulation of the single frequency 
signals. To deal with wall thinning of 3D (3 dimension) 
geometry, the conventional fast simulator for 2D defect 
has been upgraded with help of an interpolation strategy. 
Through comparing with the numerical results of the 
full FEM analysis, it was demonstrated that the 
proposed fast simulation scheme is of high accuracy and 
over 100 times faster. 

 
3. Principle of inversion algorithm and results 

In this study, sizing of wall thinning is conducted 
based on the inverse analysis strategy, which converts 
the sizing process to an optimization problem of 
minimizing the objective function, 
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where k means the iteration step, l and m represent the 
position of 2D scanning point, kc the shape parameter 
vector of wall thinning after k-th iteration, ( )kcε  the 

objective function (residual error), , ( )kl mP c  the 
feature parameter (this study, peak value is employed) 
extracted from the PECT signal B(t) at (l, m) scanning 
point for defect shape kc , and ,

obs
l mP  is the 

corresponding measured signal. 
As shown in Fig. 1, the local wall thinning was 

modelled as a group of planar slit defects (rows) of 
given width but with different length (for example, in 
the w-th row, length of wall thinning equals bw-aw) and 
depth (in the w-th row, depth of wall thinning to total 
thickness of specimen is dw (%)), which are selected as 
the defect shape parameters to be reconstructed. As 
these parameters have to be reconstructed at the same 
time, 2D PECT signals (Probe scans along the length 
and width direction in Fig. 1) scanned over the wall 
thinning in the far side are used for the reconstruction. 
In cases where the defect length and depth are close to 0 
in some rows after reconstruction, then these rows will 
be treated as unflawed region. In this way, the width 
information of the wall thinning can also be properly 
reconstructed. 

The conjugate gradient based reconstruction scheme 
[2] is employed to predict the lengths and depths of each 
row. In this study, Eq. (3) is adopted for the direct 
calculation of gradient vector from the calculated 
electric fields for the TR type PECT probe [3]. 
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where, σ0 is the conductivity of specimen in unflawed 
region, u

pE  is the unflawed electric field generated by 

unit current in the pickup coil, u f
e e+E E  is the flawed 

electric field generated by excitation coil (including 
unflawed and perturbed field), α  is a coefficient to 
correspond the output of pickup coil and the PECT 
signal, ,w ic  is the i-th wall thinning shape parameter at 

the w-th planar row in width direction and ( , ) 0ws =c r  
is the equation of the defect boundary surface in w-th 
row. 

According to above theory, a reconstruction program 
has been developed. Figure 2 shows an example of the 
reconstructed result of wall thinning with 3 rows in 
width direction after reconstruction of 40 steps iteration. 
In this case, the initial crack shape parameter is (a1: -1, 
b1: 2, d1: 10%; a2: -1, b2: 2, d2: 10%; a3: -1, b3: 2, d3: 
10%). We can see that the size of the wall thinning was 
properly reconsctructed.  

 
4. Concluding remarks 

An inversion algorithm is proposed based on a fast 

simulator of pulsed ECT signals and a deterministic 
optimization strategy. Numerical results show that the 
profile of the wall thinning can be properly 
reconstructed by using this inversion scheme. 
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Fig. 1 Reconstruction strategy schematic for 3D profile 

of wall thinning 
 

 

 

 

Fig. 2 Reconstruction results of PECT signal and wall 
thinning shape. Here 31.2% (30%) means reconstructed 

depth is 31.2%, true depth is 30%





OS9: Fluid-induced Seismicity: Modeling 
and Application



Eighth International Conference on Flow Dynamics
November 9 - November 11, 2011

－ 430 － － 431 －

Seismic and Aseismic Fluid Induced Motions 

François Henri Cornet
Institut de Physique du Globe de Strasbourg; Univ. de Strasbourg, 5 rue René Descartes 

67084 Strasbourg cedex ; France 
francois.cornet@unistra.fr. 

ABSTRACT 
The injection of fluid in a rock mass results in variations of effective stresses that generate induced seismicity The effective stress 

field variations depend on the diffusion process, which depends in turn on the magnitude of the pore pressure variation relative to the 
total stress. Four diffusion mechanisms are distinguished: diffusion through a poroelastic rock mass, diffusion in preferential

directions controlled either by slip along preexisting fractures, or by hydraulic fracturing, or by the development of fresh shear zones. 
Most importantly, this diffusion process generates also non seismic motion that influences in turn the seismic activity. 

1. Introduction 
The expression “Fluid Induced motion” is 

understood here as the rock motion generated by the 
forced flow of fluid in a geological formation, whether 
the forcing agent is man made or natural. This concept 
of fluid induced motion is different from that of fluid 
triggered motion which refers to a rock motion that 
would have occurred independently of the fluid flow but 
that has been accelerated because of it.  

In order to force the flow of fluid in a rock mass, the 
fluid pressure must be increased within a given volume 
and attention has turned, up to now, to the microseismic 
activity generated by this pressure increase. An 
abundant literature addresses this topic some elements 
of which are recalled shortly here after.  

But much less known are the aseismic motions 
generated by forced fluid flow, i.e. motions that occur at 
a velocity slow enough for not generating detectable 
dynamic signals in the rock. We present examples where 
such aseismic motions have been detected and discuss 
briefly consequences for the development of seismicity.  

2. Sources of Seismic events generated by fluid 
injections

It has long been known that an increase in pore 
pressure may induce some microseismic activity (Healy 
et al., 1968; Gupta et al., 1969; Pearson, 1981). The 
source mechanism associated with these pressure 
increases are generally considered to be pure shear 
events. These shear events are simply explained by a 
Coulomb failure mechanism in which the increase in 
pore pressure reduces the effective normal stress acting 
on preexisting weakness planes, leading to slip on the 
planes properly oriented with respect to the principal 
stress directions.  

But recently it has been shown that, when the 
injection pressure is large enough to generate hydraulic 
fracturing, many events contain non-shear components 
(Nolen-Hoeksema and Ruff, 2001; Sileny et al., 2009). 
Consequently, when the sismic monitoring system is 
properly designed, attention turns today to complete 
moment tensor analysis in order to identify the pure 
double couple component, the isotropic component and 
the Compensated Linear Vector Dipoles (Julian et al., 
1998). 

3. Mechanisms controlling the growth of the seismic 
cloud

Four different mechanisms have been proposed for 
explaining the growth of seismic clouds associated with 
fluid flow. They correspond to different level of fluid 
pressure with respect to the minimum principal stress 
magnitude that acts in the rock mass. 

Hydraulic diffusivity in an elastic porous medium  
When pressure is raised in the open-hole section of a 

borehole, the fluid percolates through the formation 
according to the rock mass diffusivity (Wang, 2000). 
This results in an increase in pore pressure that varies 
with time, which in turn results in a variation in 
effective stresses in the rock mass. As a consequence, 
the ratio between the maximum differential stress and 
the effective minimum stress increases with time 
depending on the distance with respect to the location of 
the fluid source.  

It is well known that when the axial load acting on a 
rock sample under constant confining pressure increases, 
some acoustic emissions are generated, even though the 
rock remains within its elastic domain. This is known as 
the Kaiser effect (Holcomb, 1993).  

Because the pore pressure variation in the formation 
depends on the rock mass diffusivity, many authors have 
proposed to interpret the rate of growth of the seismic 
cloud in terms of rock mass diffusivity (Talwani et al., 
1984, Shapiro et al., 1997). However, Cornet et al. 
(2007) have shown that this proposition is valid only as 
long as the rock remains within its elastic domain. For 
larger pore pressure variations, large scale macroscopic 
failure mechanisms are generated, the rate of growth of 
which controls that of the seismic cloud. 

Slip along large scale preexisting fractures 
When the pore pressure gets large enough so that 

the effective Coulomb stress acting on properly oriented 
large scale preexisting planes is not satisfied, slip occurs. 
The difference with the previous mechanism is the 
dimension of the slipping surface which in the present 
case dominates the extension process and therefore both 
the geometry and the rate of growth of the seismic cloud. 
Fehler et al. (1987) proposed the so called three-point 
methods to identify such fault zones in otherwise cloudy 
seismic structures.  
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Hydraulic fracturing 
When the pore pressure gets equal to the minimum 

principal stress, a so called hydraulic fracture is 
generated perpendicular to the minimum principal stress 
direction and the growth of seismic cloud is controlled 
by both the rate of growth of the hydraulic fracture and 
the fluid percolation through the walls of the fracture.  
With such a mechanism, tensile stresses exist only at the 
tip of the fracture and shear events are observed in the 
walls of the fracture. 

But interestingly, Sileny et al. (2009) have detected 
the existence of repeated tensile dipole sources, away 
from the front of the seismic cloud. This led them to 
propose that some hydraulic fractures are constituted by 
a network of mode I (pure tension) fractures (fig. 1.), 
somewhat similar to the “Hill” crack model for volcanic 
dykes (Hill, 1977). 

Figure 1. A “Hill” crack model for hydraulic fractures.  
The “Red” seismic Group fits the minimum principal 
stress direction but the G4  seismic group (with dipole 
multiplets) is slightly inclined to it (Sileny et al., 2009). 

Development of a fresh shear zone 
Numerous large scale hydraulic stimulations have 

been undertaken on the experimental geothermal site at 
Soultz-sous-forêts in North Eastern France, at various 
depths ranging from 2000 m to 4500 m. While in a few 
instances, hydraulic fractures have been created, for 
most of the stimulations the seismic cloud is inclined to 
the maximum principal stress direction in the formation. 
But this inclination is remarkably steady (22°). This led 
Cornet et al. (2007) to propose that these zones are not 
pre-existing fractures but fresh shear zones the geometry 
of which depends on the regional stress field. This has 
been confirmed by detailed analysis of the rate of 
growth of the seismic clouds during the various 
stimulations at Soultz (Calo et al., 2011).  

4. Aseismic motions associated with fluid injections  
At Le Mayet de Montagne (central France) where 

various methods have been tested for developing 
geothermal reservoirs in Hot Dry Rocks, detailed stress 
measurements were conducted in boreholes in the 
vicinity of zones where fluids had penetrated the rock 
mass (Cornet and Yin, 1995). The stress profiles 
suggested that slip had occurred aseismically along 
these zones during fluid injections (Scotti and Cornet, 
1994). Observation of aseismic slip induced by large 
scale water injections was also reported at Soultz sous 
Forêts, when direct measurements of slip were 
conducted in the injection well after the first large scale 
hydraulic stimulation had been completed (Cornet et al., 
1997). 

The far field extent of such aseismic motions was 
imaged later by P wave tomography that were 

undertaken by Calo et al. (2011) for the stimulations 
conducted around 4 500 m in the various wells of the 
site. Rapid changes in seismic velocity that happened 
synchronously with changes in injection flow rate and 
therefore injection pressure have led to the conclusion 
that volumes in the order of one cubic kilometer have 
supported changes in mean stresses of the order of a few 
MegaPascals because of aseismic slip. These aseismic 
slip are considered to be partly the cause for the large 
magnitude seismic events (close to 3) that have been 
observed after injection stopped.  

5. Concluding remarks 
Large scale fluid injections induce both, seismic 

and aseismic motions. Experience has shown that, often, 
the largest magnitudes are observed after injection has 
stopped. We propose that when aseismic slip occurs 
during injection and some temporary equilibrium is 
reached according to the pore pressure distribution in 
the rock mass, this equilibrium is destroyed by the drop 
in pressure associated with the end of injection. This 
proposition remains to be validated by modeling. Such 
modeling will require proper understanding of the 
influence of normal stress and temperature on the 
velocity dependence of the friction coefficient. 
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ABSTRACT 

We present results of the analysis of seismicity accompanying the stimulation of a tight well on the boundary of an existing 
producing geothermal energy system. Several methods have been used to analyze the data including tomography using earthquakes 
as sources, joint hypocenter collapsing of the microearthquake location catalog that results from the tomography inversion, and a new 
method that uses interferometry to obtain constraints on the distance separating pairs of microearthquakes within the zone of induced 
events.  
 
1. Introduction 

Microseismicity accompanying hydraulic fracturing 
of tight rock for the development of Enhanced 
Geothermal Energy (EGS) or Hot Dry Rock (HDR) 
Systems has long been monitored. The analysis of such 
data provides information about the probable locations 
of existing and newly created fractures within the EGS 
reservoir that are stimulated by the hydraulic fracturing. 
More recently, there is increased interest in developing 
geomechanical models of the injection process. 
Information obtained from the analysis of 
microseismicity can place important constraints on 
geomechanical models. Recent advances in analysis 
methods have provided improved locations of the 
microearthquakes and, in particular, in the relative 
locations of the events. We present results of the 
analysis of seismicity accompanying the stimulation of a 
tight well on the boundary of an existing producing 
geothermal energy system. Several methods have been 
used to analyze the data including tomography using 
earthquakes as sources, joint hypocenter 
determination/collapsing of the microearthquake 
location catalog that results from the tomography 
inversion, and a new method that uses interferometry to 
obtain constraints on the distance separating pairs of 
microearthquakes within the zone of induced events. 
With improved locations and information about the 
velocity model, we can determine moment tensors of the 
larger events, which can be used to place constraints on 
the stress field. The pattern of the microseismic event 
location distribution, the temporal change in the pattern 
in time and the moment tensors can be combined with a 
geomechanical model to evaluate the overall 
geomechanical development of the reservoir during the 
stimulation.  

 
2. Methods 
 We use several methods to analyze our data. One of 
the main problems with induced seismic data is the 
limited availability of observation stations. It is best if 
observation stations can be located downhole and thus 
closer to the injection so that frequency content of 
recorded signals is improved compared to those 
obtained from near-surface observations. Placing 
sensors downhole is expensive so near-surface 
observations are often used exclusively or to 
complement downhole observations. The limited 

availability of monitoring stations can reduce the quality 
of results obtained from analysis of recorded data.  

We begin with the use of tomography using the 
microearthquakes as sources to obtain constraints on the 
velocity structure and to refine the location catalog that 
was obtained from conventional single-event location 
schemes. We conduct a post-tomography analysis of the 
resulting microearthquake location catalog using a joint 
hypocenter determination method that includes a 
collapsing constraint that shifts locations of event 
towards those of nearby events provided that the shifted 
location does not result in a significantly larger misfit of 
arrival time data than does the original location. The use 
of the collapsing results in a more clustered catalog with 
the microseismic events located near but below the 
injection wells.  

Given the suboptimal array geometry of the 
microseismic observation network, the resolution of the 
velocity structure is somewhat limited.  To help 
mitigate this, we are developing an improvement to the 
tomography approach that involves the use of event-pair 
cross-correlations to determine the traveltime between 
event pairs. This allows the placement of virtual 
receivers within the microearthquake source region and 
has the potential to provide improved relative locations 
of the event pairs and to place additional constraints on 
the tomography inversion. The relative travel times are 
determined using cross-correlation of the waveforms 
recorded at recording stations from the event pairs. The 
method has been validated using both simulated data 
and by picking event pairs for which the vector joining 
them passes through one station, which allows direct 
arrivals to be used to determine interevent traveltimes. 
Further details can be found in [1]. 
 Since one goal of our work is to develop a 
geomechanical model of the reservoir stimulation, we 
are in the process of determining moment tensor 
solutions for selected events using the method described 
in [2].  
 
3. Results and Discussion 
 Figure 1 shows cross-sections of the locations of 
events within the stimulated region. The locations of 
stations are also shown. The event pair that is connected 
by a near-vertical line that passes through one of the 
near-surface stations is an event pair that was used to 
test the reliability of the interferometry method for 
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determining traveltimes between events. For an event 
pair having event locations that are joined by a line that 
passes through a recording station, the result of the 
interferometry analysis should yield a traveltime that is 
consistent with that determined from the difference in 
arrival time of the first arrivals measured at the station. 
By finding such event pairs, we can obtain a preliminary 
evaluation of the reliability of the use of 
interferometry-determined traveltimes between events 
that make up the event pair.   

 
Figure 1. Two-dimensional projections of 
microearthquake (dots) and receiver (triangles) locations. 
The two events joined by a line that passes through a 
receiver were used for testing the interferometry-based 
method for determination of traveltimes between event 
pairs.  
 
Figure 2 shows a comparison of the 
interferometry-determined traveltimes between event 
pairs with those determined by raytracing between the 
locations of the events determined by the traveltime 
tomography. Raytracing was done using the 
tomography-determined velocity structure. The 
comparison is rather good, which leads us to conclude 
that the locations, velocity structure, and 
interferometry-determined traveltimes are in reasonable 
agreement. Our next step is to use the 
interferometry-determined arrival times as constraints in 
the tomography analysis. Our hope is that this will 
provide improvements to the results obtained in the 
tomography. 
 

 
 
Figure 2. Comparison of traveltimes determined from 
the interferometry method with those determined from 
the locations and velocity structure obtained from arrival 
time tomography. 

 

4. Concluding remarks 
When monitoring microearthquakes induced by 

hydraulic fracturing, limitations on the number of 
seismic stations and the ability to site the locations 
within the subsurface mean that observations are never 
as good as one might hope for. By using a suite of 
analysis tools to evaluate recorded data, we can place 
important constraints on the seismicity parameters and 
velocity structure that will help in constraining the 
geomechanical model of the reservoir evolution.  
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ABSTRACT 
In order to explore seismological aspects associated with fluid induced seismicity, statistical behaviors and governing physics of 

fluid-induced or fluid driven seismicity were investigated for 3 typical cases of different scales. In general, fluid induced seismicity 
demonstrated following common features: 1) More swarm-like characters as indicated by the epidemic-type aftershock 
sequence models (more random component and less magnitude dependence in self-triggering); 2) Relatively small b-value; 
3) Sensitive to extern stress disturbances caused by such as the earth tides and passing seismic waves. 

 
1. Introduction 

Failures within either intact rocks or pre-existing 
faults generally obey the Mohr–Coulomb failure criteria, 
in which failure occurs on a plane when the Coulomb 
failure stress (CFS) exceeds a specific value 

 � �PCFS ��� �� ���  (1) 

where �� and �� are the shear stress and normal stress on 
the failure plane, respectively, � is the friction 
coefficient and P pore pressure. It is well known that 
changes in CFS caused by any kind of deformation 
elsewhere or pore pressure increase can trigger 
seismicity even large earthquakes. Human activities 
such as fluid injection into a deep well and 
impoundment of a water reservoir may fasten the 
occurrence of potential earthquakes along nearby faults 
stressed critically. Considering the slow process of 
tectonic loading, small stress changes due to human 
activities may equal to a few to hundreds of years’ worth 
of natural stress buildup [1]. Thus, fluid induced 
seismicity is an important issue in risk assessments in 
applications in which fluid migration or pore pressure 
diffusion is expected to play a role, such as hydrocarbon 
reservoirs, enhanced geothermal systems, and geological 
storage of CO2.  

In cases of fluid-driven seismicity, earthquakes 
triggered by fluid themselves produce changes in the 
local stress field. Thus, fluid triggering is always 
accompanied by stress triggering and it is important to 
find indicators or signs of fluid from seismic data [2]. 
Because any given fault system shows fractal or 
hierarchical complexity at all scales, statistical 
approaches have received increasing attention.  

Faulting at different scales, from acoustic emission 
(AE) events in stressed rock samples to earthquakes in 
the earth, show similarities in a wide range of aspects 
involved in a number of power-laws [3]. This paper has 
a focus in several power laws, which are widely 
observed in both laboratory and field. I take much 
attention to the epidemic-type aftershock sequence 
(ETAS) model which incorporates the Omori law 
(power law between aftershock rate of large earthquake 
and time from the main shock) by assuming that each 
earthquake has a magnitude-dependent ability to trigger 
its own aftershocks. The total occurrence rate is 

described as the sum of the aftershock rate related to all 
preceding earthquakes and a constant rate p0 that 
represents the stable Poisson process, or, in other words, 
the random background activity: 
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where Mc is the low-end magnitude cut-off of the 
catalog, and � is a constant that specifies the degree of 
magnitude dependence.  

This paper briefly summarize some common features 
of fluid-induced seismicity through case studies at three 
typical scales: 1) fracture of porous rock in laboratory; 
2) earthquake sequence induced by deep well injection 
in a gas reservoir; 3) fluid-driven seismicity in a 
geothermal active area. 

 
2. Role of Drainage Condition on Rock Fracture 

Berea sandstone, which has a porosity of ~20%, was 
used to investigate the role of drainage conditions in 
deformation and fracture behaviors of porous rocks 
under compression [4]. Experimental results indicate 
that the well-established dilatancy-hardening effect can 
be relaxed more or less by dilatancy-driven fluid 
flowing into the dilatancy region from surrounding 
regions. Under drained conditions, fast relaxation of 
pore pressure leads to 1) a significant reduction in rock 
strength and dynamic stress drop; 2) stabilization of the 
dynamic rupture process; 3) enlargement of the 
nucleation process and thus resulting in relatively larger 
nucleation zones and precursory slips.  

 
Fig. 1 Axial stress and pore pressure during the 

fracturing tests of Berea sandstone under 
drained and undrained conditions (from [4]). 
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ABSTRACT
The numerical simulator “SHIFT” calculates shearing and/or opening of fractures and related permeability changes along 
pre-existing fractures by coupling fluid flow and geomechanical analysis. The shearing of fractures can be interpreted as 
microseismic occurrences. Through the case study using the field data from the hydraulic injection experiment in Yufutsu oil/gas 
field, the performance of SHIFT was evaluated and verified. SHIFT can be used to design an injection strategy for reservoir 
stimulation and to predict the effects of the stimulation and the microseismic activities.

1. Introduction
Microseismic monitoring has been getting popular in 

this decade for imaging hydraulic fracture growth in 
oil/gas and geothermal fields. Especially, it is 
recognized as one of the key technologies for 
development of North American shale gas resources. 
Recent studies concerning to shale gas developments
revealed that the geometries of the fracture growth were 
not simple but complex and were heavily affected by 
pre-existing natural fracture system. The microseismic 
images in the Barnet Shale fields indicate that the 
stimulations are intersecting pre-existing fracture 
networks and generating a wide fracture zone appears to 
be a critical factor in the well performance (Maxwell, 
2002). This means that the success of fracture 
stimulation requires enhancing the flow properties of 
pre-existing fractures. This in turn depends on the ability 
of the elevated fluid pressures generated by injection 
and associated stress changes to cause shear slip and/or 
opening, and the conditions necessary to do that depend 
on the stress magnitudes and orientations and the 
orientations and strengths of the fractures (e.g., Tezuka 
et al., 2005; Moos and Barton, 2008, Ito and Hayashi, 
2003). This paper introduces a numerical simulator 
“SHIFT”, which can simulate shear slip and/or opening, 
resulting microseismic events (Tezuka et al., 2005), and 
show some results of case studies from the fractured 
basement gas reservoir in northern Japan.

2. A numerical simulator “SHIFT”
SHIFT simulates shearing and/or opening of 

fractures and related permeability changes along 
pre-existing fractures in a dynamic process by coupling 
fluid flow and geomechanical analysis as shown in Fig.1.
Then the shearing of fracture is interpreted as 
microseismic occurrence. An initial discrete fracture 
network (DFN) model is converted to an equivalent 
continuum mesh model, in which pressure distribution 
and water/gas saturations are calculated. A 
geomechanical analysis calculates stress condition
acting to each discrete fracture using given stress 
profiles and updated pressure distribution. According to 
the calculated stress condition, a possibility of shear slip 
at each fracture is evaluated on the basis of 
Mohr-Coulomb criterion and the resulting aperture is 
assigned to the fracture referring to the type curves 

presented in Figure 2. The DFN with updated fracture 
apertures are converted to mesh model again and this 
cyclic process continues following the given injection 
schedule. Outputs include a time history of injection 
pressure and microseismic occurrence, and distributions 
of pressure, permeability, water saturation and 
microseismic locations.

Pressure; P
Water Saturation; Sw Fracture Aperture; a

DFN to Mesh Conversion
Fluid Flow Analysis

Geomechanical Analysis
(Fracture shear/ opening
and microseismic event)

Stress Profiles
Rock Properties

Initial DFN
Reservoir Properties

Fig. 1 Schematic flow of coupled hydraulic and 
microseismic analysis with SHIFT.

Mohr-Coulomb failure
Improvement

Mohr-Coulomb omomom failure
Improvemmmmment

Mohr-Coulomb failure
Improvement

Fig. 2 Fracture aperture as a function of effective normal 
stress (example).
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3. Case Study in Yufutsu oil/gas field
A massive hydraulic injection and microseismic 

monitoring operation was conducted in 2005 at Yufutsu 
oil/gas field in Hokkaido, Japan. The objective of this
operation is to delineate the spatial distribution of the 
fractures and to improve the productivity of the well by 
stimulating pre-existing fractures. The injection 
schedule and anticipated areas of the stimulation were 
thoroughly designed and predicted by using the SHIFT. 
The initial DFN model was created on the basis of 
fracture information obtained from borehole images. 
The injection of more than 5,600m3 of slick water, 
without any additives, effectively induced microseismic 
activities and accordingly improved the productivity of 
the well. 

Fig. 3(a) and (b) show the predicted microseismic 
event locations using the initial DFN and the observed 
event locations, respectively. Although a preferential 
direction of the observed microseismic distribution
showed a good consistency with the prediction, an 
aspect ratio (proportion of a longitudinal direction to the 
others) of the microseismic cloud was slightly different. 
Additionally, significant mismatches in the pressure 
responses were observed (Figure 4(a)). These facts lead 
new understandings of the fracture system and were fed 
back to the DFN model to modify. Major modifications 
include a reduction of smaller fractures from the model 
and a tuning of the parameters which control the 
compliance of the sheared fractures.

Fig. 4(b) shows a comparison of pressure responses 
between the observation and the simulations after 
modifications. The modified model provides better 
agreement in pressure response. The microseismic 
distribution is also improved as shown in Fig. 3(c).

4. Conclusions
The performance of SHIFT was evaluated and 

verified through the case study using the field data from 
the hydraulic injection experiment in Yufutsu oil/gas 
field. SHIFT can be used to design an injection strategy 
for reservoir stimulation and to predict the effects of the 
stimulation and microseismic activity, taking into 
account the impact and the contribution of the 
pre-existing natural fracture system. SHIFT can be also 
used for evaluations of an initial fracture network 
models and stress conditions; those are inputs to SHIFT, 
by comparing the simulated results and the field 
observations.
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Fig. 4 Comparison of the measured and simulated
pressure responses of injection well by using the initial 
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ABSTRACT 
Seismic activity in geothermal area is one of the most critical environmental risks associated with development of geothermal 

resources. Many of the natural hydrothermal systems are found inside/around naturally fractured zones with seismic activity and
triggered/induced seismic activity is commonly observed. Meanwhile, hydraulic stimulation/injection to improve permeability of the 
reservoir also induces small earthquakes. Some of the earthquakes from the geothermal reservoirs have large magnitude as to be felt

on ground surface as presented in this abstract. 

1. Introduction 
It has been widely accepted that distribution of 

geothermal resources is highly correlated to activity of 
natural earthquakes from global point of view. There are 
a number of geothermal power plants, which were 
constructed on hydrothermal reservoirs with natural 
microearthquakes, and activity and hypocentral 
locations have been successfully used to monitor 
behavior of reservoirs to production and injection [1]. 
Meanwhile, microearthquakes are commonly observed 
during the hydraulic stimulation of EGS/HDR 
geothermal reservoirs. 

One of the recently appeared risks associated with 
geothermal reservoir creation and power generation is 
occurrence of earthquakes with unexpectedly high 
magnitude [2]. Such earthquakes from geothermal 
reservoir typically have magnitude less than 5 and 
hypocentral depth of 2-5 km, and some degree of 
damages to buildings and infrastructure especially in 
urbanized area have been reported. In many cases, the 
occurrence of earthquakes from hydrothermal reservoir 
is not directly correlated to human operation to the 
reservoir which can be considered to increase pore 
pressure, and can be interpreted as a part of the 
pre-existing natural earthquake activity. However, it is 
of importance to understand physics behind large 
earthquake from hydrothermal/EGS reservoirs and 
quantitatively evaluate risk of earthquake to obtain 
consensus for geothermal power generation from local 
community. The understanding of large earthquake from 
the reservoir is also of beneficial for developers because 
the effect of the earthquake to productivity can be 
revealed. 

In this paper, the authors show microearthquake 
activity and its characteristics observed at Cooper Basin, 
Australia, Basel, Switzerland, and Yanaizu-Nishiyama, 
Japan. 

2. Cooper Basin, Australia 
A private developer, Geodynamics Limited drilled 

the first injection well (Habanero 1) into a granitic 
basement to a depth of 4,421m (754m into granite) in 
2003.  Several sub-horizontal over pressured fractures 
were found in the granitic section of the well. The 
orientation of these existing fractures was consistent 
with the maximum tectonic stress being horizontal in the 
central part of Australia as indicated in the global stress 

field.
The main stimulation of Habanero-1 took place after 

several tests to initiate fractures. The total amount of 
liquid injected was 20,000m3 with a highest pumping 
rate of 48L/s. All the openhole section was pressurized 
in the first and main stimulation. 

The microseismic network at this site consisted of 
one deep (depth: 1,794m) high temperature instrument 
and four near surface instruments (depth: 88-114m).  
The authors recorded 32,000 triggers with 11,724 of 
these located in 3D space and time on site during the 
stimulations [3]. 

During the hydraulic tests and the main injection, we 
observed several events with large magnitude. The 
largest event had a moment magnitude Mw=3.0 which 
was estimated by Geoscience Australia. The origin time 
of the large events were also widely distributed in the 
hydraulic tests and little correlation was observed 
between the magnitude of the microseismic events and 
wellhead pressure. In fact, 11 of 30 large events 
occurred after shut-in. The locations of the large events 
were widely distributed in the seismic cloud. There is no 
clear seismic structure of the large events that was able 
to correlate to existing geological structure. The 
polarization pattern at each monitoring station is similar 
to that of the smaller events, suggesting that the source 
mechanism is common. Spatio-temporal observation of 
the hypocenter and source radii showed that the seismic 
cloud subsequently extended beyond the large events 
which occurred at the edge of the seismic cloud, and a 
number of seismic events with small magnitude 
occurred after the large events within the source radius 
of the large events. Observations suggest that some kind 
of hydraulic barrier was broken by the large events at 
Cooper Basin. 

3. Basel, Switzerland 
An operating company of the Basel Project, GEL, 

has drilled a deep borehole (Basel-1), penetrating into 
granitic basement, and made the first stimulation in 
December 2006.  A total amount of 11,500m3 of fresh 
water was injected over six days of stimulation 
operation [4] to openhole section. The maximum 
wellhead pressure was around 30MPa at a flow rate of 
50L/s [5]. 

The microseismic monitoring network, which 
consisted of 6 permanent and 1 temporary seismometers 
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in boreholes, detected more than 13,000 triggers during 
and after the stimulation (period until Feb. 2008) and 
2,900 of them were located. The distribution of the 
hypocenters showed sub-vertical planar structure with 
an azimuth of approximately NNW-SSE, which was 
consistent with the horizontal maximum stress around 
Basel. Dominant source mechanisms estimated by Swiss 
Seismological Service (SED) for some of the larger 
events were strike-slip of sub-vertical fracture with N-S 
azimuth [6]. 

The largest earthquake observed at Basel had 
Mw=2.9, and we defined large event as any event with a 
moment magnitude larger than Mw = 2.0. As a result, 9 
events were identified as large events at Basel. It is seen 
that 7 large events that occurred during and just after the 
pumping (on 8 December, 2006) had hypocenters in the 
bottom and middle of the main body of the seismic 
cloud. Later, two large events occurred around the 
shallow edge of the seismic cloud 50 days after the end 
of pumping, and their hypocenters were estimated 
approximately 100-200m apart from the main seismic 
cloud. The large events occurred at the bottom of the 
seismic cloud, and it can be seen that the source radii of 
the foreshocks overlapped each other. Coherence of the 
large events to neighboring smaller events was relatively 
high for the deep large events and low for that of 
shallow events, suggesting that hypocentral location is 
apart from the main seismic body or source mechanism 
is unique for the shallow large events. Most of the 
critical pore pressure for shear slip, which was estimated 
from FPS and stress state at Basel using Coulomb 
Failure Criterion, was relatively lower to those for the 
neighboring events with smaller magnitude. 

Observations suggest that the shallow large events 
were triggered at outside of the seismically activated 
zone and diffusion of pressurized zone is one of the 
most possible triggers. The deep large events at Basel 
occurred inside the previously stimulated zone and 
either re-distribution of stress or change in the friction 
coefficient might trigger the events. 

4. Yanaizu-Nishiyama, Japan 
A 65,000kW geothermal power plant is under 

operation at Yanaizu-Nishiyama, Fukushima, Japan 
since 1995 by Tohoku Electric Power Co. Ltd., and 
steam producer Okuaizu Geothermal Co. Ltd. (OAG). 
The site is located at outside of western edge of Aizu 
Basin and caldera-related fracture system composes a 
steam-dominant reservoir at a depth around 2 km. It has 
been interpreted from production record from wells that 
the sub-vertical fracture system has higher permeability 
around the production zone. Western part of the Aizu 
Basin historically has some degree of natural earthquake 
activities, and microearthquake activity around the area 
of Yanaizu-Nishiyama was observed in the exploration 
phase of the power plant. Therefore, OAG deployed 
microearthquake monitoring network in 1988, and 
continuously monitored microearthquakes. 

Several relatively large earthquakes in 
Yanaizu-Nishiyama have been detected by the network 

of JMA. The largest one occurred on October 12, 2009 
and its JMA magnitude has been estimated to be 4.9. 
Considerable damage was brought to power plant and 
houses of the residents. The authors have estimated that 
the hypocenter of a large earthquake had a hypocenter in 
the center of the cloud of hypocenter of the 
microearthquakes. No clear correlation between the 
operation of production/injection and the occurrence of 
the large events was observed. We have found that the 
“b-value”, which is considered to be correlated to 
possible largest events in the area of natural seismicity, 
has spatial and temporal variation in Yanaizu-Nishiyama. 
Generally evaluating the histogram of the magnitude, 
the possible largest earthquake in this site is ML=4.1. 
The fault plane solution (FPS) for 4 large earthquakes 
from the site has been estimated by JMA. Three of the 
four events showed FPSs of normal fault which has a 
strike of NW-SE and dip of around 45°. The last one can 
be interpreted by the same FPS considering some error 
in polarity identification for some of the stations. These 
FPSs are in consistent with the composite focal 
mechanism solution from the signals detected by the 
network of OAG. The distribution of the orientation of 
the seismic multiplet structure suggests that there are 
three trends in the orientation of the structures; namely, 
they had azimuths of NW-SE (slip to NE) and NE-SW 
(NW or SE slip), suggesting that they are correlating to 
the orientation of the fracture system inside the active 
seismic zone. 

Because of uncertainties in the information, which 
include stress state and orientation of fractures, 
interpretation of the large events in Yanaizu-Nishiyama 
is of difficulty.  

5. Conclusions 
The physics behind the occurrence of the large 

earthquake is field dependent as shown in this abstract. 
It has been also found that simple interpretation of the 
induced earthquake that increase in pore pressure is the 
most dominant trigger may not suitable in many cases 
where events after shut-in or bleeding-off were 
observed. 

Most of the characteristics of the large events from 
the three geothermal sites have been clarified throughout 
the studies by the authors. Rock-mechanical modeling 
will be followed for further understanding of the large 
events and development of technologies to seismically 
softly develop geothermal reservoirs. 
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ABSTRACT 
By analyzing data of microseismic events caused by a hydraulic stimulation, we can estimate pore pressure at the location and the 

occurrence time of each event assuming the Mohr-Coulomb criterion for fracture sliding.  The estimated values of pore pressure are 
sorted to give spatial distribution of pore pressure and its variation with time during hydraulic stimulation.  Furthermore, flow
pathway structure can be estimated as it gives a good explanation of the pressure distribution estimated from microseismicities.

1. Introduction 
Most geothermal reservoirs consist of fractured rock, 

and productivity of steam / hot water is dominated by 
water flow through the fracture network in the reservoir. 
Geothermal energy development depends upon how 
well the water flow is understood. However, the 
conventional approaches could bring limited 
information about the water flow. It is generally 
considered that each fracture composed of the network 
is spread over a relatively large area of several hundreds 
square meters, but its aperture is limited to several 
millimeters at maximum.  There is no way to detect 
directly such a thin structure nor the fluid flow in it from 
ground surface through a huge rock mass with few 
thousands meters in thickness. On the other hand, 
hydraulic stimulation is carried out to improve fracture 
permeability and connectivity frequently especially for 
creating the Enhanced Geothermal System (EGS). Then 
massive fluid is injected into subsurface rock through 
drilled wells, the fluid is forced to flow through a 
fracture network, and a number of microseismic (MS) 
events are commonly observed during hydraulic 
stimulation. It is believed that the MS events are 
induced by the increase in pore pressure at inside of 
fractures, which is caused by hydraulic stimulation. 
Based upon our further consideration on the sequence in 
which hydraulic stimulation leads to the MS events, we 
have proposed a method to integrate the data of MS 
events for estimating pressure propagation. Furthermore, 
the estimated pressure propagation allows us to estimate 
both of flow-pathway structure and the distribution of 
hydraulic conductivity. 

2. Procedure to Estimate Pressure Propagation and 
Flow-pathway Structure 

Friction between fracture planes decreases with 
increasing pore pressure in the fracture, Pp, until it 
reaches the critical pore pressure Pc at which the friction 
decreases to be balanced with the shear stress of fracture, 
�, and then shear sliding occurs on the fracture. Such a 
critical condition is called as the Coulomb criterion, and 
is given by

)( pn PS �� ��  (1) 

where � is the coefficient of friction along the fracture 
plane, Sn is the normal stress of fracture. The stress  

components of Sn and � are given as functions of the 
fracture orientation and the regional state of stress. The 
detailed analysis of MS events allows us to detect not 
only the seismic location but also the dip and strike of 
the fracture on which shear sliding occurs to cause the 
MS events. Therefore, when the regional state of stress 

(a) 

(b) 

Fig. 1 (a) Concept of “block”, (b) the relationship 
between the pore pressure P in the flow pathway and the 
critical pore pressure Pc estimated for each of MS events 
involved in the block “A”, and (c) the 2D model of 
flow-pathway structure. 
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Fig. 1 (cont'd) 

is given in another way, we can estimate the value of Pc
so as to satisfy Eq. (1) assuming an appropriate value of 
�, e.g. �, = 0.8.  Then we integrate the estimated value 
of Pc for each MS event into the distribution of pore 
pressure induced by hydraulic stimulation. To do this, 
assuming 2D case, we divide the region of interest into 
blocks with the same size as schematically shown in Fig. 
1a. When the estimated values of Pc of the MS events 
involved in a block are plotted on the pressure - time 
diagram, the results are to be as illustrated by cross 
marks in Fig. 1b. We collect the maximum value of Pc in 
the past at each time, and assume that its variation with 
time such as the solid line in Fig. 1b represents 
approximately the variation of pore pressure at inside of 
the flow pathways at the location of the block. By 
compiling those results, the regional pressure 
distribution could be estimated finally. Next, we assume 
an appropriate model of flow-pathway structure and 
adjust it as the pore pressure distribution computed by 
the model agrees well with that estimated from 
micro-seismicity. Fig. 1c illustrates an example of the 
2D model of flow-pathway structure. Again we divide 
the region in concern into blocks as they are consistent 
with the blocks used for the estimation of pore pressure 
distribution from micro-seismicity (see Fig. 1a). We 
assume hydraulic conductivity between the adjacent 
blocks, and the conductivity is modeled by a slit-like 
flow-pathway which is referred to the pathway-unit.  
The pathway-unit is assumed to be located connecting 
each center of the adjacent blocks, and it has a constant 
width everywhere but its height varies one by one 
according to the degree of local hydraulic conductivity.  
We applied this method to analyze the MS events 
obtained by the Australian HDR project.  Figure 2a and 
b show the pressure distribution estimated from 

micro-seismicity and the distribution of fluid flow 
simulated using the flow-pathway structure estimated 
from the pressure distribution, respectively. 

(a) 

(b) 

Fig. 2  (a) Pore pressure distribution and (b) 
distribution of fluid flow simulated using the 
flow-pathway structure estimated from the pressure 
distribution. 
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ABSTRACT 
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We monitored AE events accompanied with a failure of Berea sandstone specimen induced by pore pressure increase in a tri-axial 
experiment. We obtained fault-plane solutions of AE events and compared them with a loading condition in the experiment.  The 
comparison indicates that the fault plane solutions can provide stress condition inducing rock fracturing, as well as those for usual 
seismic events.  The results suggest that AE monitoring is a useful tool to detect behavior of petroleum reservoirs with fluid 
injection for operation of enhanced oil recovery and others.  

1. Introduction 
AE (Acoustic Emission) monitoring has been 

recently often applied to detect behavior of petroleum 
reservoirs.  For example, at oil fields in Ekofisk and 
Valhall in North Sea and in Clinton County, Kentucky in 
U.S., AE events have been monitored with operation of 
EOR (enhanced oil recovery) [1].  EOR is the 
technology to recover oil and gas from depleted 
reservoirs by injecting fluid such as water, natural gas, 
and carbon dioxide.  Since AE events are most likely 
caused with increase of pore pressure by the injected 
fluid, the AE monitoring helps to understand how the 
injected fluid penetrates and permeates.   
   We monitored AE events accompanied with a failure 
of Berea sandstone specimen induced by pore pressure 
increase in a tri-axial experiment.  We obtained the 
fault-plane solutions of the AE events and compared 
them with a loading condition in the experiment. 

Fig. 1 Specimen and positions of AE sensors. 
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2. Specimen and Experimental Method 
We used a cylindrical specimen of Berea sandstone 

as shown in Fig. 1.  On the surface of the specimen, 
twelve cylindrical piezoelectric elements having 
resonance frequency of 300 kHz (5 mm dia. and 6.7 mm 
thick) and two cross strain gauges (5 mm long) were 
glued.  The specimen was covered by silicon rubber 
with pedestals and set in a pressure cell.

(2)

(3)
(1) �3

3. Results and Discussion Fig. 2  Stress and strain along the elapsed time.3.1. Procedure of Loading 
Fig. 2 shows change of axial pressure (�1), confining 

pressure (�3), pore pressure (P), and strains (�1, �3 and
�vol) along the elapsed time in the experiment. 

The pore pressure measured at the top of the specimen 
became equal to that at the bottom within seconds, due 
to the large permeability 92.1md measured before the 
experiment. The predetermined magnitudes of the 
confining pressure and the initial pore pressure are 
referred to those at a real oil field in Middle East where 
seismic monitoring with EOR is planned. 

In the first step from the beginning to the point (1) in 
Fig. 2, after the axial pressure was applied slightly, 
under controlling the axial displacement kept to be zero, 
the confining pressure (�3) was applied and kept at 9.64 
MPa, and increased again up to the predetermined 
magnitude, 36.2 MPa.  As the result of the control, the 
axial pressure (�1) increased up to 36.8 MPa, keeping 
condition of hydrostatic pressure on the specimen.  
During this operation, water was injected from bottom 
of the specimen, and pore pressure (P) was increased up 
to the predetermined initial pore pressure (P0), 23.8MPa.   

   In the second step from the points (1) to (2) in Fig. 2, 
only the axial pressure was increased up to 116.9 MPa, 
which was determined so as to make 'stress severity' 
equal to 0.85, and the stress condition was kept for 
about 10 minutes.  Here, the 'stress severity' is defined 
as a ratio of a current stress condition to a stress 
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condition which would have been required to cause 
failure of the specimen, following the definition by 
Fairhurst [2].  At the final step from the points (2) to 
(3) in Fig. 2, when only the pore pressure was increased 
up to 30.8MPa, the specimen was failed. 
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1 Fig. 3  Comparison 
between a CT image 
of the XZ-plane that 
Y=0mm (the central 
section of the 
specimen) and all 
located AE sources 
projected onto the 
plane.

3.2. Comparison between AE Sources and X-Ray CT 
Images
   AE sources were obtained from differences of 
P-wave arrival times at the respective AE sensors.  
Among them only seven AE events were located within 
an error less than about 5 mm.
   Fig. 3 shows comparison between the located AE 
sources and the X-ray CT images in the center of the 
specimen (Y=0) obtained after the experiment.  The 
numbers in Fig. 3 show an order of AE events 
occurrences along the elapsed time.  Actual time along 
which the AE events from No.1 to No.7 occurred is for 
only 50.4 seconds just before the specimen failure.  In 
Fig. 3, black parts show low density areas.  We can see 
that the located sources are almost along the 
macroscopic crack indicated by the thick black line.  
The fact demonstrates that pore pressure increase 
induces the failure accompanying AE events that have 
energy large enough to be located.  The fact also 
suggests that AE monitoring is useful to detect failure of 
reservoir rock induced by fluid injection in operation of 
EOR for depleted reservoirs.  

PT PT

3.3. Fault-Plane Solution of AE Events 
Fig. 4 shows the fault plane solution of No.3 AE 

event, as an example.  In this figure, an open and a 
closed circles indicate dilatation and compression of 
P-wave initial motion respectively, which are projected 
on the lower hemisphere of a Schmidt net.  The 
directions of P- and T-axes, which are the direction of 
the largest and the smallest principal stresses causing the 
AE event, are obtained in the almost vertical and 
horizontal respectively.  The directions agree with 
those of the loading condition in the experiment. 
   Out of the seven AE events shown in Fig. 3, the 
directions of P- and T-axes of the solutions for No. 1 and 
No. 4 do not agree with those of the loading condition, 
while those of No. 2, 3, 5, 6 and 7 shows good 
agreement.  Fig. 5 shows a solution obtained by 
superimposing the solutions of No. 2, 3, 5, 6 and 7, on 
the assumption that the five events are caused by the 
same fracturing mechanism, in other words, the 
directions of the fault planes and P- and T-axes are the 
same.  The P- and T-axes agree with the loading 
condition, excepting the inconsistency that one closed 
circle exists in the area where open circles should exist.  
This suggests that the fault plane solutions of AE events 
induced with pore pressure increase by fluid injection 
for EOR can provide stress condition inducing rock 
fracturing, as well as those for usual seismic events.  In 
addition to this, comparison between stress path in the 
experiment and fracture criterion determined for the 
Berea sandstone by a series of tri-axial tests 
demonstrated that the  failure can be  explained  and 
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Fig. 5  Fault plane solution 
obtained by superimposing 
those of Nos. 2, 3, 5, 6 and 7 
AE events. 

Fig. 4  Fault plane solution 
of No. 3 AE event.  
Fig. 4  Fault plane solution 
of No. 3 AE event.  

predicted by a conventional Mohr-Coulomb's fracture 
criterion and the effective stress theory, which is 
reported in the other by the authors [3]. 

4. Concluding remarks 
To investigate AE events induced with EOR, we 

conducted a tri-axial experiment of Berea sandstone 
specimen with pressurizing pore pressure.  Obtained 
results are summarized as follows. 
(1) The seven AE sources were located exactly on or 
close to the macroscopic crack.  The fact demonstrates 
that pore pressure increase induces the failure 
accompanying AE events that have energy large enough 
to be located.   
(2) Fault plane solutions for most of the located AE 
events are consistent with the loading condition in the 
experiment.  This indicates that the fault plane 
solutions of AE events induced with pore pressure 
increase by fluid injection for EOR can provide stress 
condition inducing rock fracturing, as well as those for 
usual seismic events. 
(3) The results suggest that AE monitoring is a useful 
tool to detect behavior of petroleum reservoirs with fluid 
injection for operation of EOR and others.  
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ABSTRACT 
The hydraulic fracturing process and the effect of fluid infiltration on the fracturing behavior of rock can be successfully 

reproduced and discussed in detail by the flow-coupled DEM simulations. The simulation results show good agreement with the 
actual experimental results including the AE measurement data. The findings obtained from this study are summarized as follows.
When the fluid pressure acting on the fracture tip increases sufficiently, the hydraulic fracture has tortuous paths according to the 
boundary of the mineral grain, and shear cracks that emit significantly large energy are generated to connect pre-existing cracks.

1. Introduction 
Most of rock engineering projects are all closely 

related to fluid flow in fractured rock mass. Especially 
in the oil production industry and geothermal industry, 
hydraulic fracturing is often used for improving the 
productivity of oil/gas and hot water/steam respectively. 
To use the hydraulic fracturing effectively and control 
the fracture geometry, it is necessary to clarify the 
mechanism of the hydraulic fracturing. However, the 
actual design and operation of an effective hydraulic 
fracturing is difficult. It is difficult to directly observe 
the infiltration behavior of fluid and change of stress 
distribution in surrounding rock mass during the fluid 
injection. Therefore, even at present, it is still a 
challenging task to investigate the hydraulic fracturing 
mechanisms. 

On the contrary, the numerical simulation using the 
Distinct element method (DEM) [1,2] can directly 
represent grain-scale microstructural features of rock, 
such as pre-existing flaws, pores, microcracks and grain 
boundaries by considering each grain as a DEM particle 
without complicated constitutive laws. The hydraulic 
fracturing process and the effect of fluid infiltration on 
the fracturing behavior of rock can be successfully 
reproduced and discussed in detail by the coupled fluid 
flow and the DEM.  

In this paper, numerical simulations using the 
flow-coupled DEM code for hydraulic fracturing in rock 
specimen are presented [3], and the mechanisms of the 
fracture generation and propagation during hydraulic 
fracturing is investigated. 

2. Flow-coupled DEM 
The fluid flow algorithm is introduced into the 

original DEM code to simulate the hydraulic fracturing 
[3,4]. In the fluid flow algorithm, the aperture of the 
adjoining particles is assumed as a flow channel, and a 
series of enclosed domain is created by connecting the 
centers of adjoining particles to calculate the change of 
fluid pressure. The fluid flow in the channel is assumed 
as laminar flow in the two parallel plates with certain 
aperture, which can be expressed by the Poiseuille 
equation. The fluid pressure calculated in each domain 
was updated during fluid flow calculations and applied 
to the surface of surrounding particles. 

3. Rock specimen model and simulation condition 
Fig.1 illustrates the rock model and loading 

condition for the DEM simulation of hydraulic 
fracturing. The rock model is expressed by the assembly 
of particles bonded with each other. The number of 
particles is 18,505. The particle radius was uniformly 
distributed between maximum radius (1.0mm) and 
minimum radius (0.5mm) by using uniform random 
numbers. A borehole for fluid injection was created at 
the center of the model. The rock model is surrounded 
by the four confining walls. The right and upper walls 
can move to keep the confining pressure constant. Two 
confining pressures, 10MPa in the x-direction and 5MPa 
in the y-direction, were applied to the rock model. 

Fig. 1 Rock specimen model and loading condition for 
the simulation of hydraulic fracturing. 

Table 1. Rock model properties and input parameters. 

Number of particles: 
Maximum particle radius: 
Minimum particle radius: 
Shear strength of bonding: 
Tensile strength of bonding: 

Compressive strength of rock model: 
Tensile strength of rock model: 
Young’s modulus of rock model: 
Poisson’s Ratio of rock model: 
Permeability of rock model: 

18,505 
1.0 mm 
0.5 mm 
249 MPa 
21 MPa 

199.9 MPa 
10.2 MPa 
70.2 GPa 
0.248 
1.0×10-17 m2

5 MPa (Minimum) 
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The microscopic mechanical parameters used in this 
simulation were calibrated by preliminary simulations of 
uniaxial compression test, permeability test and 
Brazilian tests. In this study, macroscopic mechanical 
properties of Kurokamijima granite were used to 
calibrate the microscopic parameters. The microscopic 
mechanical parameters used in this simulation and the 
calibration results are summarized in Table 1. The high 
viscosity fluid (100 smPa � ) was used as a fracturing 
fluid. Fracturing fluid was injected into the borehole at 
constant pressurizing rate. 

4. Results and Discussion 
Fig.2 shows the spatial distribution of microcracks 

generated during the hydraulic fracturing simulation. 
The closed circle indicates a location of tensile crack 
and the open circle indicates that of shear crack. The 
diameter of the circle corresponds to the strain energy 
released with the crack generation. Since the magnitude 
of Acoustic emission (AE) event would strongly relate 
to the released strain energy, the strain energy is
assumed to be the energy corresponding to the 
magnitude of the AE event. As shown in Fig.2, the 
generated fracture propagated in parallel with the 
direction of maximum confining stress, and the tensile 
cracks were dominant. However, a few shear cracks 
emitting significantly large energy were generated. 

Fig.3 shows the fracture propagation and fluid 
infiltration behavior around the fracture at the time 
before and after such shear crack generation. The solid 
lines indicate the generated cracks and the shade of each 
domain indicates the fluid pressure. The fracturing fluid 
infiltrates into the fracture after the fracture generation 
and propagation. The shear cracks that emit significantly 
large energy were generated when the fluid infiltrated 
into the fracture after the fracture development. 

Since the rock model is expressed by the assembly 
of particles, the hydraulic fracture is microscopically 
tortuous due to the particle arrangement. When the 
fracture is tortuous and there exists the region where 
fracture width is narrowed locally, fluid infiltration is 
obstructed. The higher fluid pressure is required in order 
that a fracturing fluid go through such a narrow region. 
As a result, when the fluid pressure acting on the 
fracture tip sufficiently increases, shear cracks emitting 
significantly large energy are formed to connect 
pre-existing cracks. This fracturing process is similar to 
the Hill’s model [5] which is originally proposed for 
volcanic earth quake swarms. Similar phenomena were 
also observed in actual field scale AE measurement as 
reported [6]. To validate this phenomenon, more detailed 
analysis, such as field scale simulation, would be 
required. 

5. Concluding remarks 
In this research, simulations for hydraulic fracturing 

in rock specimen were performed using the 
flow-coupled DEM code to investigate the mechanisms 
of the fracture generation and propagation during 
hydraulic fracturing. When the fluid pressure acting on 

the fracture tip increases sufficiently, the hydraulic 
fracture has tortuous paths according to the boundary of 
the mineral grain, and shear cracks that emit 
significantly large energy are generated to connect 
pre-existing cracks. For further discussion on the actual 
field scale hydraulic fracturing, more detailed analysis 
including field scale DEM simulation should be done. 
This is our future work. 

Fig. 2 Crack types and magnitude of energy emitted 
from the cracks. 

Fig. 3 Fracture propagation and fluid infiltration 
behavior. 
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ABSTRACT
The study attempts to optimize stents used to cure aneurysms by causing flow diversion in the cavity. The well established technique 
of Exploration of Design Space is utilized. The objective functions chosen are the reduction of velocity and vorticity in the aneurysm. 
A sample space of forty to sixty candidates is selected based on the Latin Hypercube technique. Software Fluent is used to compute 
the objective functions. By standard methods such as Kriging, optimum candidates are evolved. The study focuses both on two and 

three dimensional flows. Many interesting results are discussed. 

1. Introduction
Aneurysms are caused by pathological dilation of the 

arterial wall. Their excessive growth may result in 
rupture and cause internal haemorrhage, leading to 
stroke or death [1]. To avoid rupture, stents are used to 
cause a flow diversion in the aneurysm cavity.  A
number of detailed studies on a two-dimensional
simplified model of stented aneurysms such as ones 
carried out by Hirabayahsi et. al. [2] showed that the 
position of gaps and struts, and their size has a 
considerable effect on the flow diversion caused. Other 
studies also revealed the possibility of optimizing stent 
design to produce preferable flow patterns in the 
aneurysm dome and maximize the flow reduction [3-7]. 

In order to optimize the stent design for an effective 
flow diversion, a number of idealized stent models with 
variable strut sizes, spacing and porosity were studied 
using CFD methods and Exploration of Design Space.  
This is similar to the work reported by Srinivas et. al. 
[8], which considered optimization of stents for 
coronary arteries. The details for optimization can be 
found in Refs [9-10]. Only variable pore density/strut 
size case will be presented and discussed in this paper.

2. Method
An idealized aneurysm model was used for purpose 

of simplification. A straight pipe was used to represent 
the parent blood vessel, and a sphere to represent the 
aneurysm sac. The diameter of the parent blood vessel 
is 4 mm, its length 50 mm, while the spherical aneurysm 
is 10 mm in radius and is 10 mm wide at the neck. For 
the construction of the blood vessel and aneurysm, 
Gambit 2.3 preprocessor was used.

An idealized CAD model of a typical stent was 
generated using Pro Engineer Wildfire 2.0. Stents
with variable cross-section size and pore density (the 
number of pores in the stent per unit area) were
considered.  The size of the struts was kept between 30 
and 150 µm while the pore density varied between 10 
and 150 pores/mm2 (30-99% porosity). A case with 
unconstrained porosity was first considered and 
constrained porosity (between 65% and 90%) was 
studied afterwards. A total of 60 individual samples 
were modeled using Pro Engineer.

The CAD models were then imported to GAMBIT 

2.3, and meshed using tetrahedral scheme and sizing 
functions. The number of cells ranged from 1.5 million 
to 3.9 million cells. The blood flow was simplified as 
isothermal, incompressible, laminar Newtonian flow 
with a density of 1060 kg/m3 and a viscosity of 0.0035 
Pas. The flow velocity at the entry is 0.3 m/s and the 
Reynolds Number based on entry conditions is 363. 
The boundary conditions of the inlet, outlet, vessel, 
aneurysm wall, and stent are time-independent. A 
constant pressure was set on the outlet, and no-slip 
condition was employed on the vessel, aneurysm, and 
stent. The velocity condition at the flow entry is set to 
constant. The basic equations of continuity and the 
Navier-Stokes equation were solved to determine the 
flow field. The calculation using the finite volume 
method was performed by FLUENT 6.3.26. 
Computations were performed exclusively on personal 
computers at the University of Sydney, and the CPU 
time required varied from three to seven hours 
depending upon the case. 

Once the computations were complete, design 
optimization was then performed using Kriging method 
to obtain a set of optimum solutions. The objective 
functions were velocity and vorticity reduction within 
the cavity, and these functions were to be maximized.

3. Results and Discussion
Two different conditions were applied while 

obtaining the optimized solution. At first, the 
optimization was carried out without applying any 
constraints. Then a geometrical constraint was applied 
during Kriging process to keep the nondominated 
solutions within the range of 60 – 95 % porosity. 

The compromise solution for unconstrained case has 
a cross section of 150 um, a porosity of 37 % and a pore 
density of 135 pores/mm2. The constraints were then 
applied in the second optimization. The cross section of 
the new compromise solution is now reduced to 138 um, 
and has a porosity of 60 % and a pore density of 93 
pores/mm2. The recalculated objective functions were in 
close agreement with the prediction by Kriging. Figure 1
shows a comparison of vorticity contours of no-stent 
case and optimized solution with geometrical constraints 
applied. The CAD model for optimized stent design 
with geometrical constraint is shown in Figure 2.
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Fig. 1 Vorticity contour for no-stent case (top) and 
optimized stent (bottom).

Fig. 2 CAD illustration of optimized stent model.

The results from both unconstrained and 
constrained cases indicate that both large strut size 
and high pore density are required for maximum 
flow reduction.

4. Concluding remarks
Idealized three-dimensional stents for aneurysms 

have been investigated for observing the relationship 
between stent design parameters and flow activity 
within the aneurysm cavity. Optimization was also 
carried out based on exploration of design space 
principles, with velocity and vorticity reduction in the 
aneurysm dome as the objective functions. It was also 
found that maximum flow reduction occurs for low 
porosity ratio and large strut size combination. This 

work has also identified pore density as an important 
design parameter for an effective flow diversion. The 
results from this study regarding flow reduction were 
almost identical to previous two-dimensional study by 
the authors. 

For more practical stent design and optimization, one 
must clearly understand the cause of rupture mechanism. 
Hence, it is recommended to investigate aneurysm 
rupture in more detail, especially the effect of stenting 
on temporal and spatial WSS distribution in aneurysms. 
This will allow us to properly consider WSS as part of 
objective functions in future optimization projects.
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ABSTRACT 

We have continued to study for the Computational Fluid Dynamics (CFD) and HPC. Especially, biomechanics flow is major subject. 
In this paper, we are described four subjects that are Air-Flow Simulation in Nasal Cavity, Blood Flow Simulation in Thrombosed 
Aortic Dissection, Blood Flow Simulation in Cerebral Aneurysm with stent and Heart Simulation using Medical Images Voxel Based 
Fluid-Structure-Cell Interaction Analysis. 

 
1. Introduction 

There are significant flows, blood flow and airflow 
in human body. The blood flow impacts mechanically 
blood vessel wall. This mechanical stress is regarded as 
one of the cause of circulatory disease e.g. 
arteriosclerosis, aneurysm, etc. We are investigating 
mechanical interaction between blood flow and blood 
vessel wall using realistic blood vessel shape that 
reconstructed from the medical images such as magnetic 
resonance imaging (MRI) and computed tomography 
(CT). In this paper, we are described four subjects that 
are Air-Flow Simulation in Nasal Cavity, Blood Flow 
Simulation in Thrombosed Aortic Dissection, Blood 
Flow Simulation in Cerebral Aneurysm with stent and 
Heart Simulation using Medical Images Voxel Based 
Fluid-Structure-Cell Interaction Analysis. 
 
2. Air Flow Simulation in Nasal Cavity 
 The nasal cavity has complex anatomy, and the flow in 
nasal cavity is complex. The nasal cavity has functions 
that are breathing, smelling, humidification, warming 
and cleaning of the inhaled air. By these functions, 
humans can adapt to harsh environments. Moreover, 
physiological functions of maximally sinus have not 
understood sufficiently. To clarify a function of nasal 
cavity, we calculate airflow of nasal cavity with 
maximally sinus using heat and humidity model. 
 The nasal cavity wall is composed of mucous 
membranes, blood vessel, and etc. The temperature and 
humidity of the inhaled air are adjusted by function of 
the mucous membranes. In this work, we focus on heat 
and humidity transfer from the organ side via 
membranes. Therefore, heat and humidity models 
constructed. Fig.1 shows the reconstruction shape using 
CT, and airflow in nasal cavity is visualized by 
streamline. The high velocity area is middle meatus. 
And, superior meatus and inferior nasal meatus is low 
velocity area. In the maxillary sinus, airflow is quite 
slow in comparison with main flow of nasal cavity. And, 
flow patterns of left and right maxillary sinus are 
different. In addition, large swirling flow is seen in the 
each of maxillary sinus. The temperature and humidity 
function are adjusted in front of nasal cavity. 
 We examine the flow of nasal cavity include maxillary 

sinus. Temperature and Humidity of inhaled air are 
adapted to suitable condition by function of nasal cavity. 
In the maxillary sinus, temperature and humidity are 
maintained high and velocity of airflow is low. In 
addition vortex flow was seen in the each of maxillary 
sinus. 
 

 
Fig.1 (left) Reconstructed Nasal Cavity Shape (right) 
Airflow of Nasal Cavity using stream line: The color 

mens the velocity speed. Red indicates high speed 
velocity, and Blue indicates low speed velocity. 

 
3. Blood Flow Simulation in Thrombosed Aortic 
Dissection 

The pathogenesis of aortic dissection is an intimal tear 
or damage to the aortic wall. The aortic dissections can 
be classified on basis of blood flow in false lumen. The 
mortality rate for the thrombosed type is higher than that 
for the patent type. In the thrombosed type, it has been 
reported that although the false lumen is completely 
occluded by the thrombosis, blood flow may be 
preserved, and the aneurysm may form. There is 
Ulcer-Like Projection (ULP) as a process to the 
aneurysm of the thrombosed type.  

The purpose of this study is clarified the 
hemodynamics predictive factor. A dynamics stress as 
risk factor was related for progress of aneurysm due to 
the thrombosed dissected thoracic aorta. 
 The realistic shape is reconstructed from the 
time-series of medical images that developed ULP, and 
progress the ULP that means before immediately rupture. 
These shape defined case1-A and case1-B, respectively. 
The time span is about three month, which rapidly 
progressing.  
 Fig.2 shows the velocity in ULP using vector. The flow 
pattern into ULP is similar. The outline of vortex center 
is agreed with case1-A and case1-B. At before 
immediately rupture, the two vortexes is seen into ULP. 
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Moreover, the pressure distribution of below and both 
side in ULP is larger than that of upper in ULP. In part 
of high pressure distribution, the ULP has been 
progressed. And WSS distribution is almost changeless.  
 We examined the prediction of hemodynamic factor in 
the thrombosed aortic dissection. This investigation has 
indicated that a developing aneurysm occurs in region 
with high pressure distributions and low WSS region at 
entry part. This time-dependent of change is important 
the movement of center of the vortex in ULP for 
develop. 
 

 
Fig.2 the flow using vector at unsteady analysis: The 
upper indicate case1-A, and the below indicate case1-B. 
Right indicate the outline of vortex center that founded 
by LIC method. 
 
4. Blood Flow Simulation in Cerebral Aneurysm with 
stent 
 Endovascular treatment is a low invasive therapy. The 
clinical experience with stent implantation flow 
diversion has been reported. Moreover, the effect of only 
stent on the flow reduction in cerebral aneurysm has 
been reported in CFD and experiment. In stent treatment, 
the diameter of stent is larger than that of blood vessel 
place to prevent the departure of stent by clinical 
definition. To clarify the effect to aneurysm in 
non-curvature model that considered the blood vessel 
expansion by stent placement.  
 Fig.3(left) shows the inflow to aneurysm and outflow 
from aneurysm velocity profiles using contour at each 
expansion rate. The maximum of inflow velocity has 
decreased by increasing expansion rate. When we 
assumed inflow at non-expansion to be 100%, the 
inflow at 3% expansion decreased 10.5%, the inflow at 
6% expansion decreased 21.8%. Fig.3(right) shows the 
WSS on aneurysm using contour at each expansion rate. 
The WSS distribution is decreased by stent placement. 
When we assumed mean WSS on aneurysm wall at 
non-expansion to be 100%, the WSS at 3% expansion 
decreased 13%, the WSS at 6% expansion decreased 
23.9%. 

We examined the effect to aneurysm by stent 
expansion. The inflow to aneurysm and WSS on 
aneurysm wall has decreased by considering blood 
vessel expansion by stent placement. 
 
5. Heart Simulation using Medical Images Vovel 
Based Fluid-Structure-Cell Interaction Analysis 

To assist diagnosis and treatment in daily medical 
scene, our final goal is to make circulatory system 
simulation for whole human body easily. Blood flow is 
driven by heart wall deformation,  

 
 

 
 

Fig.3 (left) Inflow to aneurysm and outflow from 
aneurysm using contoru (right) Wall shear stress on 

aneurysm wall using contour. 
 
the deformation occurred by cardiomyocyte behavior, 
and cardiomyocyte behavior is under influences of heart 
shape changing in each time. Therefore it is necessary to 
consider fluid-structure-cell interaction. It is convenient 
to calculate the deformation in Eulerian grid because the 
heart shape is obtained as voxel data by medical 
imaging devices such as CT. To simulate heart motion in 
voxel data, we develop the code in Eulerian frame 
interacting with cardiomyocyte simulator. In our model, 
both fluid and elastic solid are considered as 
incompressible continuum. By this assumption, motion 
of both materials is described by same type momentum 
equation. Momentum equations of both are combined 
into a mixture of fluid and solid by formulation that 
relates deformation velocity and solid stress, and VOF 
method. And conventional fluid flow analysis method 
calculates mixture motion. In addition, the force driving 
heart motion computed by the cell simulator “simBio” 
and cardiomyocyte model "Kyoto Model" is assigned 
internal stress of solid as active contractile stress.  

Using this method, we simulated self-contraction of 
elastic solid in a fluid as a simply model of heart motion 
and blood flow driving. By assigning the contractile 
stress for the solid, we obtained the result that the solid 
began to contractile and its magnitude was 
corresponding to the active contractile stress and the 
elastic modulus of solid. And Fig.4 shows that using this 
code, we performed simple heart model shape behavior, 
and we obtained the result that the fluid flow resembling 
the blood flow is driven by the solid deformation 
resembling the heart wall due to cardiomyocyte 
contractile.  
 

 
Fig.4 Shape at Typical Time. 

 
6. Summary 

We have paid lot attention about CFD. In this paper, 
we showed some our studies for biomechanics flow. We 
hope that computational biomechanics simulation will 
be a useful tool to improve medical and quality of life 
for everyone.  
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ABSTRACT 

Orientation of prosthetic heart valve is extremely important during surgical implantation. In mock circulation a pulsatile flow across 
the Medtronic-Hall and Bjork-Shiley valve was visualized using laser sheet illuminating naphthalene particles suspended in glycerin 
mixed water. Flow reversal, formation of eddies in the disc wake region, accelerating and decelerating flows curling up into vortices 
are some of the striking flow features that were observed particularly during closing and opening phases of valve. The flow through 
Bjork-Shiley valve exhibited considerable regurgitation in the region around the disc rim when the valve was seen in closed position. 
 
1. Introduction 

 
Since the first success in surgical implant of mechanical 
heart valve prostheses to replace the diseased natural 
heart valves, the evolution of mechanical heart valves 
for over last five decades has witnessed a variety of 
improved physical designs with superior materials. In 
India the TTK Chitra heart valve which is a single tilting 
disc valve is in clinical use. In vitro flow visualization 
studies of various types of cardiac prosthetic valves 
have revealed evidences of formation of vortices [1, 2, 
3, 4, 5, 6], wake [2], cavitaion bubbles [3, 6, 7, 8], and 
high shear regions [2, 5, 9, 10]. 
The present experimental work is a simple engineering 
approach to produce pulsating flow and capture the flow 
patterns emerging in the vicinity of two different types 
of mono-leaflet mechanical heart valves, Medtronic-Hall 
valve and Bjork-Shiley valve, both operating cyclically 
inside two parallel tubes simulating the aortic tracts. The 
flow field in the diametrical plane was illuminated using 
a laser sheet to enable video recording of the flow 
structures that were evolving periodically. The frame by 
frame analysis of the flow visualization images 
elucidates the complex kinematics of the flow through a 
monoleaflet mechanical heart valve placed in the aortic 
position 
 
2. Method 
The components of mock circulation included two 
transparent Perspex tubes of 20 mm.  At the centre of 
these tubes a Medtronic-Hall valve and Bjork–Shiley 
valve denuded from sewing ring were fixed.  Proximal 
ends of these tubes were connected through Y connector 
to a manually driven periodic flow generator. The distal 
ends of these tubes were connected through another Y 
connector to a reservoir cum compliance chamber. The 
opening direction of valves was opposite to each other, 
helping to create recirculating flow. The blood viscosity 
matching fluid used for simulation was mixture of 30% 
glycerin and 70% of water. The appropriate small 
amount of fine powder of naphthalene as tracer particles 
(flow marker) was mixed into this glycerin water 
mixture. A 5 W power argon-ion laser was used as the 
light source. The laser beam was passed through a clear 
glass rod of about 3 mm diameter that served as a 

cylindrical lens and produced a light sheet which was 
used to illuminate the flow field.  
 
3. Results and Discussion 
 

 
Figure 1. Flow through Medtronic-Hall valve during a 
complete systole period from opening to fully closed 
position. Arrows indicate the flow direction and the time 
shown in each frame is at the interval of 0.07 second. 
 
The Figure 1 shows images of flow through prosthetic 
Medtronic-Hall valve  with its disc in various positions 
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over a complete opening-closing cycle. The valve begins 
to open from fully closed position at t = 0, attaining the 
fully open position with the disc tilting to its maximum 
design angle of 75° leading to the peak flow rate, and 
then finally closing to the fully shut position at t =1.  
The time shown on each frame is the time lapse in 
second from the start of the event. It must be pointed out 
that all through the tests the valves were producing 
clearly audible sound of disc clapping with the valve 
seat while closing. Generation of such noise from 
implanted mechanical heart valves in patients is reported 
to be of serious concern due to complaints of discomfort 
and annoyance. 

 
 
Figure 2. Schematic of flow pattern in the plane of 
symmetry around the major and the minor orifices 
during opening of Medtronic-Hall valve. (a) The valve 
is just opening and (b) during the acceleration phase 
before reaching the peak flow rate. 
 
 When the disc tilts to open the orifices of the valve, the 
leading edge of the disc pushes the fluid in opposite 
direction in the region of the minor orifice, whereas the 
trailing edge of the disc moves in the same direction of 
the flow allowing acceleration of the flow through the 
major orifice(Fig. 2). Thus, the flow through both the 
orifices does not start simultaneously in the same 
direction and with the same velocity, although the 
pressure gradient across the valve is the same. From the 
figure, it appears that the disc reached its maximum 
opening by t =0.2. However, the flow seems to attain its 
peak velocity, displayed by the tracer particles in the 
form of lines, during t =0.34 and t =0.6 and thereafter 
the phase of deceleration begins. What is surprising to 
note is that even during the phases of the peak flow, not 
much activities are seen in the minor orifice region. 
Similar observations are reported by Mouret et al. [4]. 
During the opening phase, when the disc is at steep 
angles, the wake is formed behind the disc causing 
locally low pressures that induce the major orifice flow 
curl around the disc trailing edge as is evident in the 
frames from t =0.14 to t =0.34. 
 

 
Figure 3. Schematic of flow structures in the plane of 
symmetry during closure of Medtronic-Hall valve. (a) 
Valve is about to close, and (b) valve is fully closed. 
 
The deceleration phase is seen to start from t =0.67. As 
the flow velocity decreases, the major orifice region on 
both sides of the valve is seen riddled with eddies      
(t =0.80 to t =0.94). Just after the valve closure, the 

region downstream of the valve is seen to be dominated 
by a cluster of vortices (t =1.0 to t =1.14) (Fig. 3).  
4. Concluding remarks 
Pulsating flow through Medtronic-Hall mechanical heart 
valve and Bjork-Shiley mechanical heart valve, both 
with mono-leaflet design, has been investigated in the 
simulated aortic tubes using the laser sheet flow 
visualization technique From the observation of 
resultant flow patterns during the simulated cardiac 
cycle, following main conclusions are arrived at. 
1. During the peak of systolic period, despite the valve 
being in fully open position, there is hardly any flow 
seen from the minor orifice of the Medtronic-Hall valve. 
2. In the acceleration phase of the systolic period, wake 
formation accompanied with eddies is noticed behind 
the disc. 
3. Vortices are seen to form during transient phases 
between systolic and diastolic periods. The vortex 
downstream of the valve seems to gain strength soon 
after closure of the valve. 
4. Bjork-Shiley valve is seen to suffer from occurrence 
of very prominent regurgitant flow which was not 
noticeable for Medtronic-Hall valve, even if it existed. 
5. Formation of vortices and resultant generation of 
turbulence and shear stress seem to be inherent flow 
features of functioning of a tilting disc.  
6. It is demonstrated that crucial information about the 
complex flow behavior can be elicited from a simple, 
indigenous and inexpensive test setup. 
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ABSTRACT 
Intracranial stents are used for treatment of aneurysms. Stents are useful because they can prevent coil protrusion into a parental 

artery and have some flow diversion effects. Stents also have some effects to change vascular architectures. We have addressed the 
effects of changes in vascular architectures. We analyzed four clinical cases, which showed change in angles of parental arteries. 
Computational fluid dynamics simulations were performed for bifurcation type of vascular models with various angles. The results 
showed that, in most cases, changes of vascular architectures by stent placement may reduce risk of recanalization. 
 
1. Introduction 

Intracranial stents are used for treatment of 
aneurysms. Stents are useful because they can prevent 
coil protrusion into a parental artery and have some flow 
diversion effects, which may reduce recanalization. 
Stents also have some effects to change vascular 
architectures. However, there are few studies which 
focused on the effects. Here, we analyzed the effects by 
using both clinical cases and vascular models. 
Computational fluid dynamics (CFD) simulations were 
performed using the vascular models. 

 
2. Method 
(a) Clinical cases 

There are four cases of bifurcation type of 
aneurysms treated by stent-assisted coil embolization 
with Y-stent. We measured changes in angles of parental 
arteries by stent placements. Using 3-matic software 
(Materialise NV, Leuven, Belgium), bend angles of 
parental arteries are measured (Fig. 1). The two 3D 
vascular structures before and after stent placements 
were compared.  

 
 
 
 

 

        θ1    θ2  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Definition of vascular angles 
 
 
 

(b) CFD simulations using vascular models 
Using 3-matic software, symmetric bifurcation 

vascular models (Y-shape) with various angles were 
made. The bend angles are from 50 degrees to 130 
degrees. Figure 2 shows an example of vascular models, 
which have 50 degrees. The diameters of vascular were 
3mm. The top surfaces at the tip of bifurcation were 
determined for measurements of wall shear stress (WSS), 
pressure, and other parameters. CFD simulations were 
performed with the following conditions using ANSYS 
ICEM CFD and ANSYS CFX (Ansys Inc., Canonsburg,  
PA, USA). 

1. Mesh:  Tetrahedral mesh with prism layers on 
wall surfaces 

2. Inlet:   0.3 m/sec, steady flow 
3. Outlets:  0 Pascal 
4. Blood:  density 1053 kg m-3 

        viscosity 0.0035 kg m-1 s-1 
Newtonian-fluid laminar model    

  We measured area-averaged WSS and pressure at a 
top surface of each model.  
 

 
 

Figure 2. An example of vascular models 
(θ1=θ2=50 degrees) 
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3. Results 
(a) Clinical cases 

There are 8 sets of angles in 4 cases. In all cases, 
stent placements decreased bend angles with 10.7 
degrees in average. Statistical analysis of t-test showed 
significance at p = 0.00073. 
 
(b) CFD simulations using vascular models 

Area-averaged WSS at a top surface and vascular 
angles were calculated. This didn’t show any trends 
between Area-averaged WSS and bend angles. 
   Area-averaged pressure at a top surface and vascular 
angles were also calculated. Below 100 degrees, there 
was a positive relationship between Area-averaged 
pressure and bend angles. Above 105 degrees, the values 
of pressure seemed to be almost constant. Between 100 
and 105 degrees, there existed a drop of pressure. 
 
4. Discussion 

Few reports have yet shown effects of change in 
vascular architectures by stent placements. First, this 
study showed vascular angles have actually changed 
with around 10 degrees by stent placements. Second, 
CFD simulations showed characteristic feature of 
change in pressure at a top of surface. Supposed that a 
low pressure at a top of surface will decrease risk of 
recanalization after coil embolization for aneurysms 
(which has yet been proven), the characteristic 
relationship between Area-averaged pressure and bend 
angles suggests that in most of cases, vascular change 
by stent placements will decrease risk of recanalization. 

Since these models did not have aneurysms on a top 
of a bifurcation, it is necessary to figure out better 
vascular models to elucidate effects on aneurysm by 
vascular changes. 

 
4. Concluding remarks 

We have shown that stents placements changed 
vascular architecture in clinical cases. CFD simulations 
showed that the changes may have effects on reducing 
recanalization after coil embolization for intracranial 
aneurysms. In addition, this idea can apply for new stent 
design. 
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ABSTRACT 
In this study, UMI simulation and ordinary simulation with several upstream velocity boundary conditions were performed for  
blood flow in a carotid artery. The error of the UMI simulation was found to be almost half that of the ordinary simulation with 
measured upstream velocity condition, showing better accuracy in reproducing the blood flow. 

 
 

1. Introduction 
Development and progression of cardiovascular 

diseases is closely related to hemodynamics. As a novel 
technique to reproduce a blood flow field for advanced 
diagnosis, the authors have proposed and developed   
ultrasonic-measurement-integrated (UMI) simulation [1]. 
This method employs unsteady computation with feed- 
back of errors in Doppler velocities, which are velocity 
components in the ultrasound beam direction of the 
blood flow, between ultrasonic measurement and 
computation to make the numerical result converge to 
the actual blood flow field, even if the accurate velocity 
profile at the upstream boundary is unknown. To date, 
we have constructed a two-dimensional UMI simulation 
system (Fig. 1) and shown the relationships between 
hemodynamic parameters based on the wall shear stress 
and pathology by investigating a number of clinical data 
of the carotid artery [2].  

However, in the previous study, the accuracy 
between the UMI simulation and the ordinary simulation 
with a measured upstream velocity boundary condition 
was not compared. Thus, in the present study, we 
performed UMI simulation and ordinary simulation with 
several upstream velocity boundary conditions for a 
blood flow in a carotid artery to compare the accuracy 
of the results. 
 

Fig. 1 Ultrasonic-Measurement-Integrated  
Simulation System 

 
2. Method 

The governing equations of UMI simulation are the 
Navier-Stokes equation (Eq. (1)) and the pressure 
equation (Eq. (2)) for incompressible and viscous fluid 
flow,  
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where u is the velocity vector, p is the pressure, t is time, 
� is the density, � is the dynamic viscosity, and f is the 
feedback signal.  It is defined as an artificial body force 
proportional to the difference of Doppler velocities, V, 
between ultrasonic measurement and numerical 
simulation as follows: 

 � = −��∗
�����
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� �,                     (3) 
where Kv

* is the feedback gain (non-dimensional), U is 
the characteristic velocity, L is the characteristic length, 
and subscripts m and c represent the ultrasonic measure- 
ment and UMI simulation, respectively. The special case 
with Kv

* = 0 is the ordinary numerical simulation 
without feedback. The above governing equations were 
discretized by means of the finite volume method and 
were solved with the algorithm similar to the SIMPLER 
method.  

The shape of the carotid artery was extracted by 
binarizing both time averaged color Doppler images and 
time averaged B mode images. The shape was then 
rotated so that the main direction of the blood flow 
would agree with the x-directional axis, and the 
computational grid was generated. The size of the 
computational grid is the same as the resolution of 
ultrasonic measurement, as �x=280[�m] and 
�y=170[�m], respectively. The objective was a blood 
flow in a carotid artery of an informed 76-years-old 
female patient. Ultrasound color Doppler images of 5 
heart beats acquired with ultrasound diagnostic imaging 
equipment (LOGIQ7, GE Healthcare, JAPAN) with an 
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ultrasonic linear probe was used for analysis. The main 
frequency and repeated frequency were 5 MHz and 4.4 
kHz, respectively. Feedback domain was set from 1/8 to 
7/8 of the computational domain from the upstream. 
Feedback signals were added at each computational grid 
point in the feedback domain. The ordinary simulation 
was performed for the following upstream velocity 
boundary conditions: 
(A) velocity profile with the measured Doppler velocity,  
(B) velocity profile with the measured Doppler velocity 
scaled by flow rate estimation,  
(C) parabolic velocity profile with flow rate estimation,  
(D) uniform velocity profile with flow rate estimation. 
UMI simulation was also performed with the same 
boundary conditions. The feedback gain was set to 100. 
The downstream boundary condition of all cases was 
free flow, and the no-slip condition was set on the wall. 
The blood flow rate was estimated to minimize the 
summation of the absolute value of the error between 
the measured and computed Doppler velocities in the 
feedback domain by means of the golden section 
method. The accuracy of the calculation was evaluated 
by the error norm defined as follows: 
                  e = �

� ∑ |�� − ��|� /�����,             (4) 
where Vtype is typical Doppler velocity at the carotid 
artery. 
 
3. Results and Discussion 

Figure 2 shows a comparison between the ordinary 
simulation and the UMI simulation for Case (B). In the 
result for the ordinary simulation in Fig. 2(a), the 
velocity profile converges to a parabolic distribution in 
the downstream direction. On the other hand, the result 
of the UMI simulation in Fig. 2(b) shows downstream 
drift. 

Next, the accuracy of the ordinary simulation and 
that of the UMI simulation were compared using the 
error norm of Eq. (4). In Fig. 3(a) for the ordinary 
simulation, the error norm of Case A was larger than 
those of the other cases. This implies that ultrasonic 
measurement in one cross section has some error in 
evaluating the flow rate. Comparing Cases B, C and D, 
the error norm of Case B is smallest. Also, for the UMI 
simulation in Fig. 3(b), the error norm in Case A was the 
largest, showing that applying the correct flow rate is 
important. The error norms for Cases B, C, and D are 
almost the same, implying that the UMI simulation is 
insensitive to the upstream boundary velocity profile. 
Comparison of Figs. 3 (a) and (b) shows that the error of 
the UMI simulation is almost half that of the ordinary 
simulation, revealing that the UMI simulation has a 
better accuracy than that of the ordinary simulation with 
measured upstream velocity condition. 
 
4. Concluding remarks 

In this study, UMI simulation and ordinary simulation 
with several upstream velocity boundary conditions 
were performed for a blood flow in a carotid artery. The 
error of the UMI simulation was found to be almost half 
that of the ordinary simulation with measured upstream 

velocity condition, showing a better accuracy in 
reproducing the blood flow. 

 
(a) Ordinary simulation. 

 
(b) UMI simulation 

Fig. 2 Comparison of velocity fields for Case (B) 

  
(a) Ordinary simulation. 

 
(b) UMI simulation 

Fig. 3 Comparison of error norm 
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ABSTRACT 
The effect of stent strut in aneurysm neck was analyzed by computational fluid dynamics (CFD), and the design method of stent strut
pattern using optimization has been reported. In this report, the effect of stent strut pattern for classified cerebral aneurysm was 
analyzed by CFD, the flow pattern in cerebral aneurysm and the wall shear stress on cerebral aneurysm validated the evidence. From 
the results, the mean wall shear stress was reduced all case, however the maximum wall shear stress was not reduced all case. We
think that the select of stent in stenting treatment should be made very careful. 

1. Introduction 
In the medical field, stent implantation (stenting) in 

intracranial artery is called as endovascular treatment. 
The number of this case has been increasing in the 
world wide, because the surgical damages of 
endovascular treatment seem to be less than other 
treatments. The role of stenting for cerebral aneurysm is 
thought as decreasing the blood flow in cerebral 
aneurysm. We developed the computational fluid 
dynamics (CFD) using a realistic stent and aneurysm for 
the evaluation of stenting[1, 2]. From these results, the 
stent strut pattern and stenting position are very effect 
on the blood flow reduction in cerebral aneurysm. Then 
we have thought that development of searching method 
for stent strut pattern and the stenting position may be 
necessary. We performed an optimization way to design 
stent strut pattern with three-dimensional techniques[3]. 
The results say that several optimized designs can be 
proposed.  

In this study, the effect of stent on many kinds of 
cerebral aneurysm is spotlighted. We investigated the 
effect of stent for cerebral aneurysm using CFD. 
2. Material and Method 

2.1. Cerebral Aneurysm 
An idealized shape was used in this calculation for 

simplification. The idealized shape was shown in Figure 
1. The shape was the parent artery with a straight pipe, 
and the aneurysm with a straight pipe and a half sphere. 
The diameter of parent artery was 4 [mm], and the 
length was 50 [mm]. The aspect ratio (AR) was changed 
from 0.5 to 2.0, therefore, the diameter of aneurysm was 

changed from 2 to 10[mm]. The construction of these 
shapes was performed with Rapid Prototyping software 
(MagicsRP 13.1 (Materialise, Belgium)).  

2.2. Intracranial Stent 
The stent was constructed by CAD system, not 

realistic one reported previously. The shape was z-type 
stent geometry, the length and width of strut was fixed, 

the porosity was kept 80%, and stent strut height was 
constant at 150 [µm]. The shape of z-type stent on neck 
was shown in Figure 2. 

The stent was implanted at 1.9mm position from the 
center of parent artery. 

2.3. Numerical Simulation 
The constructed shape data were transferred to a 

personal computer and a tetrahedron numerical mesh 
was generated (ICEM CFD 11.0, Ansys Inc., PA, USA). 
The number of mesh was from 2,400,000 to 2,600,000 
in all cases. To improve analytical accuracy, the mesh 
refinement was used at near stent strut. Then, the size of 
mesh near stent strut was finer than other parts. The 
constructed mesh data were transferred to a 
supercomputer of Institute of Fluid Science (Silicone 
Graphics Altix SGI Japan, Ltd, Japan).  

The blood flow was simplified as an incompressible, 
laminar, and Newtonian flow with the density of 1050 
[kg/m3] and the viscosity of 0.0035 [Pa s]. 

The boundary conditions were set as follows. 
Velocity boundary condition at 0.200[m/s] was set on 
the inlet. Pressure boundary condition was set on the 
outlet. No-slip condition was employed on the vessel, 
aneurysm, and stent. 

The equations of continuity and the Navier-Stokes 
equation were solved to determine the flow field. The 
calculation using finite volume method was performed 
by a commercial solver (Fluent 6.3, Ansys Inc. PA, 

Fig. 2 The stent strut pattern on cerebral 
aneurysm neck 

Blood Flow 

Proximal 

Distal

Fig. 1 The cerebral aneurysm shape 

AR=0.5        AR=0.7        AR=1.0

AR=1.5        AR=1.6        AR=2.0

Blood Flow 
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USA) on the supercomputer (Silicone Graphics Altix, 
SGI Japan, Ltd, Japan). 
3. Results and Discussion 

Figure 3 shows the blood velocity vector at the 
center of blood vessel and aneurysm. The color means 
the blood flow speed and the direction of arrow means 
the direction of blood flow at the center plane. By the 
stenting, the inflow zone is changed from distal to 
proximal with all case. Therefore, the blood flow pattern 
in cerebral aneurysm has two patterns that one is a flow 
on the stent caused by the parent vessel flow, another is 
a rotational flow caused by that flow in cerebral 
aneurysm. In this time, the maximum blood flow speed 
is not reduced by stenting, the maximum blood flow 
speed becomes higher in AR=0.5 and 0.7 case.  

Figure 4 shows the maximum wall shear stress 
before/after stenting. X-axis means the aspect ratio of 
cerebral aneurysm and Y-axis means the maximum wall 
shear stress. In this figure, the blue bar (left bar) means 
the maximum wall shear stress before stenting, and the 
red bar (right bar) means the maximum wall shear stress 
after stenting. In maximum wall shear stress at each AR, 
the maximum wall shear stress in AR=0.5 and 0.7 case 
is raised after stenting, the maximum wall shear stress in 
other cases is reduced after stenting. 

Figure 5 shows the mean maximum wall shear stress 
before/after stenting. X-axis means the aspect ratio of 
cerebral aneurysm and Y-axis means the mean wall 
shear stress. The mean wall shear stress on whole 
cerebral aneurysm is reduced after the stenting. 

Ujie et. al. [3] proposed the relationship between 
rupture of aneurysm and aspect ratio, the appearance of 
two rotational flow in aneurysm has been the high risk 
of rupture. If the blood flow pattern regardless aspect 
ratio has one rotational flow after stenting, the risk of 
rupture will have been reduced. 

After the stenting, the wall shear stress distribution 
on whole of cerebral aneurysm is reduced, and the mean 
wall shear stress on the cerebral aneurysm is also 
reduced. Then, the role of stent reduced the whole wall 
shear stress is played. However, the maximum wall 
shear stress of aspect ratio 0.5 and 0.7 cases rises after 
the stenting. The wall shear stress in local has the 
possibility of rising by the stenting position and the stent 
strut pattern. The high wall shear stress is the one of 
factor affecting the growth aneurysm.    

Although the stenting treatment is effective for the 
treatment of wide neck aneurysm, the wide neck 
aneurysm is often the low aspect ratio aneurysm, then it 
is thought that a careful stent selection is necessary. 

As a future work, the development of stent that 
reduces wall shear stress for low aspect ratio aneurysm 
will be necessary. Then, we will perform the 
optimization of stent for low aspect ratio aneurysm, and 
develop the new stent.  
4. Concluding remarks 
In this study, we connected the effect of classified 
cerebral aneurysm on the flow with stent. After the 
stenting, the maximum wall shear stress in low aspect 
ratio aneurysm increases locally. A careful stent 

selection is important and necessary. 
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ABSTRACT 
Staphlococcal �-hemolysin (Hlg), leukocidin (Luk), and Panton-Valentine leukocidin (PVL) are two-component and 

hetero-oligomeric pore-forming cytolytic toxins (or cytolysin), that are first identified in bacteria. In the present lecture, I will firstly 
depict molecular basis of the membrane pore-forming nature of Hlg, Luk, and PVL. Next, I will refer to an assembly mechanism of
LukF and Hlg2 on the human erythrocytes, which has been first clarified by our study using a single-molecular fluorescence imaging 
technique.� Finally, I will refer to the genetic analyses of the Hlg, Luk, and PVL genes.   

Staphylococcus aureus secretes six cytolytic toxins, 
�-hemolysin (Hla), �-hemolysin, �-hemolysin (Hlg), 
�-hemolysin, leukocidin (Luk), and Panton-Valentine 
leukocidin (PVL), in which Hlg, Luk, and PVL have a 
unique characteristic of being composed of two separate 
and water-soluble proteins.  Hlg (Hlg1 of 34 kDa/Hlg2 
of 32 kDa) effectively lyses erythrocytes from human 
and other mammalian species. Luk (LukF [34 kDa] and 
LukS [33 kDa]) is cytolytic toward human and rabbit 
polymorphonuclear leukocytes and rabbit erythrocytes 
(but not hemolytic toward human erythrocytes), and 
PVL (LukF-PV [34 kDa] and LukS-PV [33 kDa]) 
reveals cytolytic activity with a high cell specificity to 
leukocytes (see review, reference [1]).  The studies by 
us and other groups showed that Hlg1 is identical to 
LukF and that the cell specificities of the cytolysins are 
determined by Hlg2 and LukS [2-5].  Hence, Hlg1 is 
hereafter referred to as LukF in the presentation. Based 
on the primary and 3-dimensional (3-D) structures of the 
toxin components, Hlg, Luk, and PVL are thought to 
form a family of proteins. Class F proteins (LukF and 
LukF-PV) and class S proteins (Hlg2, LukS, and 
LukS-PV) are approximately 70% identical to each other, 
whereas between classes the identity is approximately 
30%. Interestingly, class F and class S components of 
Hlg and Luk have 20 to 30% identities with the 
single-component staphylococcal Hla, which has been 
intensively studied as a prototype of pore-forming 
cytolysin. These two-component cytolytic toxins as well 
as Hla have also been proven to be pore-forming 
cytolysins [6-8]. Furthermore, the water-soluble LukF 
and LukF-PV components of Luk and PVL, respectively, 
have been solved from the X-ray analyses of their 
crystals [9, 10].  It was also found that the 
phosphorylation of LukS and LukS-PV of Luk and PVL, 
respectively, by protein kinase besides their pore 
formations on the leukocytes is required for the Luk- 
and PVL-specific leukocytolytic activities [11, 12].  
 In the first chapter of lecture, I will depict molecular 

basis of  the membrane pore formation of Hlg, Luk, 
and PVL. I will also refer to the phosphorylation of 
LukS and LukS-PV and its correlation with the 
leukocytolytic activity in Luk and PVL.  
In the second chapter of lecture, I will refer to the 

assembly mechanism of LukF and Hlg2 on the human 

erythrocytes as well as the roles of membranes of the 
target cells in pore formation by Hlg for understanding 
their pore-forming nature. Assembly of large 
macromolecular complexes such as membrane pores is 
essential for cell function. A crucial problem of protein 
complex assembly is to understand mechanism of 
assembly processes by elucidating information on the 
beginning, intermediate, and final stages involved. 
Heterogeneous populations of intermediate states, 
however, are not able to be readily analyzed using 
ensemble-averaged data. By contrast, single-molecule 
imaging methods provide direct information about 
individual intermediate states [13-15]. Recently, 
individual protein-protein interactions at very low 
concentrations have been observed in vitro under total 
internal reflection fluorescence microscope 
(TIRF-microscope) [16, 17]. At high concentrations of 
proteins, however, dimers can not be distinguished from 
crowded monomers using these techniques. 
Fluorescence resonance energy transfer (FRET) between 
single pairs of acceptor and donor fluorophores 
(single-FRET) has allowed observation of the 
dimerization even at high concentrations because the 
acceptor only emits fluorescence if located within 
several nanometers of the donor [18, 19].  Oligomers 
consisting of more than two molecules are also of great 
interest in protein assembly although they have not been 
analyzed yet using single-molecule imaging.  
Pore-forming cytolysins of bacteria are excellent models 
for studying the nature of assembly for oligomeric 
molecules on membranes because of the high stability of 
recombinant monomeric subunits in solution [9].  In 
2003, the assembly mechanism of the LukF and Hlg2 
monomers into pore-forming hetero-oligomers of Hlg 
on the human erythrocyte membranes has been first 
clarified by our study using a single-molecular 
fluorescence imaging technique.  We estimated 11 
sequential equilibrium constants for the assembly 
pathway which includes beginning with membrane 
binding of monomers, proceeding through single pore 
oligomerization, and culminating in the formation of 
cluster of the pores [20]. Our single molecule 
observation technique used  offered the ability to 
distinguish intermediates under physiologically relevant 
conditions. The FRET measurement for single and 
multiple molecules is effective in distinguishing 
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oligomers from crowded monomers. Moreover, we 
developed a novel method to deduce the number of 
LukF (donor) and Hlg2 (acceptor) molecules in small 
oligomers, such as trimers and tetramers, by measuring 
the stepwise photobleaching of FRET and acceptor 
signals, respectively [20].   
In the third chapter of lecture, I will refer to the genetic 

analyses of the Hlg, Luk, and PVL genes. The LukF, 
LukS, and Hlg2 proteins are derived from the Hlg gene 
locus (hlg), and have been found in 306 of 309 S. aureus 
clinical isolates [21]. In contrast, LukF-PV and 
LukS-PV are derived from PVL gene locus (pvl) which 
is distinct from hlg locus� and only few % of clinically 
isolated S. aureus strains carried pvl [21]. We found the 
presence of pvl on the genome of lysogenic 
bacteriophages, �PVL [22, 23]. We demonstrated the 
phage conversion of S. aureus leading to the production 
of PVL by discovery of a PVL-carrying temperate phage, 
�SLT from a clinical isolate of S. aureus [24]. In this 
chapter, we also refer to the current status of knowledge 
of the genetic organization of the PVL-converting 
phages for understanding their molecular evolution.  
The works cited in this lecture after 1977 were 

reviewed (see reference 25). 
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ABSTRACT 

Staphylococcal γ-hemolysin is a bi-component pore-forming toxin composed of LukF and Hlg2. These proteins are expressed as 
water-soluble monomers and then assemble into the oligomeric pore form on the target cell. Here, we report the crystal structure of 
the octameric pore form of γ-hemolysin at 2.5 Å resolution. The octameric assembly consists of four molecules of LukF and Hlg2 
located alternately in a circular pattern. The structure demonstrates the elaborate molecular machinery involved in pore formation by 
two different molecules, in which inter-protomer electrostatic interactions using loops connecting β2 and β3 play pivotal roles.  

 
1. Introduction 

Pathogenic bacteria secrete various virulence factors 
to attack host cells. The pore-forming toxins (PFTs) are 
among the most sophisticated virulence factors, and are 
expressed as water-soluble monomeric proteins that 
assemble on the membranes of the target cells to form 
bilayer-spanning pores. With the appearance of the pore 
on the membrane, the cells are killed through leakage. 

Staphylococcus aureus, a ubiquitous and pernicious 
human pathogen, secretes several PFTs including αHL, 
γ-hemolysin (γHL), leukocidin (LUK), and 
Panton-Valentine leukocidin (PVL). αHL consists of a 
single polypeptide, whereas the others are bi-component 
PFTs that require the synergistic association of a class F 
component and a class S component. γHL, LUK, and 
PVL are composed of LukF and Hlg2, LukF and LukS, 
and LukF-PV and LukS-PV, as class F and S 
components, respectively. Extensive experiments have 
been carried out for more than two decades, and the 
crystal structures of the monomeric forms of 
bi-component PFTs, i.e., LukF, LukF-PV, and LukS-PV, 
have been determined. However, the structures of the 
pore forms have not been reported at atomic resolution, 
which has hindered detailed discussion of the 
complicated molecular mechanism of action of 
bi-component pore-forming toxins. 

In the present study, we determined the crystal 
structure of the pore form of bi-component PFT, γHL. 
This is the first report of the crystal structure of a 
heterocomponent β-barrel- type transmembrane protein. 
This is also the first bi-component β-PFT of which both 
monomer- and pore-form structures have been 
determined by X-ray crystallography, which allowed us 
to discuss the pore formation mechanism based on their 
real structures at atomic resolution. Based on the 
structural differences between pore and monomer forms 
in combination with biological data accumulated over 
the past two decades, we propose a mechanism of pore 
formation by PFTs.  
 
2. Method 

LukF and Hlg2 were overexpressed in the pET E. 

coli expression system, and purified as a monomeric 
protein from the soluble fraction by passage through a 
Ni sepharose 6 Fast Flow column (GE Healthcare 
Biosciences AB, Uppsala, Sweden) and HiLoad 26/60 
Superdex 200-pg column (GE Healthcare Biosciences 
AB).  

The 1:1 mixtures of LukF and Hlg2 monomers were 
concentrated to 4 mg mL-1. Crystals suitable for further 
experiments were grown by the sitting-drop vapor 
diffusion method from a solution containing 0.1 M 
sodium acetate (pH 4.6), 0.5 M ammonium acetate, and 
50% (v/v) MPD. X-ray diffraction experiments were 
performed on the beamline BL41XU at SPring-8 
(Harima, Japan).  

The structure of γ-hemolysin was determined by the 
molecular replacement method with the program Phaser 
using the structures of monomeric LukF, Hlg2, and the 
stem region of -hemolysin protomer as search probes. 
After several cycles of manual model fitting and 
building with Coot and refinement with REFMAC5, 
individual atomic coordinate refinement and individual 
ADP refinement were performed with phenix.refine. 
Finally, R-work and R-free values converged to 20.68% 
and 23.64%, respectively. 

 
3. Results and Discussion 

Molecular architecture of γHL pore—The revealed 
structure was an octameric pore form consisting of 4 
molecules of each of LukF and Hlg2 (Fig. 1). Each 
component was located alternately in a circular pattern 
along a non-crystallographic fourfold axis. The 
protomer was composed of cap, rim, and stem domains. 
The cap domain interacts with those of adjacent 
protomers, and the rim domain is located beneath the 
cap domain. The protruding stem domains formed a 
transmembrane β-barrel, composed of 16 antiparallel 
β-strands from 8 protomers (four protomers from each 
of LukF and LukS). MPD molecules were bound at the 
base of the rim domain of four LukF protomers, and 
recognized by Trp177 and Arg198. In contrast, no 
significant electron density was observed at the same 
region of Hlg2. An aromatic residue layer, which is 



－ 464 － － 465 －

 

commonly observed in transmembrane β-barrel proteins 
near the lipid/solvent interface, was formed by Tyr117, 
Phe119, and Phe139 of LukF and Tyr111, Phe129, and 
Tyr131 of Hlg2. MPD molecules were located close to 
the aromatic layer, which defines the position of the 
surface of membrane bound to the toxin pore.  

 

Inter-protomer interactions—There are two types of 
interface between protomers in the γHL octamer (Fig. 1), 
i.e., the interface between the left side of LukF and the 
right side of Hlg2 (hereafter, interface 1), and that 
between the right side of LukF and the left side of Hlg2 
(interface 2). The buried surface areas at interfaces 1 and 
2 were calculated as approximately 1148 Å2 and 963 Å2, 
respectively. Interactions between the cap domains 
made predominant contributions in both interfaces, in 
which more than 160 atoms from each protomer were 
involved. In interface 1, an inter-protomer electrostatic 
interaction cluster, was observed between a loop 
connecting β2 and β3 of LukF (loop A) and β1 of Hlg2. 
In a similar region of interface 2, loop A of Hlg2 formed 
an electrostatic interaction with β1 of LukF, suggesting 
that the electrostatic interaction using loop A is 
conserved in both interfaces. The stem region was 
composed of an inter-protomer antiparallel β-barrel, in 
which 34 inter-protomer hydrogen bonds were formed.  

 
Structure comparison of protomers in pore-form 

with monomeric components—In both LukF and Hlg2, 
the stem domain, which was folded into a 3-stranded 
antiparallel β-sheet in the monomer, protruded outward 
to form a transmembrane β-barrel in the octamer. 
Through this process, all 12 hydrogen bonds formed in 
the monomer were disrupted, and instead 18 and 34 new 
hydrogen bonds were formed within and between 
protomers, respectively. These observations suggested 
that the secondary structure of the stem region is 
transiently completely disrupted, and reoriented as a 
β-barrel with formation of inter-protomer interactions. 

The core of the cap and rim domains was well 
superposed between monomer and protomer (r.m.s.d. 
1.13 Å and 1.18 Å for LukF (220 C  atoms) and Hlg2 
(243 C  atoms), respectively), suggesting that these 
two domains are rigid and that their relative orientation 
does not change upon octamer assembly.  

 
 

Assembly mechanism—Pore formation is initiated by 
the binding of LukF onto the cell surface, followed by 
heterodimer formation [1]. Our previous study indicated 
that a heterodimer with shorter distance between Ser45 
(LukF) and Lys222 (Hlg2) acts as a structural unit for 
oligomerization [2]. The distance between these residues 
through interface 1 was approximately 21 Å, whereas 
that with interface 2 was 43 Å, indicating that the 
heterodimer interacting with interface 1 must be formed 
first, followed by assembly into an octamer.  

Based on these observations, the following processes 
were proposed to occur at the initial step of pore 
formation: (i) LukF first binds at the cell surface with 
exposure of interface 1; (ii) LukF is bound by Hlg2 
through the exposed interface 1; followed by (iii) 
assembling into tetramer, hexamer, and octamer (Fig. 2).  

 
Function of the N-terminal region and loop A in 

inter-protomer interaction—The residues reported to be 
essential for the hemolytic activity coincided with those 
that formed interactions with loop A [3, 4]. In both 
LukF and Hlg2, loop A was located alongside the 
essential N-terminal region of the adjacent protomer, 
and made electrostatic interactions. These observations 
indicated a pivotal role of loop A in the inter-protomer 
interaction. In the monomeric state, loop A made 
interactions with the pre-stem region, whereas it 
interacted with the adjacent protomer in the pore 
structure. These observations indicated that two events, 
i.e., release of the pre-stem and formation of the 
interaction with the adjacent protomer, occur on loop A 
upon oligomerization. Loop A would act as a clamp for 
the folded pre-stem in the monomer, but act as an 
adhesive material between protomers after releasing the 
pre-stem.  

 
4. Concluding remarks 

In the present study, we determined crystal structure 
crystal structure of the octameric pore form of 
γ-hemolysin at 2.5 Å resolution. The structure revealed 
that (i) heterodimer interacting with interface 1 acts as a 
structural unit for oligomerization, (ii) the secondary 
structure of the stem region is transiently completely 
disrupted through assembly, and (iii) loopA acts as two 
different roles in monomer and pore structures.  
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Fig. 1 Crystal structure of the octameric pore of 

γ-hemolysin. Black; LukF, White; Hlg2 

 



Eighth International Conference on Flow Dynamics
November 9 - November 11, 2011

－ 466 － － 467 －

Three-state Discrete Kinetics of the OpdK Protein Pore 

Belete R. Cheneke1, Bert Van den Berg2 and Liviu Movileanu1,3

1Department of Physics, Syracuse University, 201 Physics Bldg., Syracuse, New York 13244-1130, USA, 
and 2Program in Molecular Medicine, Worchester, Massachusetts 01605, USA  

3E-mail: lmovilea@physics.syr.edu 

Abstract 
 In this paper, we discuss ion selectivity of a single beta-barrel protein pore. OpdK protein is an 8 Å-wide 
diameter, kidney-shaped pore located in the outer membrane of Pseudomonas Aeruginosa. We were able to record 
single-channel current fluctuations of this protein when reconstituted into a planar lipid bilayer. We observed that the 
OpdK protein pore obeys to a three-state, discrete kinetics model, whose current fluctuations among the three sub-states 
featured different rate constants.  
  
1. Introduction 

 A single protein pore in a planar lipid bilayer 
membrane nanopore may act as a flcutuating 
bionanostructure (1). OpdK is an OprD family 
member of Pseudomonas Aeruginosa (2;3). Recently, 
vand den Berg and Movileanu groups reported the X-
ray crystal structure of the OpdK, which reveals a 
monomeric, 18-stranded �-barrel with a kidney-
shaped transmembrane pore (Fig. 1) (4). 

Extracellular side

Periplasmic side

OM

L4 L7 L3

Fig. 1 Crystal structure of the OpdK protein. The 
figure indicates the most bulky extracellular loops 
L3, L4 and L7 as well as the portion of the membrane 
supposed to be inserted into a lipid bilayer (OM).  

 In this paper, we show a detail analysis of the ion 
selectivity of the OpdK protein. A weak anion 
selectivity of the OpdK protein indicates that its 
substrate should be a negatively charged small 
molecule, which is consistent with prior hypothesis 
that vanillate is taken into the cell via this 
transmembrane protein porin (4).  
    
2. Methods 

Cloning, overexpression, and purification of 
OpdK. The OpdK gene lacking the part coding for 
the signal sequence was amplified from genomic 
DNA of P. aeruginosa and was then cloned into the 

pB22 vector (5) with the E. coli YtfM signal sequence 
at the N-terminus. The protein was expressed in C43 
(DE3) E. coli cells. We used standard protein 
chemistry techniques for protein expression and 
purification.  

 Single-channel current recordings on planar 
lipid bilayers. Single-channel current measurements 
were carried out with planar lipid membranes (6;7). 
Briefly, both chambers (1.5 ml each) of the bilayer 
apparatus were separated by a 25 �m thick teflon 
septum (Goodfellow Corporation, Malvern, PA). An 
aperture in the septum of ~60 �m diameter was 
pretreated with hexadecane (Aldrich Chemical Co., 
Milwaukee, WI) dissolved in highly purified n-
pentane (Burdick & Jackson, Allied Signal Inc., 
Muskegon, MI) at a concentration of 10% (v/v). The 
standard electrolyte in both chambers was 1000 mM 
KCl, 10 mM potassium phosphate, pH 8.0, unless 
otherwise stated. The bilayer was formed with 1,2-
diphytanoyl-sn-glycerophosphocholine (Avanti Polar 
Lipids Inc., Alabaster, AL, USA). OpdK was added 
to the cis chamber, which was at ground. Current 
flow is shown as positive and it represents a positive 
charge moving from the trans to cis chamber. 
Currents were recorded by using an Axopatch 200B 
patch-clamp amplifier (Axon Instruments, Foster 
City, CA) connected to the chambers by Ag/AgCl 
electrodes. An Optiplex Desktop Computer (Dell, 
Austin, TX) equipped with a Digitdata 1440 A/D 
converter (Axon) was used for data acquisition. The 
output from this amplifier was also filtered by an 8-
pole low-pass Bessel filter (Model 900, Frequency 
Devices, Haverhill, MA) at a frequency of 10 kHz 
and sampled at 50 kHz. Acquisition and analysis of 
data was performed using pClamp 10.2 software 
(Axon).  
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3. Results and Discussion 
 Permanent charges on the internal loops and pore 
walls are expected to impact the electrostatics of the 
pore lumen. We performed single-channel electrical 
recordings under asymmetric KCl concentration. The 
permeability ratio PK /PCl was calculated from the 
reversal potential (Vr) by applying the Goldman-
Hodgkin-Katz (GHK) equation:  

cK
RTVrF

tK

RTVrF
cCltCl

Cl

K

aea
eaa

P
P

][][
][][

/

/

��

��

�

�
�

    

where variable a represents the activity of either 
potassium or chloride in either the cis (subscript “c”)
or trans (subscript “t”) chamber. Here, F, R and T are 
the Faraday constant, the gas constant and the 
absolute temperature, respectively. The current-
voltage curves were determined under asymmetric 
ionic concentrations.  

 In Fig. 2, we present the current-voltage 
relationship of the wild-type OpdK protein, revealing 
reversal potential (Vr). This parameters was later used 
to determine permeability ratio (PK/PCl). In all 
asymmetric conditions, the OpdK protein exhibited a 
weak anion selectivity. For the conditions employed 
in this work, PK/PCl was in the range 0.35 – 0.79. We 
did not find statistically significant alterations of the 
permeability ratios at pH 6.0 and 8.0, respectively.  

 The permeability ratios were greater when the 
KCl concentration was higher in the cis side than in 
the trans side. The reversal potentials were positive 
when the KCl concentration was higher in the trans
side than in the cis side. For ccis = 0.2 M KCl and ctrans
= 1 M KCl, the reversal potentials at pH 6.0 and 8.0 
were 13 ± 4 mV and 15.9 ± 1. 3 mV (n=3), 
respectively.

 On the other hand, for ccis = 1 M KCl and ctrans =
0.2 M KCl, the reversal potentials at pH 6.0 and 8.0 
were -3.2 ± 0.4 mV and -6.4 ± 3.2 mV (n=3), 
respectively. The weak anion selectivity of the OpdK 
protein pore is a result of the basic arginine ladder on 
the pore walls (3). This observation is also in accord 
with the anionic nature of the vanillate substrate. 
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Fig. 2. The current-voltage profile of the OpdK 
protein under asymmetric ion concentration 
conditions. 
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ABSTRACT 
Staphylococcal γ-hemolysin (Hlg) is a two-component cytolysin which consists of LukF (Hlg1) and Hlg2. We have studied the 
pore-forming nature and assembly mechanism of and revealed that Hlg forms heterooligomeric transmembrane pores with a 
functional diameter of 2 nm on mammalian erythrocyte. Here we show our comprehensive research progresses of the Hlg pore, 
especially on subunit mismatch arrangement, cluster formation and membrane-damaging activities against several phospholipid 
membranes. These results suggest the Hlg pores have several novel and unique properties not shared by other pore-forming toxins. 
 
1. Pore-forming nature of -hemolysin 
  Bacterial pore-forming toxins (PFTs) are produced by 
various bacteria and may play an important role in 
pathogenesis. Staphylococcal γ-hemolysin (Hlg), 
leukocidin (Luk), and Pantone-Valentine leukocidin 
(Luk-PV) are two-component PFTs secreted by 
Staphylococcus aureus (staphylococcal two-component 
PFT, STPFT), a common pathogen in hospitals [1,2]. 
Hlg (Hlg1 of 34kDa/ Hlg2 of 32kDa) effectively lyses 
erythrocytes of human and other mammalian species. 
Luk (LukF of 34kDa/ LukS of 33kDa) is cytolytic 
toward human and rabbit polymorph nuclear leukocytes 
and rabbit erythrocytes (but not hemolytic toward 
human erythrocytes), and LukF-PV (LukF-PV of 34 
kDa/ LukS-PV of 33 kDa) reveals cytolytic activity with 
high cell specificity to leukocytes [3]. Previous studies 
by us and other groups have shown that Hlg shares one 
component with Luk (i.e., Hlg1 is identical to LukF) and 
that the cell specificities of the cytolysins are 
determined by the other components, Hlg2 and LukS [4, 
5]. Hence, Hlg1 is referred to as LukF. 
� Because Hlg and Luk cause leakage of intracellular 
potassium ions from human and rabbit erythrocytes and 
swelling of the cells before hemolysis, we have studied 
the assembly and pore-forming nature of these toxins 
and revealed that Hlg and Luk form a ring-shaped 
structure with an inner/outer diameter of 3/9 nm on their 
target membrane, and that they act as a transmembrane 
pore with a functional diameter of ca. 2 nm [6,7]. 
Furthermore, high-resolution transmission electron 
microscopy (TEM) observation revealed that the Hlg 
transmembrane pores form heteroheptameric structure 
and chemical cross-linking study has suggested that an 
Hlg transmembrane pore forms a heteroheptameric 
structure with alternative arrangement of LukF and Hlg2 
at molar ratios of 3:4 and 4:3 [8].�   
 
2. Structure analysis by image processing of 
heptameric structure 
� Recently, we performed quantitative 2-D image 

analysis of subunit arrangement in the Hlg pores based 

on TEM image and revealed mismatch subunit 

arrangements are in the pore [9,10]. The image analysis 

was done by using the top TEM views with seven 

subunits because our previous study showed that the 

majority number of subunits in the Hlg pore formed on 

human erythrocyte is seven [8]. 

� Two different methods were used for the analysis. 

First, the longest distance between two adjacent subunits 

was numbered as D1 and the others were identified 

counterclockwise as D2 to D7 [9]. In this way, D1 is 

significantly larger than the others and that the real 

mismatch length of D1 against the regular heptagon is 

approximately 1 nm. In the heteroheptameric structure, 
the pore is composed of six linkages based on differential 
subunits lying next to each other (i.e. LukF-Hlg2) and one 
linkage based on identical subunits placed side by side (i.e. 
LukF-LukF or Hlg2-Hlg2). Nguyen et al. reported the 
formation of a LukF-Hlg2 heterodimer preceded assembly 
of the pore during oligomerization [11]. These results 
suggest that although the linkage between identical 
subunits could be occurred, this formation is less efficient 
than that between different subunits. If both linkage 
patterns exist in a pore, the differences of binding force 
between identical and different subunits have a potential to 
induce mismatched arrangement of subunits. Then, D1 that 
is deformed more easily than the others is estimated to be 
the site where identical subunits placed side by side.  
� In the second way, the longest distance between two 

adjacent subunits was numbered as D1 and others were 

numbered according to the size, and how each distance 
was arranged in the pore was investigated [10]. As a 
result, the following results were clarified: (1) Not all 
distances between two adjacent subunits are even. This 
indicates that a mismatch arrangement exists at not only 
one site but also at other sites. (2) There is a high 
probability that several patterns of mismatch 
arrangement could occur. These mismatch patterns tend 
to be polarized into a region in which the distance 
between subunits is great and a region in which such 
distance is small.  

� The biological significance of the mismatch 
arrangement is still unknown. We counted the number 
of subunits in 259 high-resolution pore images. As a 
result, 184 (71.0%) pores revealed a heptameric 
structure, whereas 51 (19.7%) and 24 (9.3%) pores 
appeared to have hexameric and octameric structures, 
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respectively. Also, Pedelacq et al. proposed that Luk–PV 
assembled into a hexameric pore [12] and Miles et al. 
showed the octameric structure of the Luk pore [13].  
Furthermore, crystallization of the Hlg pore was 
succeeded on 2-methyl-2,4-pentanediol (MPD), and it 
was revealed that Hlg form octameric structure on the 
MPD [14]. These results indicate that there is a 
possibility that hexamer, octamer and mixtures of these 
oligomers including heptamer can be formed on the 
erythrocytes membrane.  
� The existence of larger and smaller distances between 
two adjacent subunits found by the image analysis could 
make it possible to insert and remove a subunit with 
relative ease. This assumed character can lead to 
cytolytic proteins with flexibility and extensity and will 
contribute to enhancement of the expression of their 
cytolytic activities. 
 
3. Cluster forming property of -hemolysin  
� Here, we suggest a novel and unique property of the 
Hlg pore. TEM observation of Hlg-treated human 
erythrocyte membrane revealed firstly that Hlg pores 
gather and form aggregates termed clusters on the 
membrane. Although aggregation of pores with 
alignment on the lipid vesicle have been reported in 
several pore-forming toxins such as α-hemolysin from 
Staphylococcus aureus, a cluster-like structure 
aggregated by Hlg pores with random accumulation and 
localization on the erythrocyte membrane have not been 
found. The membranes around the clusters disappear 
and large holes with diameters of a few hundred 
nanometers are formed. As described above, the 
diameter of Hlg pores is ca. 2nm being smaller than that 
of hemoglobin. However, hemoglobin seems to easily 
pass through the large hole around the cluster. 
Quantitative analysis using transmission electron 
microscopy and image processing revealed that the 
formation of single pores and clusters is related to the 
release of potassium ions and of hemoglobin from 
erythrocytes, respectively. The number of clusters per 
cell increases with time and it has positive correlation 
with the hemolytic activity. This study shows significant 
results that Hlg has a different cytolytic mechanism 
from staphylococcal α-hemolysin, which has been 
intensively studied as a prototype of pore-forming toxin 
and shown to be a major virulence factor in animal 
models of infection [15]. In case of Hlg, the effective 
cytolytic activity by cluster formation has potential to 
facilitate infection of S. aureus to animals. 
 
4. Pore-forming property of Hlg on various lipid 
membranes 
� In this section, membrane-damaging activities by 
γ-hemolysin were investigated by using several kinds of 
carboxyfluoresceine (CF)-loading phospholipid 
liposomes. In the previous study, it was reported that 
LukF component has a binding pocket to 
phosphatidylcholine (PC) [16]. Our results indicate that 
Hlg shows the pore-forming activity on the human and 
rabbit RBC total lipid liposome as well as PC, 

phosphatidylserine (PS) and cardiolipin (CL) liposomes 
with toxin concentration-dependent manner. CL is not 
included in erythrocyte membrane, but in membranes 
such as cytoplasmic membrane of bacteria and in inner 
mitochondrial membrane of mammal cell. These novel 
findings that Hlg can bind and show 
membrane-damaging activities to various kinds of 
phospholipid will contribute to elucidate mutual actions 
between cytotoxicity peptide and phospholipids, and 
eventually to develop a treatment of staphylococcal 
infection.   
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ABSTRACT 
 

  Electron microscopy is one of the most powerful techniques to elucidate the structure and/or architecture of proteins, ultrastructure, 
and cells of organisms at the molecular level. Recently, an advanced technique, electron cryo-microscopy, has been supplying us the 
images of hydrated specimens. Furthermore, combining image analysis supply us their good averaged images and three-dimensional 
structure. We have also observed protein complexes such as actin filaments/myosin to elucidate their three-dimensional structure at 
the sub-nanometer resolutions. We will here introduce our results as some examples and show the possibilities and limitations.  

 
1. Introduction 

Electron microscopy is one of the most powerful 
techniques to elucidate the molecular structure and/or 
architecture of proteins, ultrastructure, and cells of 
organisms. Recently, a cutting-edge technique, electron 
cryo-microscopy, has been developed to give us images 
of hydrated specimens quickly frozen, whereas the 
specimens used to be dried and stained by heavy metals 
before.  Furthermore, image analysis of their electron 
micrographs supplys us their images with good 
signal-to-noise ratios after clustering and averaging and 
three-dimensional (3D) structure reconstructed many 
two-dimensional (2D) images.  We have also observed 
protein complexes such as actin filaments to elucidate 
their 3D structure at the sub-nanometer resolutions [1], 
and significant images of myosin, dynein, and axonemes 
[2, 3]. We would here like to introduce our results as some 
examples of advantages of electron cryo-microscopy 
and image analysis (3D electron microscopy) and show 
its possibilities and limitations. 
 
2. Materials and Method 

The axonemes were isolated from Chlamydomonas 
and the axonemal dyneins were purified.  Actin was 
purified from rabbit skeletal back muscle and myosin 
was isolated from chicken breast muscle for 
subfragment-1 of myosin to be purified.  Pepsin and 
pepsinogen were purchased from SIGMA Co.  

The specimens were quickly frozen using liquid 
ethane and stored in liquid nitrogen.

Electron micrographs were taken with electron 
microscopes (EM) (EF-2000, Hitachi; Tecnai Spirit, 
FEI; JEM-2100, JEOL) using CCD devices we 
developed [4]. The EM conditions: the accelerating 
voltage was 200 kV, the defocusing values were 0.5 um 
to 10 um for making contrast, and the direct 
magnifications are 50k to 140k.  

Almost all the image analysis was performed under 
the Eos package we have developed [5], the image 
analysis environment for electron micrographs. The 
taken raw images were corrected in contrast transfer 
functions (CTFs) and the regions of interest (ROIs) were 
boxed out. Then, the images were classified and 
averaged to get the images with good signal-to-noise 

ratios.  
Then the projection angles of 2D images were 

determined by using references and/or common lines to 
reconstruct each of 3D map using back projection 
methods and/or simultaneous iterative reconstruction 
techniques. The 3D images were displayed by 3D 
imaging tools, such as ‘molvie’, an Eos tool, ‘VMD’, 
and/or ‘chimera’. 
 
3. Results and Discussion 

We could successfully observe single particles of 
pepsin and pepsinogen using an electron 
cryo-microscope (EF-2000), which implements the 
energy filtering device and cold field emission gun. The 
former device can remove inelastic scattered electrons, 
which induce blurring as noise, and reduce noises. The 
latter can get coherent electron beams and give us high 
signal, resultantly high contrast, of images to be largely 
defocused. These combinations showed good images 
with high signal-to-noise ratios. 

 
 

 
 
 
 
 
 
 

 
 
 
 
 

Fig. 1. Pepsin structure (a) Frozen-hydrated 
pepsin structure observed by electron 
cryo-microscopy. Black triangles are shown in 
the active site of pepsin. (b, c) The atomic 
model of pepsin proposed by X-ray 
crystallography. 
 

a 

b c
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Then we successfully reconstructed 3D maps of 
pepsin and pepsinogen from each atomic models 
proposed by X-ray crystallography. Their difference was 
clear in the region of the prosegment of pepsinogen, 
which is a lid of pepsin for an active site and block the 
protease activity. Some cylindrical densities presumably 
corresponding to alpha-helices were found out in the 3D 
map. Thus we conclude electron cryo-microscopy is 
useful for elucidating 3D structural analysis at the 
sub-nanometer levels. 

Next, we reconstructed the 3D map of actin filament 
at the spatial resolution of approximately 0.5 nm [1].  
The map showed some alpha-helices and bulky 
side-chain of amino acids sequences. Especially we 
could identify phosphate ions and magnesium ions to 
the extra mass. One of the phosphate ions is nearby the 
active site, which binds adenosine di-phosphate (ADP).  
We postulated the ion is the phosphate released from the 
ADP.  We thus proposed ATP hydrolysis mechanism 
of filamentous actin. 

In constructing the atomic models of actin filaments, 
we used a flexible fitting tool, ‘SRMD 
(spatially-restricted molecular dynamics)’, which we 
have developed [6].  The sub-nanometer level of 3D 
structure was not good enough for us to determine the 
atomic model directly. Our developed tool was proved 
to be a strong support tool for constructing the atomic 
model and useful in this case, as well.   

We also examined the rigor complexes of actin and 
myosin by electron cryo-microscopy at the 
sub-nanometer resolutions. The active site of myosin 
was opened and has low density in the EM map.  In 
atomic modeling using SRMD, The DNase-I loop in the 
subdomain-2 of actin lied down to the subdomain-1.  
Meanings of these conformational changes were not still 
clear. We have to process structural analysis of myosin 
more to improve the EM-map and the proposed atomic 
model. 

Last, we observed the axonemes, synthetic axonemes 
and the purified axonemal dyneins. We could identify 
the ring structure of dynein and proposed the molecular 
architecture of dynein hetero heads using mutant domain 
in vivo [2]. Especially, the study of the synthetic 
axonemes gave us a new proposal of dynein-motility 
mechanism. The isolated dynein structure was also 
clearly observed in the solutions [2].  Recently other 
groups have reported the atomic models of dynein.  
Our dynein images were similar to them well.  As 
describing below, our electron micrographs showed the 
precise structure and we here conclude EM is a powerful 
technique for elucidating in vitro structure of proteins 
and their complexes as well as in vivo. 

However, we could not identify the subunits of 
dyneins, such as LC1, LC2, and so on, because the 
spatial resolution is not enough to be identified. If so, 
we need some labeling technique using heavy atoms, 
such as cadmium.  Our collaborators have been 
developing such labels, metallothionein [7].  This label 
is useful for electron microscopy. Now, we are also 
examining the validity of the labeling. 

4. Concluding remarks 
 Electron microscopy has been progressing for 
structural biology, from in vitro observation to in vivo, 
and from the cell-level structure, molecular level to the 
atomic level. These advances will give us the fine 
molecular mechanism of the relationship between 
structures and functions. 
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ABSTRACT 
To quantitatively evaluate the erythrocyte deformability, we performed two-dimensional numerical simulations of the passage of 

some erythrocytes through a microchannel (MC) under different mechanical conditions. When the viscosity of the inner solution of 
the erythrocyte was increased, both the MC transit time and the shape-recovery time constant increased. On the other hand, when the 
stiffness of the membrane was increased, the MC transit time increased but the shape-recovery time constant decreased. Therefore, 
both the MC transit time and the shape-recovery time constant can be used to determine the mechanical conditions of the erythrocyte. 

 
1. Introduction 

It is well known that a healthy erythrocyte is very 
deformable. However, “erythrocyte deformability” is not 
a precisely defined physical parameter. We have 
previously suggested that “erythrocyte shape-recovery 
time constant [1]” be used as a quantitative evaluation 
index of “erythrocyte deformability.” The time constant 
can be determined by measuring the time change of 
strain on an erythrocyte during the recovery of the 
erythrocyte’s normal shape from a deformed state. The 
time constant is measured in vitro using a microchannel 
(MC).  

The experiment for the observation of the 
erythrocyte has some limitations, namely, the difficulty 
in conditioning the blood sample, the measurement 
limits of instruments, and so on. The numerical 
simulation may help in understanding the phenomena 
occurring in the experiment. The in silico simulations 
represent the erythrocyte deformation behavior passing 
through an MC. From these simulations, the effects of 
the change in the viscosity of the erythrocyte’s inner 
solution and the stiffness of the erythrocyte membrane 
on the shape-recovery time constant and MC transit time 
[2] were examined. 

 
2. Method 

 The Stokes equation (Eq. 1) and the equation of 
continuity (Eq. 2) were used to calculate blood flow. 
The external force term f in Eq. 1 denotes the reaction 
force generated by erythrocyte deformation, calculated 
using the immersed boundary method [3]. 
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The calculating area was divided into a uniform fixed 
grid; therefore, the coordinates of node X on the 
erythrocyte membrane did not generally coincide with 
the coordinates of node x on the grids for the flow field. 
Therefore, by applying the adhesion condition to the 
nodes on the erythrocyte membrane, the current velocity 
U on the erythrocyte membrane was interpolated from 
the surrounding flow u, as shown in Eq. 3. The force F 
on the membrane was calculated from the displacement 

of the nodes on the erythrocyte membrane and was 
distributed to the nodes on the surrounding flow, as 
shown in Eq. 4.  
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Here, h is the uniform grid interval of the flow 
calculation area, while the suffixes i and j are the node 
numbers on the erythrocyte membrane (1 to m) and fluid 
elements (1 to n), respectively. �h denotes the 
approximate delta function and is expressed by Eq. 5. 

   
The 2D erythrocyte model is as follows. The initial 

shape of the erythrocyte was modeled by the nodes 
located on a circle with diameter d0 = 8 �m. Adjacent 
nodes were connected by a linear spring expressed by 
Eq. 6. 
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Here, l is the node-to-node length and l0 is the initial 
value. e is the unit vector parallel to the erythrocyte 
membrane, and the linear spring proportionality constant 
K is defined by Eq. 7. 
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Here, E is the Young’s modulus of the erythrocyte 
membrane, and H is the membrane thickness. 

The calculation conditions are described below, and 
a schematic of the calculation conditions is given in Fig. 
1. Consider a rectangular calculation area that includes 
the MC and the MC wall. Conditions of uniform 
velocity (u = 0.16 mm/s, v = 0 mm/s) were imposed on 
the left and right boundaries of the rectangular area. 
Symmetry conditions were imposed on the upper and 
lower boundaries of the rectangular area. The condition 
of zero velocity at all times is imposed on elements 
corresponding to the MC wall, thereby creating a pseudo 
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MC whose width w is 5 �m. The density � and viscosity 
�out of the fluid were given as 1030 kg/m3 and 1.2 cP, 
respectively, which are similar to those of blood plasma. 
However, the viscosity of the inner fluid of the 
erythrocyte, ��in, was replaced by that of the Hb solution. 
Therefore, in the calculation, the value of �in was 
changed from 1.2 to 24 cP, and the value of E was 
changed from 0.1 to 0.3 MPa. In the simulation, the 
condition of E = 0.1 MPa [4] and �in= 6 cP is considered 
as the healthy condition and the condition of �in = 1.2 cP 
corresponds to the erythrocyte ghost condition.  

 
Fig. 1 Calculation conditions. 

 
3. Results and Discussion 

The simulation results for an erythrocyte in a healthy 
condition (�in = 6 cP, E = 0.1 MPa) are shown in Figs. 2 
and 3. Fig. 2 shows the change in the shape of an 
erythrocyte as it passes through an MC. The variables �x 
and �y shown in Fig. 3 are defined in Eq. 8. Here, dx and 
dy are the maximum erythrocyte lengths in x- and 
y-directions, respectively, at time t. 
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Fig. 2 Deformation behavior of erythrocyte. 

 (�in = 6 cP, E = 0.1 MPa) 

 
 Fig. 3 Time change of strain in each direction. 

 (�in = 6 cP, E = 0.1 MPa) 
From Figs. 2 and 3, the erythrocyte deformation 

behavior can be described as follows. The erythrocyte is 
compressed in the y-direction and enters the MC. When 
the erythrocyte is completely inside the MC, it deforms 
into a rounded rectangle-like shape that is stretched 
along the x-direction, and the deformation almost 
converges. When the erythrocyte is completely inside 
the MC, �y is less than -0.375; dy is less than w. Hence 
the lubrication layers between the erythrocyte and the 
MC wall exist. When the erythrocyte exits the MC, it 
recovers its original shape after overshoot of �y. This 
deformation behavior remains qualitatively the same 

under other conditions. 
The erythrocyte shape-recovery time constant �� is 

defined as the time required from the overshoot peak to 
the point of reaching below 36.8% of the peak overshoot 
value. Additionally, the erythrocyte MC transit time tpast 
is defined as the period from the time at which the 
erythrocyte’s head reaches the entrance of the MC to the 
time when the erythrocyte end completely exits the MC. 
The calculation results of �� when �in or E is changed 
are shown in Figs. 4 and 5, respectively. As seen in Fig. 
4, both �� and tpast increase with an increase in �in. 
However, Fig. 5 shows that when E is increased, �� is 
decreased while tpast is increased. Hence, any change in 
the erythrocyte’s mechanical conditions can be detected 
by measuring both tpast and ��.  
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Fig. 4 Change in �� and tpast against �in. 
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Fig. 5 Change in �� and tpast against E. 

 
4. Concluding remarks 

The deformation behavior of an erythrocyte passing 
through a microchannel (MC) was represented by 
two-dimensional numerical simulation. Additionally, the 
MC transit time and shape-recovery time constant were 
evaluated. When the viscosity of the inner solution of 
the erythrocyte was increased, both the MC transit time 
and shape-recovery time constant increased. When the 
Young’s modulus of the erythrocyte membrane was 
increased, the MC transit time increased and the 
shape-recovery time constant decreased.  
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ABSTRACT 
The micro-scale packing structure of hydrogen storage alloys are observed by using a micro X-ray CT system in order to investigate 
the behavior of packing structure with hydrogen absorption-desorption. As a result, Bulk particles are severally hydrogenated and 
pulverized and these pulverized particles should fall from the upper region to the bottom and fill the void space in the bottom region. 

 
1. Introduction 

Hydrogen storage alloys are functional materials 
which store hydrogen by forming hydrides. The alloys 
have the large capacity to store hydrogen, and the hydro- 
genation occurs under relatively mild conditions (at 
ordinary temperatures and pressures). For these reasons, 
hydrogen storage alloys have great potential as 
hydrogen storage media. 

With the progress of hydrogenation, the alloy is 
swelled and pulverized, and then stress occurs in the 
vessel. It is well known that the stress often damages the 
vessel [1]. Hence, the stress has to be assessed 
quantitatively. 

It is known that stress which caused at the surface of 
a vessel changes depending on a measurement point [2]. 
In our previous work, we suggest that the concentration 
of pulverized alloys with hydrogen absorption-desorp- 
tion causes non-uniform stress [3]. Although the concen- 
tration occurs at the alloy particle level, there is no study 
that focused on the behavior of this packing structure 
changes with the level. 

In this study, we attempt to observe the micro-scale 
packing structure by using a micro X-ray CT system in 
order to investigate the behavior of packing structure 
changes.  

 
2. Experimental 

Figure 1 shows a schematic diagram of the experi- 
mental apparatus. Pure hydrogen gas (99.99999% 
purity) is supplied through valve I from the high-pres- 
sure vessel. The needle valve is used with both pressure 
supplied and released in order to prevent influences of 
the inner pressure changing on the packing structure. 
The filter is set between valve IV and the vessel because 
of the need for preventing contamination of pulverized 
alloys. 

Figure 2 shows a schematic diagram of the pencil- 
type reaction vessel which is used in this study. The 
vessel is made of aluminum with the inner diameter of 1 
mm and the wall thickness of 1 mm because of an 
increase of X-ray transmission. 

The AB5-type alloy (MmNi4.12Co0.60Mn0.23Al0.05) is 
used as the most typical and reasonable alloy. The pre- 
treatment of our experiment as the alloy activation was 
conducted by the following process: First, the alloy was 

packed to the height of 51 mm of the vessel and the 
vessel was heated up to 500 K. The vessel was 
evacuated for 2 hours, and then the process, applying 
pure hydrogen and evacuating, was repeated 3 times 
after the evacuation. 
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Fig. 1 A schematic diagram of the experimental 

       apparatus. 
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Fig. 2 A schematic diagram of the pencil-type 

        reaction vessel. 
 
After the pretreatment, the hydrogen pressure of 1.3 

MPa is supplied to the vessel for 12 hours or more. It is 
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confirmed that hydrogenation of the alloy occurred from 
a decrease of the hydrogen pressure. In order to activate 
the alloy, the purge and supply of the hydrogen gas are 
repeated four times. 

We use SMX-160CTS micro-focus X-ray CT system 
(SHIMADZU Co. , Ltd. , Japan) to take three-dimen- 
sional X-ray images. The packing structural image in the 
region shown in Fig. 2 is taken at three conditions: 
before activation, after first hydrogen absorption, and 
after fifth hydrogen absorption. 

Cross-sectional images, which are parallel to the 
central axis, are acquired by using the software of 
Volume Graphics Studio MAX 2.1. 

 
3. Results and Discussion 

Figure 3 shows the cross-sectional image at the 
bottom of the vessel. In this figure, the conical shape of 
the bottom with the burr caused by metal working is 
shown. 

A bulk particle which is placed on the left side in Fig. 
3a is not found in Fig. 3b, and many fine particles are 
observed at that area in Fig. 3b. This result shows that 
the bulk particle is hydrogenated and pulverized. Other 
large particles in Fig. 3a can be found in Fig. 3b and the 
void space which is observed in Fig. 3a filled with fine 
particles. So it is considered that these fine particles 
which are hydrogenated and pulverized in the upper 
region of the vessel, and then fall to the bottom region. 
Although the large particles have many cracks, they 
almost keep the shape from Fig. 3a to 3b. Thus, they are 
hydrogenated after the space is filled with fine particles. 
These results also suggest that bulk particles does not 
hydrogenate all at once. 

The void space slightly decreases and the packing 
structure does not change from Fig. 3b to 3c. These 
results suggest that the most of the packing structure 
changes in a small numbers of hydrogen absorption-de- 
sorption from the activation. 

To summarize these results, it is suggested that the 
change of the packing structure occurs by the following 
process: Bulk particles are severally hydrogenated and 
pulverized. These pulverized particles fall from the 
upper region to the bottom and fill the void space in the 
bottom region. 

 
4. Concluding remarks 

In this study, we attempt to observe the micro-scale 
packing structure of the alloy by using the micro X-ray 
CT system in order to investigate the behavior of 
packing structure. 

We succeed in observing of the packing structure at 
the particle level and discuss the transient change of the 
packing structure.  
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Fig. 3 Cross-sectional images of the packed bed. 
       (black: voids/vessels, white: alloys) 
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ABSTRACT 
Experimental study was carried out to investigate the leading edge receptivity to vortical disturbances in the freestream. The results 

showed that the disturbances added in the freestream generated velocity fluctuations inside the boundary layer. It was found that 
numerical simulation was necessary for better understanding of the phenomenon, and our method and preliminary results were 
presented. 

 
1. Introduction 

The receptivity process of a boundary layer has 
attracted a number of researchers for several decades. 
The concept of receptivity was originally proposed by 
Morkovin[1] as a key problem in the boundary layer 
transition process. Boundary layer transition starts from 
the spatial amplification of a finite disturbance received 
from the freestream. When the freestream turbulence 
level is low, the leading edge receptivity becomes 
dominant. For example, Nishioka et al.[2] discussed it 
focusing on the local pressure gradient. However, the 
reason why the pressure gradient changes the receptivity 
level still has not been made clear. Recently, Lars-Uve 
Schrader et al.[3]� discussed the receptivity of a flat plate 
with an elliptic leading edge using a numerical 
simulation. One of their results tells that the stretching 
and tilting of vertical or axial vortices at the leading 
edge are the important factors in the receptivity process. 

Since the boundary layer is a layer of vorticity, 
investigating the changes in the vorticity patterns should 
give us valuable information to understand receptivity. 
From this point of view, experimental and numerical 
studies were conducted to investigate the relation 
between the freestream disturbance and leading edge 
receptivity. 

 

2. Experimental Study 
2.1 Experimental Apparatus and Method 
The experiment was performed in the low turbulent 

wind tunnel at the Institute of Fluid Science, Tohoku 
University. The wind tunnel was a closed-loop type with 
an open jet type test section. The contraction nozzle had 
an octagonal cross section with 1010 mm distance 
between the opposite sides. The length of the test section 
was 2070 mm. A schematic view of the experimental 
apparatus is shown in Fig. 1. The freestream velocity 
was set to be 5.0 m/s and the freestream disturbance 
without an oscillation wing was 0.3 % of the freestream 
velocity. 

The leading edge of the plate had a 5:1 elliptic shape, 
whose major radius was 60 mm, and minor radius was 
12 mm. The flat plate was 24 mm in thickness, 1100 mm 
in length and 900 mm in width. The Reynolds number 
based on the flat plate thickness was 8.0�103.�

The origin of the coordinate system was set at the 
center of the leading edge of the plate, as shown in Fig. 
1, where x, y and z axes denoted the streamwise 

direction, direction normal to the plate and the spanwise 
direction, respectively. 

An NACA 0012 wing was used to generate velocity 
fluctuation. The chord length of the wing was 75 mm 
and its span was 900 mm. A pitching motion was given 
to the wing at a constant frequency of 64 Hz in order to 
add a periodic two-dimensional disturbance into the 
freestream. The pitching angle was between �1.44 and 
+1.44 degrees. The rotating center was located on the 
camber line at the 25 percent chord. The pitching wind 
was set so that its trailing edge was at x = �200mm, and 
y = �20mm when the angle of attack of the wing was at 
zero degree. 

The flow velocities on the upper side were measured 
by a hot wire anemometer at the sampling frequency of 
10 kHz. While the wing was in oscillation, both the 
velocity signal and the driving signal of the motor were 
recorded at the same time. The driving signal of the 
motor was used as the reference signal for the ensemble 
averaging. The ensemble averaging was carried out 
using data of 300 cycles. 

 

 
Fig.1 A schematic view of the experimental apparatus. 

 
2.2 Experimental Results and Discussion 
Figure 2 shows the mean velocities u and velocity 

fluctuation intensity u�rms in the wake of the oscillating 
wing. Measurement locations are y-z cross section 50 
mm upstream of the leading edge of the plate. Since the 
wing is pitching symmetrically around y = �20 mm, the 
data are obtained only in the upper part from this 
location. The strong velocity fluctuation deriving from 
the pitching motion of the wing is observed at y = �20 
mm ~ +20 mm. Figure 3 shows the profile of the 
averaged phase speed c in the boundary layer near the 
leading edge (x = 10 ~ 30 mm). The phase speed 
depends on the height from the surface. This implies that 
the velocity fluctuation inside the boundary layer is not 
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merely a reflection of the outer disturbance, but are 
actual deriving from a vorticity fluctuation generated 
inside the boundary layer. However, it is quite difficult 
to measure the vorticity within the thin boundary layer. 
Therefore numerical simulation becomes necessary 
understand the details. 
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Fig. 2 Profile of u and u� at x = �50 mm, and z = 0 mm. 
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Fig. 3 Profile of the averaged phase speed of u�  

at x = 10 ~ 30mm. 
 

3. Numerical Study 
3.1 Numerical Method 
Three-dimensional unsteady incompressible 

Navier-Stokes equations were solved using the SMAC 
method together with a collocated grid system. Figure 4 
shows the computational grid used in the simulation. 
The governing equations were solved in the generalized 
curvilinear coordinate system (������). The convection 
term written in divergence form was discretized by the 
forth-order central finite difference method. For the 
other terms, the second-order central finite difference 
method was used. The second-order Adams-Bashforth 
explicit scheme was used for the time integration in the 
convection term. In the viscosity term, the 
Crank-Nicolson implicit scheme was used for time 
integration. The origin of the Cartesian coordinate 
system was set at the center of the leading edge of the 
plate, where x, y and z axes denoted the streamwise, 
vertical and the spanwise directions, respectively. The 
numbers of grids were 301 points in � direction, 100 
points in � direction, and 17 points in ��direction. The 
shape of the leading edge was an elliptic with major 
radius 1 and its aspect ratio was 5:1. The flat plate 
length was five times larger than the length of the 
leading edge. Reynolds number was set at 8.0�103 for 
the comparison with the experimental data. 

As for the velocity boundary conditions, a non-slip 
condition was applied to the wall, the Neumann 
condition to the outlet boundary and the Dirichlet 
condition to the outer elliptic boundary as an inlet. As 
for the pressure boundary conditions, the Neumann 
condition was applied to the outlet boundary and the 
wall, and the Dirichlet condition to the inlet boundary. 
Periodic boundary condition was used in the spanwise 
direction for both the velocity and pressure. 

 

 
Fig. 4 Grid system for computation. 

 
3.2. Numerical Results and Discussion 
Figure 5 shows the instantaneous pressure distribution 

near the leading edge at the non-dimensional time t = 
2.0�10-5. High pressure around the stagnation point and 
the growth of the boundary layer was observed in the 
preliminary computations. However, meaningful results 
are yet to come. 

 
Fig. 5 Pressure distribution near the leading edge. 

 
4. Summary 

Experimental study was conducted to investigate the 
leading edge receptivity. It was observed that the 
transverse vortical disturbances added in the freestream 
were taken into the boundary layer and produced a 
velocity fluctuation inside the boundary layer. The 
necessity to carry out numerical simulations to observe 
the details of the fluctuation inside the boundary layer 
near the leading edge was recognized. Method for the 
numerical investigation was presented. 
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ABSTRACT 

Carbon black configurations formed by benzene and acetylene pyrolysis on the same furnace temperature were 
compared with each other. Aggregate shapes of carbon black produced by acetylene pyrolysis were complicated 
compared with that of benzene pyrolysis because nucleation was progressed and the number of particles increased. 
These results led us to the conclusion that aggregate shapes of carbon black produced by different feedstock are 
different due to difference of start temperature of reaction. 

 
1. Introduction 

Carbon black is an aggregate of nanoparticles and is 
used for composite materials such as tires. The 
configurations for a primary particle diameter and the 
aggregate shape of carbon black are factors affecting 
properties of those materials. Currently, since there is a 
technique for controlling the aggregation of particles of 
carbon black by trial and error, a theoretical 
breakthrough is therefore required to control the 
aggregate shape precisely. In order to solve the problem, 
we have developed a controlling method of carbon black 
configurations based on formation mechanism using the 
experimental and numerical method [1].  

The formation mechanism is considered as follows 
[2]: (1) pyrolysis of hydrocarbons, (2) formation of 
nuclei, (3) coagulation of primary particles, (4) growth 
of the primary particle by surface growth, (5) growth of 
the crystallite size, and (6) growth of an aggregate by 
fusion among primary particles. Since our previous 
research [3] suggests that the number of nuclei affects 
carbon black configurations, controlling technique of (1) 
pyrolysis of hydrocarbons and (2) the formation of 
nuclei is required. Although polycyclic aromatic 
hydrocarbons (PAHs) which are thought to be 
precursors are produced by the reaction of 
H-abstraction-acetylene-addition [4], little is known 
about aggregate shape produced by different 
hydrocarbon on the same condition.  

In this study, benzene and acetylene pyrolysis were 
carried out in an alumina tube heated by an electric 
furnace. We intended to report comparison of a mean 
primary particle diameter and aggregate shape formed 
by benzene and acetylene pyrolysis using a transmission 
electron microscopy (TEM) and an image analysis. 

 
2. Experimental 

Feedstock gas was prepared by aerating primary 
nitrogen to benzene or acetylene gas and attenuating the 
saturated gas with secondary nitrogen. The 
concentration of the feedstock is 1.0 vol. % benzene or 
3.0 vol. %. These concentrations were set to the same 
carbon source. The flow rate of the feedstock gas was 
3.0 L/min and the gas was supplied to an alumina tube 

heated by a pre-heater (length 800 mm) at 873 K and an 
electric furnace (length 1000 mm). The inner diameter 
of the tube was 16 mm, and the length was 1970 mm. 
Furnace temperature was set to 1473K. The produced 
carbon black was trapped by a glass fiber filter attached 
to the end of the tube. 

Carbon black produced in each feedstock and 
furnace temperature was micrographed using a TEM 
(Tecnai G2 20 ST, FEI Co.), and a maximum length, a 
width, a projected area, a perimeter, and a covered area 
of the image were measured by an image analysis. Then 
an aggregate shape was classified into four categories 
(spheroidal, ellipsoidal, linear, and branched) according 
to the classification category criterion [1, 5]. Branched 
and linear shapes are more complicated shapes than 
spheroidal and ellipsoidal shapes. A mean primary 
particle diameter was calculated using the projected area 
and perimeter according to ASTM–D3849-07 [6]. 

In order to evaluate the number of nuclei and 
coagulation, the number flow rate of carbon black (Q) 
was calculated based on Tesner et al. [7] as shown in Eq. 
(1); 
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3. Results and Discussion 

TEM images of carbon black produced by benzene 
and acetylene pyrolysis are shown in Fig. 1(a) and (b). 
In the case of acetylene feedstock as shown in Fig. 1(b), 
the number of primary particle of an aggregate increased 
and aggregate shapes were complicated compared with 
the case of benzene feedstock as shown in Fig. 1(a).  

Table 1 shows results of the number flow rate, Q, 
and the mean primary particle diameter d of carbon 
black produced at 1473 K (relatively low temperature). 
In the case of acetylene feedstock the number flow rate 
increased compared with the case of benzene feedstock. 
At relatively low temperature, since the rate constant for 
acetylene is large [8], the formation of PAHs may start 
in heating up period. Thus, increase in number flow rate 



－ 480 － － 481 －

 

30.9 33.8

28.8
35.3

38.4 
29.3 

1.98 1.67 

0

20

40

60

80

100

Ex
is

te
nc

e 
ra

tio
 [%

]

Feedstock
Benzene Acetylene

Branched
Linear
Ellipsoidal
Spheroidal

is due to progress of nucleation. The mean primary 
particle diameter produced by benzene pyrolysis was as 
same as that of acetylene pyrolysis. Since the reaction 
for benzene starts slower than the reaction for benzene 
and acetylene [8], the formation of small PAHs which 
contribute an increase in the primary particle diameter as 
surface growth may be inhibited in the feedstock of 
benzene. Thus, the result implies that ratio of amount of 
carbon which contributes nucleation and surface growth 
is the same between benzene and acetylene because the 
number flow rate and the formation of small PAHs are 
small in the case in which the feedstock is benzene.  

The result of aggregate shape classification of 
carbon black produced at 1473 K is shown in Fig. 2. In 
the case feedstock is acetylene, aggregate shapes are 
complicated compared with the case in which feedstock 
is benzene. This is because a collision rate increases due 
to an increase in the number of particles. 

 

500 nm
 

(a) Benzene pyrolysis 
 

500 nm
 

(b) acetylene pyrolysis 
Fig. 1 TEM images of carbon black, 

 
Table 1 Number flow rate of carbon black particles and 
mean primary particle diameter produced 

Feedstock Benzene Acetylene 
Q [103 particles/s] 0.916 1.07 

d [nm] 42 43 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Existence ratio of aggregate shapes 
 
4. Concluding remarks 

In the present work, in order to investigate aggregate 
shape produced by different hydrocarbon on the same 
condition, benzene and acetylene pyrolysis were carried 
out in an alumina tube heated by an electric furnace. 
Results are summarized as follows. 

In TEM images, we identified that aggregate shapes 
of carbon black by acetylene pyrolysis were complicated 
compared with by benzene pyrolysis. From results of an 
image analysis, the aggregate shapes of carbon black 
produced by acetylene pyrolysis were complicated 
compared with that of benzene pyrolysis because 
nucleation was progressed and the number of particles 
increased.  

Therefore, these observations lead us to the 
conclusion that aggregate shapes of carbon black 
produced by different feedstock are different due to 
difference of start temperature of reaction. 

 
Nomenclature 
d: mean primary particle diameter [nm], ni: the number 
of particle of an aggregate [-], nt : the total number of 
particle [-], Q: number flow rate of carbon black 
particles [103 particles/s], q: carbon black yield which is 
an increase in weight of the filter and of the carbon 
black in the reaction tube divided by total time [g/s], Vp: 
mean volume of an aggregate [m3/particle], ��: density 
of carbon black (= 1.8×106 g/m3). 
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ABSTRACT 

Non-adhesion particle boundary” is formed when low rank coal does not adhere each other because of dilation failure. In order to 
clarify the effects of non-adhesion particle boundary on coke strength, a diametral-compression test was carried out on cokes consist 
of caking coal and low rank coal. Non-adhesion particle boundary was quantified by observation of coke fracture cross-section using 
SEM. As a results, Non-adhesion particle boundary increased with an increase in blending ratio of low rank coal and coke strength 
decreased with increasing non-adhesion particle boundary.  

 
1. Introduction 

Caking coals for blast-furnace coke are moving to 
the depletion stage because of recent growth 
consumption. We should use low rank coal such as non 
or slightly caking coal as raw materials for blast-furnace 
coke from a standpoint of effective use of coal resources. 
Coke must be strong because coke sustains flow passes 
of liquid metal and reducing gas in a blast furnace. So 
coke which made from much low rank coal and is tough 
in a blast furnace is required. Shishido et al.[1] reported 
that the strength of coke made from much low rank coal 
increases by the addition of the binder, which is 
extracted from coal and has strong caking property.  

However, mechanisms of coke strength improvement 
have been unclear. In order to improve the techniques of 
high-volume use of low rank coal, mechanisms of coke 
strength reduction should be clarified quantitatively. 

Arima[2] reported that coke may be fractured from 
non-adhesion particle boundary which is formed when 
low rank coal does not adhere to one another because of 
dilation failure. Fig. 1 shows non-adhesion particle 
boundary. Non-adhesion particle boundary has not 
evaluated quantitatively despite a fact that non-adhesion 
particle boundary may be cause the coke strength 
reduction. This is because many researchers have 
observed polished surface of coke using optical 
microscope. Non-adhesion particle boundary was 
observed as pore or could not be observed in polished 
surface of coke because this part was a boundary 
between low rank coals. 

In this study, we quantifid the non-adhesion particle 
boundary by observation of coke fracture cross-section 
using SEM. Moreover in order to clarify the effects of 
non-adhesion particle boundary on coke strength, a 
diametral-compression test was carried out.  

 

2. Experimental 
2.1 Specimen making 
   Table 1 shows characterization of the coal used and 
Table 2 shows manufacturing conditions. The coal was 
charged in a both sides heating oven, the size of which 
was 40 mm × 60 mm × 60mm, and heated 3K/min to 
1273K and kept 30 min. Coke taken out from the oven 
was drilled and sliced off to the discs, the size of which 

  
Table 1 Characterization of the coal used 

Elemental analysis results daf.%)
C H O Ro [%] MF [ddpm] TD [%]

Caking coal 90.3 5.1 2.1 1.20 3.08 86
Low rank coal 84.6 5.9 7.3 0.78 1.38 0  

Table 2 Manufacturing conditions 
Caking coal

[mass%]
Low rank coal 

[mass%]
Coal size

[mm]
Bulk density
[dry.g/cm3]

Coke A 100 - < 1 (100%) 0.8
Coke B 75 25 < 1 (100%) 0.8
Coke C 50 50 < 1 (100%) 0.8
Coke D 25 75 < 1 (100%) 0.8
Coke E - 100 < 1 (100%) 0.8

was 10 mm in diameter and length. 
2.2 Diametral-compression test 
   Tensile strength of coke was measured with a 
diametral-compression test using universal testing 
machine (Shimadzu Co., Autograph AG – 150 kN). The 
loading rate was 2 mm /min. Tensile strength was 
calculated from following Eq(1) :  

,2
dl
P

π
σ �  (1) 

where, d and l are a diameter and a length of specimen 
respectively and P is the maximum load when coke 
fractures. In order to evaluate tensile strength 
statistically, tensile strength was evaluated with Weibull 
plot. Weibull plot is widely applied for statistical data 
analysis of brittle material. A Weibull distribution 
function is represented as Eq. (2) : 

,lnln
)(1

1lnln t
tf
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σ

mm
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��
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 (2) 
where, Pf, is cumulative failure probability, m is the 
Weibull slope, ξ is scale parameter, and σt is tensile 
strength. Scale parameter means the tensile strength 
when cumulative failure probability reaches 63 %. 
Cumulative failure probability was calculated from 
median rank method[3]. 
2.3 Quantification of non-adhesion particle boundary 

Scanning electron micrographs(1280 × 960 pixels, 
0.96 μm special resolution) on coke fracture 
cross-section were captured using SEM(KEYENCE Co., 
VE8800). Accelerating voltage was set to 1.7kV. 
   Fig. 2 shows micrographs of coke fracture 
cross-sections consists of pore, pore wall, fractured coke 
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matrix and non-adhesion particle boundary. Pore is 
black colored part and pore wall has level surface 
because this part has melted and resolidified once. 
Fractured coke matrix links with matrix and has fracture 
traces. Non-adhesion particle boundary has rough 
surface because coal particle dose not adhere to one 
another and keep particle shape. Moreover non-adhesion 
particle boundary dose not have fracture traces because 
this part has not fractured. We selected the non-adhesion 
particle boundary by visual judgment and mark it with 
white color (Intensity value = 255) using a image 
processing software. The area of non-adhesion particle 
boundary was measured by counting the number of 
pixel which has 255 intensity value. The area ratio of 
non-adhesion particle boundary is the percentage of 
non-adhesion particle boundary area in the micrographs.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
Fig. 2 Micrographs of each coke fracture cross-sections 
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Fig. 3 Relationship of scale parameter and area ratio  

of non-adhesion particle boundary to blending 
ratio of low rank coal 

3. Results and Discussion 
Fig. 3 shows the relationship of scale parameter and 

area ratio of non-adhesion particle boundary to blending 

ratio of low rank coal. Scale parameter decreased with 
an increase in blending ratio of low rank coal. 
Non-adhesion particle boundary increased with an 
increase in blending ratio of low rank coal. Area ratio of 
Non-adhesion particle boundary is little under 50 % of 
blending ratio of low rank coal. However, area ratio of 
non-adhesion particle boundary increased rapidly over 
50 % of low rank coal. This indicates that caking coal 
exist between low rank coals and adhere to low rank 
coals until blending ratio is 50 : 50. Over 50 %, 
non-adhesion particle boundary forms between low rank 
coals where caking coal dose not exist. 

Fig. 4 shows the relationship between scale 
parameter and area ratio of non-adhesion particle 
boundary. Coke strength decreased with increasing 
non-adhesion particle boundary. This indicates that 
non-adhesion particle boundary is a factor related to 
coke strength reduction. Coke strength decreased rapidly 
until around 10 % of non-adhesion particle boundary 
and decreased gently over 10 %. This is because coke is 
brittle material and fractures from the weakest defects as 
weakest link theory. Until around 10 % of non-adhesion 
particle boundary, Coke strength decreases because of 
increase the probability that non-adhesion particle 
boundary exists at stress concentration area. Over 10 %, 
coke strength dose not decrease so much unless defects 
become large size because non-adhesion particle 
boundary exists at stress concentration area plenty. 
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Fig. 4 Relationship between area ratio of non-adhesion 
particle boundary and scale parameter 
 

4. Concluding remarks 
In this study, the effect of non-adhesion particle 

boundary on coke strength was investigated by the 
diametral-compression test and the quantification of 
non-adhesion particle boundary. As a results, 
non-adhesion particle boundary increases with blending 
ratio of low rank coal and the coke strength decreases 
when there is non-adhesion particle boundary even a 
little. 

Nomenclature 
d: diameter of specimen [m], l: length of specimen [m], 
m: Weibull slope [-], P: Load [N], Pf : cumulative failure 
probability, σ: tensile stress [MPa], σt: tensile strength 
[MPa], ξ : scale parameter [MPa] 
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ABSTRACT 

Recently, there have been many studies that build 3D models from large unstructured collections of images downloaded 
from the Internet or the image sequences captured by cameras mounted on a moving car. These studies basically assume 
static scenes and cannot be applied to dynamic scenes. This study aims at making it possible to create four-dimensional 
models (i.e., the shape and its temporal changes) of a city from its images. This paper describes the current progress of 
this study and preliminary results of establishing geometric correspondences among environments that vary with time. 
 
1. Introduction 
The purpose of this study is to consider how to create a 

model of a city which changes its shape with time from 
its images. The problem we consider includes not only 
modeling the three-dimensional shape of the city but 
modeling its changes with time. Thus, we call the 
problem the 4D city modeling. 
Recently, several methods for accurately modeling 

large scale environments from images have been 
established. These include the study [1] that builds 3D 
models from large unstructured collections of images 
downloaded from the Internet, the study [2] that builds 
3D models from image sequences captured by cameras 
mounted on a moving car in the city street, and many 
others of visual SLAM/SFM [3].These studies 
demonstrate that the image-based 3D modeling is as 
accurate as laser range sensors while maintaining the 
advantage of passive sensors that they have high degrees 
of freedom in their operations; e.g.., cameras can capture 
data of a wide area at once. 
However, these studies cannot be directly applied to 

dynamic environments that vary with time. The key 
techniques of these studies are geometric optimization 
method (i.e., bundle adjustment [5]) and accurate 
methods of matching images using feature point 
extractor (e.g., SIFT (Scale Invariant Feature Transform) 
[6]).These techniques basically assume static 
environments. Recently, there have been a few studies 
that infer variations of environments with time, e.g., 
appearance-based localization [7] and the estimation of 
the time when pictures of a city are taken. However, 
these studies do not target dynamic environments. 
To perform 4D city modeling, we need to match not 

only images captured at different places but those 
captured at different times. As target cities, we choose 
the disaster sites of the tsunami caused by the 
earthquake in Japan occurred on 11/3/2011.In these 
areas, we drove a car on which an omnidirectional 
camera (Point Grey Research, Ladybug3) and a GPS 
sensor (Hemisphere, R100) are mounted. Our 
motivation is to model and visualize the recovery 
process of the disaster sites from the aftermath of the 
disaster. We have continued recording the scenery of the 
disaster sites since about one month after the earthquake 
until now. We intend to perform this recording activity 
periodically (e.g., every two months) for more than three 
years. 

 
Fig.1 Abstract of 4 dimensional city modeling 

 

 
Fig.2 Recording Car 

 

2. Related Works 
In this study, we realize an optimization method for 

3D reconstruction that can deal with the variations of the 
environment with time. In the research area of visual 
SLAM/SFM, the standard method for optimization of 
positions of cameras and feature points is local bundle 
adjustment that uses only key frames [5].If the target 
environments are static, it is not necessary to use all the 
captured images because of the redundancy of the 
observations. However, the dynamic environment which 
this study targets does not have the observation 
redundancy, and therefore a new optimization method is 
necessary. We employ a filter-based approach [4] that 
iterates approximation and optimization recursively for 
all images and realize a new method for solving the 
problem of optimization with all images. 
Furthermore, in this study, we realize a new method 

which can match feature points in the environment 
varying significantly and irreversibly. There are studies 
which infer the temporal variation of environments 
[7,8].However, the two studies deal with matching 
different time images and 3D reconstruction in a 
separate manner. The purpose of the study [7] is the 
recognition of the reversible variation of environments 
caused by moving objects, such as humans and cars. The 
study [8] assumes that the temporal variation of the 
environments is slow and thus it is easy to match the 
images. Because of these, the two studies cannot be 
applied to our problem. This study deals with matching 
images and 3D reconstruction in a connected manner 
and realizes the method which can deal with the 
significant and irreversible environment variations. 
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3 Experiments of matching point clouds in the 
spatiotemporal domain  
We performed an experiment in which we first 

reconstruct the shape of a street from its two image 
sequences that are captured at different times, and then 
try to match the two reconstructions of the street. The 
reconstructions are represented as point clouds. Each 
point of the point clouds is given an image descriptor 
that is extracted from the original image. Using this 
image descriptor, we match each point in the point 
clouds to estimate the geometric transformation between 
the two reconstructions.  
 
3.1 Method of generating 3D point clouds with each 
image descriptor 
The method is summarized as follows:(1) Feature 

points are extracted with Speed Up Robust Feature 
(SURF) [9] and tentative matching is obtained for two 
consecutive images using the descriptors of those 
feature points.(2) Essential matrices are calculated with 
five point algorithm [10].At that time, mismatches of 
feature points are rejected using Random Sample 
Consensus (RANSAC)[11].(3) Camera poses and 
positions of feature points are calculated using those 
essential matrices.(4) Camera poses and position of 3D 
points are optimized to minimize reprojection errors of 
feature points.3D point cloud of which each point has an 
image descriptor is generated through (1)-(4) processes. 
3D point clouds with image descriptors are generated. 
 
3.2 Experimental results 
 In the experiment, we tested the feasibility of matching 
two 3D point clouds generated from images captured at 
different times using local image descriptors.Fig.3 
shows two snapshots of the target scene. Let A and B be 
3D point clouds generated from images taken at 
different times; ai and bj be points of A and B, each of 
which has the 3D position (x y z) and 64 dimensional 
descriptor dv ({ai : i = 1, 2, …, NA}�A, {bj : j = 1, 2, 
…, NB}�B ).mk = (ak, bk) (k = 1, 2, …, M) is a 
candidate match. Outliers in mk are eliminated by 
RANSAC, in which the scale s, the rotation marix R, 
and the translational vector T satisfying the following 
equations are computed:  

x(bk) = sRx(ak) + T 
Let ci be points of C, each of which is obtained by 

transforming a point ai with s, R, T ({ci : i = 1, 2, …, 
NA}�C, x(ci) = sRx(ai) + T). 
Fig.4 shows the result. The A(left) and the B(center) 

points are ai and bj the points reconstructed from the 
images captured at different times (A: April 26, B: June 
13). The C(right) points are the points transformed by 
the estimated transformation. Number of ai, bj are NA 
=86099, NB =80254. If A and B correspond accurately, 
the scale and orientation of C match with those of B. 
However, in Fig.4, the scale of C is smaller than that of 
B and the orientations of B and C are different. Thus, 
this result shows that the method of this experiment can 
match two  

 
Fig.3 Panoramic Images taken in Kamaishi 

 

 
Fig.4 Result of tentative matching and RANSAC (top view) 

 
3D point clouds roughly generated from images taken at 
different times. However, to recognize the two 
reconstructions of the street as the reconstruction of the 
same place, it is necessary to improve the accuracy of 
matching the two reconstruction of the street. 
 
4. Conclusions 
We have described the problem, motivation and 

method of creating a four-dimensional model of a city 
from its images that can deal with its temporal variations. 
We are studying a new approach to the problem, in 
which we try to solve it by performing matching the 
images taken at different times and reconstructing the 
3D shape of the target scene in an integrated manner. 
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ABSTRACT 
The effect of outer disturbances on the laminar boundary layer was investigated by a numerical simulation. The disturbances were
introduced by the combination of a rectangular bar and a jet ejection. The results confirmed the experimental findings that the
velocity fluctuations jumped near the wall before the outer disturbances reached the boundary layer. However, these velocity 
fluctuations that jumped in to the wall do not lead to transition.  

1. Introduction 
The boundary layer transition has been widely 

studied through theoretical, experimental and numerical 
approaches. The transition process starts from a 
receptivity process in which a boundary layer captures 
environmental disturbances in the form of instability 
waves. Most of the studies on the boundary layer 
receptivity focus on the relation between the freestream 
disturbances and the leading edge receptivity, because 
the receptivity is very high around the leading edge 
where the boundary layer originates. A detailed review 
was provided by Saric et al. [1].  

When the freestream disturbances increase and 
exceed a certain threshold, the transition occurs rapidly 
bypassing the linear growth of the instability waves. 
This rapid transition is known as bypass transition. Even 
in bypass transition, the disturbances intrude the 
boundary layer through the leading edge receptivity. 
However, if the intense disturbances in the freestream 
are localized in space and intermittent in time, they 
might directly affect the laminar boundary layer and the 
transition might occur in different form. These direct 
effects of outer localized disturbances are not well 
known. Thus, the present study focuses on the direct 
receptivity of Blasius boundary layer to these outer 
disturbances. In our previous study, Shigeta et al. [2] 
experimentally investigated the effect of the outer 
disturbances. The disturbances were introduced by two 
different methods; a conventional turbulence grid and a 
turbulence-generating bar that was a circular pipe with 
some holes to eject jets. They reported that the low 
frequency velocity fluctuations appear first inside the 
boundary layer before the outer disturbances reaches the 
outer edge of the boundary layer. In this study, 
three-dimensional numerical simulations are carried out 
to investigate the growth of boundary layer under these 
distinctive environmental disturbances. The results are 
discussed by comparing with the Shigeta et al.’s 
experiment [2].  

2. Computational Method 
Three-dimensional incompressible Navier-Stokes 

equations are directly solved by the finite-difference 
method. The third-order upwind method is used in the 
convection term and the second-order central difference 
method is used for the others. The Crank-Nicolson 
implicit scheme is used for the time advancement. 

Besides, the multi-grid system is adopted to solve the 

Poisson equation quickly and accurately.  
The computational domain is shown in Fig. 1. The 

origin of coordinate system is set at the center of leading 
edge of the plate. The axes x, y and z are the streamwise, 
wall-normal and spanwise directions, respectively. The 
size of the domain is 100�*×20�*×20�*, where �* is the 
displacement thickness at the inlet of Blasius boundary 
layer. The domain covers 1,010<x<1,310mm, 
0<y<60mm, -30<z<30mm at freestream velocity U = 5 
m/s, which is the experiment's condition [2]. The inflow 
Reynolds number based on �* is 1,000. The number of 
mesh points is 193×65×65, where their widths are 
uniform in the x and z directions while they concentrate 
near the wall in the y direction.  

Non-slip and slip boundary conditions are applied to 
the plate surface and the upper boundary, respectively. 
The Neumann condition is used as the pressure 
boundary condition. The periodical condition is given in 
the spanwise direction, and the Sommerfeld radiation 
condition is used at the outflow condition.  

Rectangular cylinder is located at 335�*<x<337�*,
8.8�*<y<9.8�* and -10�*<z<10�*. Jet ejects at 
357�*<x<359�*, 8.8�*<y<9.8�* and -0.6�*<z<0.6�*. Its 
velocity is 2.0×U.

3. Results and Discussion 
Figures 2 and 3 show the contour maps of the RMS 

values of the streamwise velocity fluctuation, u’
rms, in 

x-y plane where the jet is ejected. Similar fluctuation 
patterns can be observed in both figures. It should be 
noted that the disturbances start to grow inside the 
boundary layer before the outer artificial disturbances 
reach the outer edge of the boundary layer.  The 
growths of disturbances are also found in the mid-plane 
of the jet ejections, though they are weaker than those in 
the jet-ejecting plane. This “disturbance jumping” was a 
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Fig. 1 Computational region.  
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characteristic phenomenon observed in the experiment.  
Figure 4 shows the contour maps of the spanwise 

vorticity fluctuation, �z
’, in both planes. In the 

jet-ejecting plane (z=0), regions of positive and negative 
elongated vorticity fluctuations are observed behind the 
bar owing to the jet ejection. On the other hand, the 
Karman vortex street appears in the mid-plane and it 
soon begins to interact with the vorticity fluctuations 
inside the boundary layer at around x=380�*. Figure 5 
shows the three-dimensional vortical structures 
visualized by the isosurface of Q. The Karman vortex 
street can be observed except for the region near where 
the jet is ejected. 

In Fig.3, It should be noted that the velocity 
fluctuation that jumped into the boundary layer does not 
just gradually grow. The location where the velocity 
fluctuation suddenly grow corresponds to the x location 
where in other x-y planes the Karman vortex street starts 
to interact with the boundary layer (see Fig.4(b)).  

4. Conclusions 
The effect of outer disturbances on the growth of 

lower laminar boundary layer was investigated by a 
three-dimensional numerical simulation. As a result, the 
experimental finding that the outer disturbances jump 
into the boundary layer before it reaches the boundary 
layer was confirmed. In addition, it was also found that 
the transition was caused not by the growth of these 
disturbances that jumped in, but by the outer 
disturbances that penetrated in other spanwise locations.  
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ABSTRACT 
A reconnaissance airplane for Mars exploration offers the possibility to obtain high resolution data on a regional scale of several 

hundreds to thousands of kilometers, which cannot be achieved with rovers or satellites. This paper discusses the design rationale 
undertaken to develop a conceptual examination of a 3.5kg fixed-wing, propeller-driven, deployable airplane for the Mars 
exploration, following a predetermined set of requirements and constraints tailored for a small scale scientific mission to M ars. 

 
1. Introduction 

Airplanes have been seriously considered as a new 
method of exploring Mars  at NASA1. It offers the 
possibility to obtain high resolution data on a regional 
scale of several hundreds of kilometers, which cannot be 
achieved with rovers or satellites. 

Aerodynamic characteristics on Martian 
atmosphere are quite different from that on the Earth due 
to low Reynolds number flow caused by low 
atmospheric density. In addit ion, it is difficult to  get 
enough lift, as wing area is inversely proportional to the 
density. In  order to  reduce required lift, thorough weight 
saving is needed. However, a Mars Airp lane must be 
small and compact to transport to Mars. As a way  to 
solve this conflicting problem, the Mars Airp lane needs 
some deployment mechanis ms. 

The purpose of this study is to indicate a feasibility 
of the Mars Airplane. This paper presents the conceptual 
examination of a fixed-wing, min iature, and 
propeller-driven airp lane for Mars. And the design 
rationale fo llowing the constraints set by the Martian 
environment is exp lained. Based on this design method, 
trade-off studies were performed. Especially, it was 
shown that increase of the cruise velocity is significantly  
effective to save weight of the Mars Airplane.   
 
2. Conceptual examination process 

A conceptual examination process followed 
“Aircraft Design: A Conceptual Approach”2 by Raymer.
First, define design requirements and constraints. Then 
make first guess sizing from a sketch. Estimate 
specifications, revise the design and make sizing again. 
Through iterating this cycle, the design is optimized  and 
detailed. In consideration of the low Reynolds number 
flow, th is research uses results of aerodynamic 
characteristic experiments at low Reynolds number3, 4. 

 
3. Current Mission Scenario 

Figure 1 shows a conceptual diagram of the 
current mission scenario. The Mars Airplane will be 
transported to Mars with it packed in an aeroshell. At  
Mars, the aeroshell will entry and descend its 
atmosphere. When the aeroshell comes at the 
predefined position, the Mars Airplane will be 
released. Then it will deploy, control its attitude, and 
start horizontal flight. It will observe a Martian 

magnetic field and take pictures of a Martian surface 
closely in vast area. 

 
Fig. 1 The conceptual diagram of the current mission 

scenario (Images: Courtesy of NASA and JAXA).  
 
4. Requirements and Constraints  

Table 1 shows requirements and constraints 
assumed on the basis of the mission scenario. These 
were used in following estimation as inputs. 

 
Table 1 Requirements and constraints . 

Item Value Unit  
Maximum Total Mass 3.5 kg 
Cru ise Velocity 50 m/s 
Range 300 km 
Altitude 0 m 
Density 0.015 kg/m3  
Length of Aeroshell 0.60 m 
Diameter of Aeroshell 1.0 m 
Item Comment
Configurat ion fixed wing 
Propulsion Propeller / DC Motor 

Payloads Magnetometer 
High Resolution Camera  
 

5. Specifications estimation method 
The specifications of the Mars Airplane were 

estimated and optimized through iterations. This 
method was made up of three sections: aerodynamic 
performance estimation, propulsion performance 
estimation, and mass build-up. 

In order to reduce the energy consumption for the 
propulsion system, the Mars Airp lane was designed to 
maximize the lift-drag ratio during non-accelerated level 
flight while satisfying requirements and constraints. The 
main wing area  Sref was given by eq. (1). At first, the 
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total mass Mtotal was assumed to 3.5kg as an init ial value.  
The acceleration due to gravity g was set to 3.71m/s2. 
The density ρ and the cruise velocity V  were g iven from 
requirements and constraints. The lift coefficient of the 
main wing CL was given by experiment3. Then drag was 
estimated. The drag coefficient of the main  wing was 
also given by experiment3. That of the tail wing was 
assumed as a zero lift d rag coefficient and converted to 
other form using the main wing area. The drag  
coefficient of the fuselage CDf was represented as eq. 
(2)2, where Rel is Reynolds number by fuselage length, f 
is a fuselage taper ratio, and Sf wet is wetted area of the 
fuselage. The total drag coefficient was obtained as the 
sum of those drag coefficients. 

A propulsion performance was estimated by the 
blade element theory. The diameter of the propeller was 
set to 0.60m from the standpoint of packing in  the 
aeroshell. First, the rate of rotation was assumed. The 
aerodynamic characteristics of an airfo il for the 
propeller were given by experiment4. Obtained total 
thrust was compared to the drag and even out by 
adjusting the rate of rotation. The required  shaft power 
was obtained using load torque and rate of rotation. 

The total mass was estimated as the sum of mass of 
each section. As a battery, the lightest Li-ion battery was 
selected5. Its energy density is 118Wh/kg. The mass of 
the battery Mbat was estimated by eq. (3). Here, Ptotal is 
the total input power, E is endurance, and ρenergy is 
energy density of the battery. The input power for the 
motor was obtained from the propulsion performance 
calculation described above. 

By reentering obtained total mass to Eq. (1), these 
calculations were iterated until values were converged, 
with changing input parameters. 

 
Sref =

2Mtotalg

ρV2CL
              (1) 

 
CD f =

1.328

�Rel
�1+ 60

f 3 + f

400
� Sf wet

Sref
         (2) 

 
Mbat =

PtotalE

ρenergy
                (3) 

6. Results
Obtained specifications satisfied requirements and 

constraints. A basic layout of the Mars Airplane was 
drawn as shown in Fig. 2 based on these results. All 
parameters were fully following the obtained results. 

 
Fig. 2 The basic layout of the Mars Airplane.  

    Trade-off studies for the total mass to each input 
parameter were performed. Figure 3 shows a sensitivity 
of the total mass to the cruise velocity. Only 4m/s 
increase of the cruise velocity yielded nearly 0.6kg  
decrease of the total mass. Figure 4 shows a mechanism 
of this total mass decrease. These processes yielded the 
big decrease of the total mass although these two 
configurations have same payloads and range. 
 

 
Fig. 3 A sensitivity of the total mass to the cruise 

velocity. 
 

 
Fig. 4 A mechanis m of the total mass decrease due to 

the increase of the cruise velocity. 
 
7. Conclusion 

The conceptual examination and its specificat ions 
estimation method were presented to indicate the 
feasibility of the Mars Airp lane. A trade-off study for the 
total mass to the cruise velocity was presented. It was 
shown that an increase of the cruise velocity created 
virtuous cycle of decreasing the mass of the main wing, 
the tail wing, and the battery. 
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ABSTRACT 

In this study, as a part of development on rapid mixing by making the convective effect in micro space, we planned a new 
micromixing device utilizing Marangoni effect. In this study, we made two types of test channel based on T-type mixer with a 
gas-liquid free interface in the junction point, and did experiments with two fluids having different surface tension. We also 
conducted CFD simulation which was constructed on a blief model. As a result, a vortex flow was observed and simulated on the 
interface by Marangoni convection in both experiments and CFD, and we confirmed that it has a possibility to achieve rapid mixing. 

 
1. Introduction 

In micro scale, mixing acceleration has been mainly 
dependent on molecular diffusion because it has large 
number of surface-to-volume ratio in the area. Therefore, 
the primary mixing improvement has been generally 
realized by small diffusive distance for both passive and 
active mixers. However, it has much smaller products 
per a device and higher pressure loss into the mixer. 
Therefore, it is rather difficult to reduce the overall size 
of micromixing device. We believe that development of 
a new mechanism for mixing will be necessary in order 
to further miniaturize the micromixing structure in 
future. Hessel et al. suggested that convective diffusion 
should be used to accelerate mixing efficiency in 
micromixing[1]. The most effective method is to build 
the technique of making vortex in micro space. Since 
quite early stage of the development of micromixing, 
many ideas have been studied, for example, utilizing 
electro-magnetic fluid, chaos mixing, and sound wave 
and so on.  

In this paper, we studied the micro streaming 
utilizing Marangoni convection which is the typical 
phenomenon on gas-liquid free interface. We conducted 
the experiments to give rise to Marangoni convection by 
constructing an interface between the two liquids having 
different value of surface tension on a gas-liquid free 
interface, which was formed in the junction point of 
T-type micro channel. We observed the vortex flow 
involving the two liquids and calculated the situation 
used by single-phase CFD model as basic study of 
developing the new mixing process. 
 
2. Estimation for the Flow Velocity 

To estimate the maximum velocity just on a 
gas-liquid free interface by Marangoni effect in micro 
space, we constructed a simple model between 
Marangoni force and shear force as illustrated in Figure 
1. The model assumes the situation at the moment of the 
contact between the two liquids on the gas-liquid 
interface. The circumstances of the model are given as 
follows; viscosity in liquid 1 and 2 has same value, flow 
velocity is zero at y = h in x-y plane and at both ends in 
z-x plane as boundary condition and initial flow velocity 
and pressure difference between the two liquids are also 
zero. Then, it could get Eq. (1) for the relation between 
Marangoni force and shear force at boundary condition. 

 

 
 
 
 
 
 
 
 

 
Fig. 1 A simple model to estimate the velocity on a gas-liquid 
free interface caused by Marangoni force 
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where, μ: viscosity[Pa s]. We adopted the values in 
Eq. (1) as bellow, 
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The order of the maximum velocity by Eq. (1) 

becomes, 
m/s][01.0max �u  

We think that the velocity at the interface could have 
the ability to drive vortex flow in the micro space. 
 
3. Method 

We made two channels named by Type1 and 2, 
respectively, which formed gas-liquid free interface at 
the junction point based on T-type channel. Photo-resist 
method was used as making the channels [2].   

 
 

 
 
 
 
 

 
 

(a)                     (b) 
Fig. 2 Design of junction point including bubble holding 
section into the micro channel; (a): Type-A, (b): Type-B 
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Adopted test fluids for the experiments were the 
following two solutions, 30wt% of acetic acid aqueous 
solution at inlet 1 and pure water with 1.4wt% of blue 
dye containing the mixture of Brilliant Blue FCF (8%) 
and Dextrin (92%) at inlet 2. Physical properties of the 
two solutions are shown in Table1. Experimental setup 
was same as previous studies in our laboratory [3].  
 
Table 1 Physical property of the two fluids in the experiments 

The effect for the Marangoni force in the 
experiments was simulated by unsteady calculation of 
single-phase CFD simulation in finite-volume method 
which solved simultaneous equations with N-S and 
mass transport equations at each cells. We set the value 
of time step: Δt=0.05[s] and iterative number of 
calculation was 10000 at each time step.  

 
 
 

 
Fig.3 Overall geometry of the CFD model 

 
In actual calculations, we built the two dimensional 

analysis model by using commercial CFD software 
“PHOENICS” as shown in Fig. 3, which set physical 
properties of domain fluid as pure water at 293.15K and 
1.24 10-9[m2/s] of diffusive coefficient by the value of 
literature, and we put the cells, which have extra value 
of shear stress by Marangoni force depending on 
diffusive distribution, in caged area in Fig. 3. 

 
4. Results and Discussion 

Photos of flow experiment and CFD results of 
concentration distributions caused by Marangoni 
convection in the experiments on Type A and B channels 
are illustrated in Fig. 4 and 5, respectively. 

In Type-A mixer taking 1.5[μl/min] of volume flow 
rate at each inlet, as shown in Fig.4, we confirmed that 
vortex flow was caused by Marangoni force when the 
two liquids contacted on the gas-liquid free interface, 
but it could keep only 0.5[s], and we obtained same 
result by CFD simulation because of the saturation in 
the concentration distribution at the interface in short 
time. 

In Type-B mixer taking 2.0[μl/min] of volume flow 
rate at inlet1 and 1.0[μl/min] of volume flow rate at inlet
2, we confirmed that, under the condition, quite large 
vortex flow occurred and could keep over 2.0[s] on the 

interface, and the flow velocity at the outer edge was 
about 2mm/s by the images in the experiments. The 
result of the CFD simulation suggested that it could 
keep the vortex flow because of being able to hold the 
concentration distribution relatively long time.  

 
 
 
 
 

(a)              (b)             (c) 
 
 
 

 
(d)              (e)             (f) 

Fig. 4 A series of photos in flow experiments using Type-A 
channel every 0.1[s] from (a) to (c) and the CFD results of 
concentration distribution every 0.25[s] from (d) to (f); volume 
flow rate: 1.5[μl/min] in each inlet.  

 
  
 
 

 
(a)              (b)             (c) 

 
 
 
 

(d)              (e)             (f) 
Fig. 5 A series of photos in flow experiments using Type-B 
channel every 0.1[s] from (a) to (c) and the CFD results of 
concentration distribution every 0.5[s] from (d) to (f); volume 
flow rate: 1.0[μl/min] in inlet 1 and 2.0[μl/min] in inlet 2.  
 
4. Concluding Remarks 

In this paper, we observed vortex flow caused by 
Marangoni force on a gas liquid free interface at the 
junction point of the test channels based on T-type 
capillary channel and calculated the concentration 
distribution and the flow property at those experiments 
by CFD. As a result, it was confirmed that it required 
keeping concentration gradient on the interface at all 
time to use Marangoni effect for rapid mixing. We think 
that the situation as shown in Fig. 5 was one of the 
suitable condition to keep that distribution. In the future, 
we will investigate the condition to keep the gradient as 
long as possible using new channels based on Type-B 
mixer and the CFD simulations.  
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ABSTRACT 

The effect of the oscillation frequency on rich-lean spray which is formed by pulse sprays is investigated. Spray images are obtained 
using a high-speed camera. Brightness on the spray image is obtained by image processing. In the case of small oscillation frequency, 
sprays of the large difference between high and low number density area of droplets are formed at 200 mm downstream from the 
nozzle tip. In the case of large oscillation frequency, pulse sprays are evenly dispersed. We indicate that the spatiotemporal change of 
sprays can be considered by using brightness. 

 
 

1. Introduction 
A stationary combustor is widely used in industry. The 

common rail injection system used in an 
internal-combustion engine can control a high pressure 
injection of fuel and injection timing. If the injection 
system is applied to the combustor, it is expected to 
become an environmentally-friendly combustion. The 
previous studies of the injection system have been aimed 
at small space and only a spray, because the engine space is 
small [1-3]. Since the stationary combustor space is large 
scale and sprays affect each other, it is necessary to 
consider pulse sprays at free space.  

The effect of rich-lean spray on combustion has been 
investigated in previous studies [4, 5]. It is important to 
consider spatiotemporal changes of sprays, because 
pulse sprays alternately form high or low number 
density area of droplets.  

In this study, high pressure pulse sprays images at 
the free space are taken with a high-speed camera and 
the images are transformed brightness distributions by 
image processing. We investigate the effect of 
oscillation frequency on the high pressure pulse sprays. 

 
2. Experimental 
2.1 Experimental apparatus and conditions 

Fig. 1 shows schematic diagram of experimental 
apparatus. In the experiments, high pressure pulse 
sprays images at the free space are obtained using a 
high-speed camera. Light sources are set up as shown in 
Fig. 1. Table 1 shows experimental conditions. In the 
case of the oscillation frequency at 200 Hz, the spray is 
injected 200 times per second. The fuel flow rate is 
constant with each oscillation frequency. As the 
oscillation frequency is larger, injection quantity per one 
spray becomes lower. 
2.1 Evaluation of rich-lean spray using the  

brightness 
Fig. 2 shows measuring points of brightness. At 5, 

100 and 200 mm downstream from the nozzle tip, the 
brightness is measured by image analysis. Fig. 3 shows 
an example of transient images on the brightness and 
also shows one cycle of injection, an amplitude and the 
peak which are defined. The peak is a maximum value 
of brightness during the 1 cycle of injection. The first 
rising of the peak shows that the spray has arrived at the  

 
measuring point of brightness. If the peak shows large 
value, the spray of high number density have arrived at 
measuring points of brightness. Furthermore, a large 
amplitude shows the large difference between high and 
low number density area of droplets. 
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Fig. 1 Schematic diagram of experimental apparatus 

 
 

Table 1. Experimental conditions 
Fuel  Diesel 
Fuel flow rate [l/min] 0.1 
Injection pressure [MPa] 40 
Nozzle diameter [mm] 0.2 
Oscillation frequency [Hz] 200 300 400 
Injection time [ms] 1.34 0.90 0.68 
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Fig. 2 Measuring points of brightness 
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3. Results and Discussion 

Fig. 4 shows the change of the brightness on each of 
measuring points at 200 Hz. At the measuring point 
located near the nozzle, a value of brightness increase 
and decrease at a constant cycle. This cycle is equal to 
injection interval. At the measuring points of 5 and 100 
mm downstream from nozzle tip, the brightness is large 
value because spray of high number density has arrived 
at the measuring point of brightness. On the other hand, 
at the measuring point of 200 mm, the peak has 
decreased compared with measuring points of 5 and 100 
mm because sprays are dispersed with time. It is 
difficult to evaluate the rich-lean spray at 5, 100 mm 
downstream from nozzle tip because the maximum 
value of brightness is 255. Thus, we focus on the 
rich-lean spray at 200 mm downstream from nozzle tip 
because the brightness does not approach 255. 

Fig. 5 shows the change of the brightness for 
different oscillation frequency at 200 mm. Table 2 
shows the characteristics of the brightness at 200 mm. 
The maximum value of the average of peak is 200 Hz, 
followed by 300 Hz and 400 Hz. This means that the 
injection quantity per one spray of 200 Hz is bigger than 
that of other oscillation frequencies. Also, there is little 
difference in 300 Hz and 200 Hz about the average of 
peak. Injection interval of 300 Hz is shorter than one of 
200 Hz. Thus, the spray arrives at residual sprays. 

The maximum value of the average of amplitude is 
200 Hz, followed by 300 Hz and 400 Hz in Table 2. The 
injection quantity per one spray and the injection 
interval of 200 Hz are respectively bigger and longer 
than others. Although the case of 200 Hz form sprays of 
the large difference between high and low number 
density area of droplets. In the case of 400 Hz, the 
average of amplitude is so small that sprays are evenly 
dispersed. 
 
4. Conclusions 

In this study, observation about transient spray 
images on brightness and the effect of oscillation 
frequency on high pressure pulse sprays are investigated. 
The following results are obtained.  

In the case of small oscillation frequency, sprays of 
a large difference between high and low number 
density area of droplets are formed  
In the case of large oscillation frequency, pulse 

sprays are evenly dispersed. 
As a result, we indicate that the spatiotemporal change 
of sprays can be considered by using brightness. 
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Fig. 4 Change of brightness on each of 

  measuring points at 200 Hz 
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Fig. 5 Change of brightness for different  
oscillation frequency at 200 mm 

 
Table 2. Characteristics of brightness at 200 mm 
Oscillation 
frequency 

 [Hz] 

Average of  
peak 

Average of  
amplitude 

200 50  36 
300 47  29 
400 38  19 
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ABSTRACT
Supersonic combustion tests were carried  out in previously. In the previous study, a linear relation between the increase in cross 
sectional area and pressure rise was fined out in the diverging  combustor. The relation was believed very practical in engineering 
sense. However, the reason, why the relation was gotten linear, was not mentioned. In  this study, quasi-one-dimensional calculation 
was carried out to figure the reason out. The previous test results and the calculation analysis method are stated in this paper.

1. Introduction
The dual-mode scramjet engine has attractive 

advantages for supersonic and/or hypersonic flight 
vehicles. The concept of this engines is able to attain 
both subsonic and supersonic combustion only by 
controlling fuel equivalence ratio. This enables the 
vehicle to save its weight. 

To generate practical thrust at subsonic combustion, 
diverging shape is desired to the combustor.  In addition, 
shorter length of the combustor is ideal for stand points 
of the engine weight and the wall friction force. On the 
other hand, one previous study showed that the pressure 
rise  in rapid diverging combustor was not enough [1]. 
Thus, to establish the criteria, which enough pressure 
rise is attained in diverging combustor,  is necessary.

Masumoto [2, 3] et al. and Tomioka et al. [4] carried 
out dual-mode combustion tests under Mach 2.5, at 
several total temperature inflow conditions. In the study, 
the equivalence ratios of gaseous hydrogen fuel was 
taken at several value. After the combustion tests, some 
quasi-one-dimensional calculation and analytical 
consideration were carried out. Finally, they made an 
engineering model which is able to estimate required 
condition for enough pressure rise in diverging 
combustor5. 

Aside from the engineering model, they discovered  
an interesting relationship in the diverging combustor, 
i.e., there were the linear relationships between the 
combustor area increment and the pressure increment, 
and the slope angles were depend on the combustor 
diverging angle and the inflow conditions. This 
relationship is very practical to predict pressure 
distribution in diverging combustor.  However, they did 
not show why the relationship become linear.

The objective of this study is to figure the reason of 
the linear relationships out. This paper begins with the 
description of the previous combustion test methods and 
the test results. These contents are referenced from some 
previous studies [2-4]. Following this, quasi-one-
dimensional calculation method is noted.

2. Method
As a previous work, Masumoto et al. [5] carried out 

dual-mode combustion tests. The inflow total pressure 
and total temperature were 1.0±0.05 MPaA and 1500±50 
K, respectively. The total temperature was attained by a 
lean combustion type air heater. Gaseous hydrogen was 
used for lean combustion and gaseous oxygen was added 
to keep oxygen mole ratio at 21% at after the lean 
combustion. The configuration of the combustor is 

shown in Fig. 1. The supersonic combustor was directly 
connected to the Mach 2.5 supersonic nozzle. In the 
tests, each of three diverging combustors was connected 
to the constant area combustor. Their first-stage 
diverging half-angles (θdiv1) was 1.55, 3.1 or 6.2 degree. 
Following the first diverging area combustor, the second 

Fig. 1   Configuration of test combustor from Ref. 4

Table 1   Fuel injection position from Ref. 5

configu θ
Injector Comb. length

configu
ration θdiv1

Xinj, mm Ainj/Ai Lcomb, mm

N1 1.55 246 1.33 660

N2 1.55 486 1.59 420

N3 1.55 666 1.84 240

N1 3.1 176 1.33 480

N2 3.1 296 1.59 360

N3 3.1 416 1.84 240

N1 6.2 141 1.33 390

N2 6.2 201 1.59 330

N3 6.2 291 1.84 240
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diverging combustor, which angle (θdiv2) was 3.1 degree, 
was connected. Three fuel injection sections, named N1, 
N2 and N3, was installed in diverging combustor. The 
positions are also shown in Fig.1. there were four 2.5mm 
fuel injection ports at each fuel injection sections. 
Gaseous hydrogen was vertically injected at sonic speed 
to the main flow via the injection section as fuel at 
various equivalence ratios.  The fuel total temperature 
was ambient temperature. The coordinate origin of the 
test section was located at the 2mm back-step which was 
stood between the Isolator and the constant area 
combustor. In the study, injector distances from the 
origin, cross-sectional area at the fuel injected position 
and the combustor length were different in each 
condition. This is because the diverging angle and the 
injected position were variable. Table 1 shows the fuel 
injection configuration. Supersonic combustion tests 
were conducted under these configurations.

Figure 2 shows one result of the wall pressure 
distributions of the combustion test results [2-4].  The 
figure shows the relation between the streamwise 
location from the step and the wall pressure. At the low 
equivalence ratios, supersonic combustion was attained. 
Then,  as to increase fuel equivalence ratio, the wall 
pressure rising points (flow separation points) went back 
to the upstream, and then the combustion mode changed 
to dual-mode, i.e., the flow speed in the combustor was 
subsonic. Although only one conbustion test result from 
one combustor configuration is shown in this paper, the 
other test results had the same tendency. In this study, we 
focused on the flow state at the dual-mode to find the 
pressure rise relation in the diverging combustor out.

3. Results and Discussion
Figure 3 shows the relation between the increase in 

cross-sectional area and the pressure rise at dual-mode5.  
In this figure, ∆A, Ai and Pw,NF mean the cross-sectional 
area increase, the cross-sectional area before the flow 
separation and the wall pressure at the separation point, 
respectively. The fuel was injected from N3 point at the 
condition shown in Fig. 3. We analysis these data. This 
is because it is easy for the long shock train length to 
analyze the test results.

In this study, a simple quasi-one-dimensional 
calculation was carried out. The calculation was based 
on three fundamental conservation equations. They were 
about mass, momentum and enthalpy. Additionally, an 
in-house chemical equilibrium calculation was adopted 
[6]. Thirteen species (Ar, H, HO2, H2, H2O, H2O2, N, N2, 
NO, NO2, O, O2,  OH) were considered in the 
equilibrium calculation and these thermochemical data 
were based on JANAF database. In this code, Van Driest 
formula [7] and Reynolds analogy [8] were also 
considered to take into account the wall friction and 
thermal conductivity, respectively.  Using the calculation 
tool,  we carry out additional analysis about previous 
results as shown in Fig. 2.  Finally, The reason, why the 
relation between the pressure rise and the increase in 
cross-sectional area got linear, is going to be shown at 
the presentation of 8th ICFD.
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ABSTRACT 
The effect of HPC addition on strength of ferro coke is investigated. The tensile strength of the ferro coke is 

measured. Image analyses of coke microstructure is performed. The tensile strength is increased with HPC addition. On 
the other hand, the area ratio of pore roundness less than 0.05 decreased. It indicates that the coal particle adhesion is 
improved by HPC addition. As a result coke strength increases.  

 
1. Introduction 

In the blast furnace operation, coke with high 
strength and high reactivity is required to improve 
productivity and to decrease in the reducing agent rate. 
Ferro-coke which contains iron as a catalyst is 
investigated in order to make high reactivity coke.  
Hiper-caol (HPC) which improves coal particle adhesion 
is utilized as binder for improvement of the strength, 
because strength of ferro-coke is not enough. Shishido et 
al. investigated the effect of improvement of coke 
strength using HPC1). However, there have been few 
studies about mechanism of coke strength development 
with iron and HPC addition.  

In this study, we measure the tensile strength of the 
ferro coke with HPC addition and estimate relationship 
between coke strength and microstructure of ferro-coke. 

 
2. Experimental 

Table 1 shows particle size of materials used in this 
study. Slightly caking coal and HPC are used. 
Minerações Brasileiras Reunidas (MBR) is used as a 
catalyst source. Table 2 shows blending ratio of samples. 
Samples were compressed at 297 MPa, and were 
carbonized until 1273 K on the heating rate of 5 K/min. 
The samples are cut off discs of about 23 mm in 
diameter and about 5 mm in thickness. 
Diametral-compression test is performed in order to 
measure coke strength. Tensile stress is calculated from 
following Eq. (1): 

dl
P

�
� 2

� ,   (1) 

where P is load and d is diameter and l is thickness of 
coke specimen. Tensile strength t� is calculated by 
substituting maximum load P into Eq. (1). Then, scale 
parameter which is index of strength can be calculated 
from Weibull analysis. In order to evaluate 
microstructure of ferro-coke, digital micrographs of 
coke grinded surface are acquired by optical microscope. 
The size of the micrograph is 3.11 mm 2.33 mm, and 
we combine the micrographs to make a photograph. The 
site of the photograph is 10 mm 10 mm and the 

resolution is 2.43 µm/pixel. In this study, iron particles 
are considered as pore2). Acquired photographs are 
binarised by image analysis software(Win roof ver. 
6.1.0). Then, absolute maximum pore length and pore 
roundness are measured. Where absolute maximum 
length is defined as maximum length of two point on 
pore counter. Roundness is represented as Eq. (2): 

2
4

L
SRoundness �

� ,  (2) 

where S is pore area and L is boundary length of pore.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3. Results and Discussion 
Fig. 1 shows scale parameter calculated from 

Weibull analysis on each samples. The larger scale 
parameter means high strength coke. Coke strength 
shows different values on each HPC ratio. It implies that 
coke strength is effected by HPC addition.  

Fig. 2 shows area ratio of pores in each absolute 
maximum length to total area of a photograph. Pores 
over 1000 µm is the factor related to coke strength 
reduction3). Sample D is the lowest area ratio of pore 
over 1000 µm. It suggests that pores over 1000 µm 
decreases with HPC. However, In sample E and sample 
F, coke strength decreases with HPC addition and area 
ratio of pores over 1000 µm increases. It suggests that 
pores derived from HPC increases with HPC addition. 

Table 1 Particle size of materials 

Table 2Blending ratio of samples 

Sample
Donaldson
[mass%]

HPC
[mass%]

MBR
[mass%]

A 70 0
B 69 1
C 67 3
D 65 5
E 60 10
F 55 15

30

Donaldson coal HPC MBR
Particle size [mm] < 1 < 0.15 < 0.25
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In spite of increasing pore over 1000 µm with HPC 
addition, coke strength of sample F is higher than that of 
sample A.  

Fig. 3 shows area ratio of pores in each pore 
roundness to total area of a photograph. Pores roundness 
of which is less than 0.2 indicate an origin of fracture4). 
In this study, pores roundness of which is less than 0.2 is 
divided into more small range to find coal particle void, 
derived from insufficient coal particle adhesion. In Fig. 
3, the area ratio of pore roundness of which is less than 
0.05 decreases with HPC addition. It suggests that coal 
particle adhesion increases by HPC addition and an 
origin of fracture decreases.  

Coke strength increases by coal particle adhesion 
with optimal blending ratio of HPC and is decreased by 
pore over 1000 µm with excessive blending ratio of 
HPC. 

We will discuss low roundness pores on ternary 
images. Figures 4 and 5 show ternary image of sample A 
and F, respectively. Pores roundness of which is less 
than 0.05 are gray, other pores are black and coke matrix 
is white. In Fig. 4, pores roundness of which is less than 
0.05 existed between coal particles. It indicates that coal 
particle adhesion is insufficient without HPC. In Fig. 5, 
it indicates that low roundness pores decreases and coal 
particle adhesion is improved by HPC addition.  

 
4. Concluding remarks 

The conclusions are summarized as follows: 
1) There is optimal blending ratio of making high 

strength coke with HPC addition. 
2) Coal particle adhesion is estimated with pore 

roundness of which is less than 0.05. 
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Fig. 1 Relationship between blending ratio of HPC  
and scale parameter 

 

Fig. 3 Relationship between roundness and  
area of pore. 

 

Fig. 4 Ternary image (Sample A) 

Fig. 5 Ternary image (Sample F) 

Fig. 2 Relationship between blending ratio of HPC  
and scale parameter 
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ABSTRACT 
As a new idea of micromixing process, we have studied a micromixer using gas-liquid free interfaces of the two bubbles. As the 
result, we found that, in addition to reducing thickness of liquid film between the bubbles, changing the direction of the flow between 
the bubbles could influence mixing efficiency. Therefore, we here focused on the change of the flow direction and analyzed the flow 
with computational fluid dynamics. We studied the influence of the flow direction from the view point of raising mixing efficiency.       

 
1. Introduction 
   In recent years, there exits intense interest in μ-Tas 
technology in the fields of chemical and biological 
engineering. μ -Tas is collected chemical analysis 
system that combines micro-scaled fluid devices like a 
pump, mixer, separator and so on. A micromixer is a 
specific device for mixing and chemical reaction in such 
systems. The reason why micromixer is required is that 
it enables much higher reaction rate due to its large area 
of liquid-liquid contact per volume. Here we study 
micromixer technology because new methods and ideas 
for higher mixing are still expected. 
   In this study, we utilized gas-liquid free interface 
that was liquid film about 10 μm in thickness between 
the two bubbles. As the result, relative concentration 
difference (indicator of mixing ability in our study) went 
up to 20 %, also we found that indispensable factors to 
promote the mixing were the thickness of liquid film 
and the change of the flow direction (here we call “flow 
angle” as shown in Fig.1) from our previous studies. In 
particular, the influence of changing the flow direction 
was investigated in detail with computational fluid 
dynamics (CFD). 
 

  
Fig. 1 Definition of �low angle.  

 
2. Method 
   The experiment was conducted by using a 
micromixer made by photoresist method [1]. We used 
pure water that was colored by food dye in the same 
manner as our previous study [2]. Inflow conditions 
were 0.5 μl/min in both inlets, and the corresponding 
Reynolds number was 0.17. Bubbles were formed about 
3.0 mm from the junction point of two fluids. Mixing 
property was measured from values of RGB data from 
digital photos taken into PC. 
 

 
Fig. 2 Experimental apparatus. 

   We used CFD software package “PHOENICS” to 
analyze the effect of the flow angle for mixing efficiency. 
Diffusion coefficient which we used was 3.0×10-10 
(m2/s). When we analyzed the contribution of 
convective mixing, we calculated by setting diffusion 
coefficient to be zero. 
 

.  
Fig. 3 CFD modeling. 

 
Important parameters to represent the geometry of 

the micromixers are A, B, C, D as shown in Fig.2. In 
this study, the flow channel width of parameter A was 
fixed to be 150 μm, and we analyzed the flow by 
changing other parameters B, C, D. 

A: channel width 
B: chamber width 
C: chamber depth 
D: bubble distance 
 
 

Fig. 4 Factors in determining the micromixer. 
 

3. Results and Discussion 
   At first, we did experiment with chamber width 300 
μm, depth of hole 90 μm, bubble distance 0, 260, 300, 
340 μm. The experimental results and photos are shown 
in Fig.5 and 6, respectively. The horizontal axis in Fig.5 
is the distance from the junction point of two fluids.  

 
Fig. 5 Experiments of slit width 300 μm. 
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Fig. 6 photos at 3 mm from junction point 

with chamber width 300 μm. 
 

Micromixer of bubble distance 0 μ m hardly 
promoted mixing, because there was no effect for 
mixing efficiency of convective diffusion (flow angle = 
0°), and bubbles formed liquid film only one point. 
Hence, there was no time to diffuse the two fluids 
enough. Accordingly, bubble distance 260 μm was the 
most effective micromixer for mixing of all cases. Flow 
angles with bubble distance of 260, 300, and 340 μm 
were 46.8°, 51.6°, and 53.4°, respectively. From our 
previous studies, we found that the larger flow angle at 
the liquid film, the better mixing efficiency. However, 
from Fig.5, small flow angle was better than large flow 
angle. We think it was because the thickness of the 
liquid film was not the same with each other. 
Incidentally, the thickness with bubble distance of 260, 
300 ,  and 340 μm were 6.5, 12.0, and 43.8 μm, 
respectively. Therefore, we think that not only large 
flow angle but also thin liquid film was necessary for 
high mixing efficiency. 
   Besides, it seems obvious that thick liquid film is 
inefficient compared to thin liquid film by Fick’s laws of 
diffusion. However, the optimum value of flow angle is 
unknown. We investigated the effect of the flow angle 
by using CFD. The results are shown in Fig.7.  
 

 
Fig. 7 Relation between Relative Concentration 

Difference and flow angle by CFD. 
 
   The thickness of the liquid film was fixed to be 30 
μm in all the cases, and we computed four conditions. 
First, non slip condition (zero diffusion coefficient), 
second, full slip condition (zero diffusion coefficient), 
third, non slip condition (non-zero diffusion coefficient, 
here D is 3.0×10-10 (m2/s)) and forth, full slip condition 
(non-zero diffusion coefficient). Flow angle between 

50° and 60° tended to give better mixing, as shown in 
Fig.7, and the mixing efficiency drastically deteriorated 
when the flow angle was 40°. Hence, it was found that 
the effect of changing the flow angle was remarkable. 
There was difference of only a few percent between the 
two non slip conditions. On the other hand, there was up 
to 80 percent difference between flow angle 50° and 0° 
in slip condition (zero diffusion coefficient) of Fig.7. 
Therefore,   the effect of mixing by convection was 
bigger than the effect of mixing by molecular diffusion. 
 
 ��

�� + ��
��
�� + ��

��
�� = � ��

��
��� +

���
���� (1) 

 
   Equation (1) shows two-dimensional conservation 
equation of substance diffusion. First term at left hand 
side is unsteady term, second and third terms are 
convection terms, and right hand side is diffusion term. 
Here we ignored the depth direction. We had thought 
that the most effective term was diffusion term at right 
hand side until now. However, under the current 
conditions in our micromixer, convection terms at third 
term can be thought to be the most effective, because the 
change caused by zero/non-zero of diffusion coefficient 
was smaller than the change caused by flow angle 
variation, as shown in Fig.7. Non slip condition was 
better for mixing efficiency comparing with full slip 
condition in using the same diffusion coefficient, 
because non slip condition caused shear force, thus 
generating velocity difference at the liquid film, which 
could promote mixing.  Experimental values of Fig.5 
were compared with CFD results, then it was found that 
the CFD results were relevant because the experimental 
data of higher mixing efficiency with bubble distance 
260 μm and 300 μm, corresponded to the case in which 
that flow angle was 50°.   
 
4. Concluding remarks 
   The following conclusions were confirmed from this 
study. 
1. In obtaining high mixing efficiency under the given 

experimental conditions, there was optimum value 
about the flow angle, and it was 50°~60°. 

2. Convection term seemed to significantly affect the 
mixing efficiency in the experiment, although the 
thickness of liquid film could not be negligible. 

   In future we need to analyze the effect of flow angle 
and its mechanism by not only simulation but also flow 
experiment. 
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ABSTRACT 
A micromixer is a special equipment for chemical reactions which has been used as high value-added chemical production 
technology. In this study, we streamed liquid into a cylindrical micromixer in spirals to promote the mixing efficiency by increasing 
the contact interface. We focused on the spiral flow and analyzed fluid flow and concentration distribution in the mixing process in 
the cylindrical micromixer. The results obtained from observed spiral flow, measurement of concentration distribution and 
CFD(Computational Fluid Dynamics) were compared and discussed. 
 
1. Introduction 

In recent years, micro fluidic systems have been 
widely used in micro-electromechanical systems to meet 
the needs of miniaturization in the fields of chemistry 
and biology. A micromixer, which mixes fluids in a 
small domain, is a typical microfluidic device. This 
device has been developed in the chemical engineering 
field and is also expected to be applied in the medical 
manufacturing industry[1]. 

We realized spiral flow of the two liquid in the 
micromixer to increase the contact area and to promote 
better mixing[2]. The purpose of this study is an analysis 
of the spiral flow and mixing process inside a cylindrical 
micromixer. Fig. 1 shows the process of mixing in a 
micromixer. 

 
Liquid A

Liquid B Spiral flow Linear flow

Outer cylinder Inner
cylinder

 
Fig. 1 Mixing process of a cylindrical micromixer 

 
2. Method 

To analyze the patterns of streamlines and the 
concentration distribution, we conducted two 
experiments, and compared the results with CFD 
simulation results.  

First, to observe the spiral flow, pure water and 
benzyl alcohol were injected separately in a mixer from 
the two syringe pumps. A high-speed camera having a 
shutter speed of 1/500 s recorded the process of mixing 
in the micromixer. We used benzyl alcohol because it 
made easy to observe the spiral flow formed with pure 
water due to its hydrophobic property and because the 
density of benzyl alcohol (1.042 g/cm3) is closer to that 
of pure water. 

Next, to measure the concentration distribution by 
extracting the liquid, pure water and NaCl aqueous 
solution were injected separately from the two syringe 
pumps. The NaCl concentration was almost 1.00 wt%. 
The NaCl aqueous solution was injected to the flow with 

pure water and extracted from the mixed liquid in the 
micromixer.  

Fig. 2 shows the location of extraction points. The 
extraction hole was 0.5 mm in diameter, and there were 
three each for left and right circular cross-section of the 
mixer (see Fig. 2-a). There were nine cross-section of A 
to I, which were spaced 4 mm between each other (see 
Fig. 2-b). These holes were usually plugged and closed, 
and only the hole for extracting liquid was opened and 
linked to the extracting tube. Using a salt concentration 
meter, we measured the concentration of the liquid 
extracted from 54 extraction points. Extraction was 
performed three times for each point, and we calculated 
the averaged value. The concentration of salt in pure 
water is zero percent, so that 0.50 wt% can be regarded 
as the state of perfect mixing. 
 

R2

R1

R3

L1

L3

L2

 
(a) Front view 

 

6mm 10mm 14mm 18mm 22mm 26mm 30mm 34mm 38mm

A B C D E F G H I

Extraction point  
(b) Side view 

 
Fig. 2 Location of extraction points 
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3. Results and Discussion 
Fig. 3 shows an example of photographs of spiral 

flow. Flow rate of pure water at this experiment was 
100ml/min, also streamed the same flow rate of benzyl 
alcohol. Therefore, the total flow rate was 200ml/min. 
Fig. 4 shows a simulated stream lines in the same 
condition as above. This stream line can be regarded as 
the traces of the particles flowing from the inlet for flow 
visualization. 

 

 
Fig. 3 Spiral flow pattern (Experiment) 

 
Fig. 4 Spiral flow pattern (Simulation) 

 
Comparing Figs. 3 and 4, it is clear that the 

experiment and simulation represented the similar 
results. Table 1 shows the number of spiral flow 
revolution. We varied the flow rate to compare the 
results of experiments and CFD. According to Table 1, 
when the flow rate was small, the number of spiral flow 
revolution of simulation was more than that of the 
experiment. In contrast, when flow rate was high, the 
result was the opposite. 

 
Table 1. Number of spiral flow revolution 
Flow rate 
(ml/min) 35 50 75 100 125 

Experimental 0.8 1.4 1.7 2.4 2.5 
Simulation 1.1 1.5 1.7 2.1 2.2 
 
Figs. 5 and 6 show the concentration distribution of 

flow rate 100ml/min. Fig. 5 is a plot of data at the 
section of 6 mm in the Z axis from the inlet. Fig. 6 is a 
plot of data at the section of 10mm. There were nine 
cross-sections, but we gave examples of two sections A 
and B that were located near the inlet because they 
indicated significant difference in concentration. 

We could detect waving pattern of concentration 
distribution at extraction holes of each section. When we 
compare the experiment and simulation, the same trend 
was found as the wave distribution. We think this 
indicated how the mixing gradually proceeded by spiral 
flow. However, there were differences in the 
concentration values. Possible causes are the 
contribution of the diffusion coefficient. In the 
simulation, we used a literature value of diffusion 
coefficient of NaCl aqueous solution(1.330×10-9m2/s). 
The diffusion rate in the simulation was found to be 
higher than that in the experiment. Therefore, mixing in 
the simulation was more rapid than in the experiment. 
This tendency was similar in the other flow rate. 

 

 
Fig. 5 Concentration distribution (section-A) 

 

 
Fig. 6 Concentration distribution (section-B) 

 
 
 

4. Concluding remarks 
The patterns of streamlines and the concentration 

distribution obtained by CFD (Computational Fluid 
Dynamics) simulations agreed well with those obtained 
experimentally by flow observation and concentration 
measurements. In particular, the streamlines were able 
to simulate fairly closely the state of the experiment. 
From this study, we could well understand the mixing 
process and the validity of our cylindrical micromixer. 

To improve the accuracy of the analysis of the 
concentration distribution, we need to clarify the mixing 
factors and to reproduce the rate of diffusion. 

In the future, we will make more detailed study of 
viscosity, density, interfacial tension, which we think are 
important factors for better mixing. 
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ABSTRACT 

We investigated combination of impinging flow and high-carbon alcohol aqueous solutions in mini channel. We used three types of 
the glass tubes. Two of them were square cross sections whose side length were 2.0mm and 5.4mm, and the other one was a circular 
glass tube of 5.4mm in diameter. We compared heat transfer characteristics including dryout point with varying concentration levels 
of butanol aqueous solutions. It was found from the experiments that the liquid film of the butanol aqueous solutions extended in the 
direction toward high-temperature region and that the butanol aqueous solution of 3.00wt% gave highest dryout heat flux. 
 
1. Introduction 

In recent years, a variety of electronic control 
equipment has been widely used for computers, 
automotive and industrial machineries. CPU used for the 
control equipment emits larger amount of heat than 
before due to the needs of rapid performance gain and 
drastic miniaturization. Therefore, to prevent from heat 
damage or performance degradation, it is necessary to 
remove heat and to cool the CPU. However, it is to be 
concerned that cooling technologies may not keep up 
well enough with the increase of heat in future. 

In this experiment, we have used high-carbon 
alcohol aqueous solutions as working fluid. In our 
method, the fluid was impinging against the heated 
surface to promote heat transfer and to suppress the 
onset of the dryout. This study would offer basic 
knowledge to realize compact cooling device with high 
efficiency.  
 
2. Method 

Figure 1 shows the flow loop used in the experiment. 
This was mainly for the overall observation of boiling 
bubble and fluid motion. Figure 2(i) to (iv) show the test 
section (each glass tube A, B, C, and D). After filling the 
tank with the test fluid, the fluid was fed into the test 
section by using a pump. Fluid passing through the test 
section will be then pumped to a disposal tank without 
circulation. Quartz glass tubes used in the test section 
were, (i) glass tube A, (ii) glass tube B, (iii) glass tube C 
and (iv) glass tube D, respectively. The flow rate to the 
test section was 8.48ml/min when using glass tubes A 
and B. On the other hand, when using glass tubes C and 
D, the flow rate was 15.44ml/min. Glass tubes A,B and 
C were of square cross section, the side length of those 
tubes were 2.0mm, 2.0mm and 5.4mm in ID, 
respectively, and the diameter of glass tube D of circular 
cross section was 5.4mm in ID. Each length was 150mm. 
At the top center portion of the test section, the copper 
block was plugged into the holes of the glass tube. After 
inserting the cartridge heater inside the copper block, we 
applied direct current to the heater for joule heating. The 
values of the three K-type thermocouples which were 
inserted into the copper block at each location (3mm, 
7mm and 11mm from the heat transfer surface) were 
measured. Then the temperature data were used to 
calculate the temperature gradient, and the heat flux at 

the heated surface by using Fourier’s law. We also 
observed the boiling bubbles and the liquid film flow 
with a video camera. Table 1 and Table 2 show the 
experimental conditions. 

 

 
Test section Tank Metering pump 

DC power supply Thermocouple Thermocouple 
logger Copper block Video camera PC 

Fig. 1 Experimental apparatus 
 

 
(i) glass tube A            (ii) glass tube B 

 
(iii) glass tube C          (iv) glass tube D 

Fig. 2 Test section 
 

Table 1.  Experimental conditions (glass tube A and B) 

 
Table 2.  Experimental conditions (glass tube C and D) 

 

Flow rate
[ml/min] 

Flow 
velocity[m/s] 

Reynolds 
number 

Subcooling 
[ ] 

8.48 3.53 10-2 79.1 75 

Flow rate 
[ml/min] 

Flow 
velocity[m/s] 

Reynolds 
number 

Subcooling 
[ ] 

15.44 8.83 10-3 53.37 75 
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3. Results and Discussion 
In this experiment, we used butanol aqueous 

solutions (3.00wt%, 7.15wt%) and pure water which 
was degassed sufficiently, as working fluids. 
(i) Heat transfer characteristics 

Figure 3 and Fig. 4 show boiling curves which 
compare the pure water and the butanol aqueous 
solutions when using glass tubes A and B, respectively. 
Note that CHF in the figures for each of the working 
fluid shows the dryout point. 
   From these results, in the case of butanol aqueous 
solution of 7.15wt%, the heat transfer characteristics 
was lower than in the case of pure water in both 
T-junction and straight tube. This is because butanol 
aqueous solution is a two-component aqueous solution 
and the degradation of heat transfer took place. However, 
when the butanol aqueous solution of 3.00wt% was 
applied, the boiling curb indicated a sudden increase in 
heat flux near CHF point, in both T-junction and straight 
tube. It was found that the CHF point of 3.00wt% 
increased about 27% in the T-junction channel and 9% 
in the straight channel with butanol aqueous solution of 
3.00wt%, compared with CHF of pure water. The 
authors are of the view that 3.00wt% solution could 
have restrained the degradation of heat transfer, 
compared with 7.15wt% solution. Moreover, 
well-balanced work of thermal Marangoni effect and 
solutal Marangoni effect would be another reason. From 
the observation, we found that in the case of pure water, 
the bubble was detached from the heated surface when 
the size grew to the size of the tube. However, in the 
case of butanol aqueous solution of 3.00wt%, the bubble 
tended to become smaller than in the case of pure water, 
and many small bubbles appeared on the heated surface. 
(ii) Observation of boiling bubble 

We obtained a better observation using a larger 
diameter glass tubes C and D. Using glass tubes A and B 
was not suitable for the observation of precise bubble 
behavior. The photos of the observed behavior of the 
boiling bubble are shown in Fig. 5(i) and (ii). In the 
impinging flow with pure water, the boiling bubble 
tended to stay around the cross position of the T-junction 
tube, as shown in Fig. 5(i). The staying bubble 
sometimes made the heated surface perfectly dry for a 
while, then worsened the heat transfer. Even when the 
bubbles coalesced and became a large bubble, liquid 
layer with boiling on the heated surface could have been 
observed through the large bubble. The liquid seemingly 
tended to wet the heated surface, which we think could 
restrain the onset of dryout in the case of butanol 
aqueous solution of 3.00wt%. 

With the help of the larger glass tube’s size (glass 
tube C and D), we could see the difference between the 
butanol aqueous solution and pure water in terms of 
bubble behaviors, more clearly. After comparing the 
results of the glass tubes C and D, we found that the 
bubble behavior was significantly different due to the 
difference of cross-sectional shape. The reasons and its 
mechanism are currently under investigation. 
 

 
Fig. 3 Boiling curve (T-junction channel, glass tube A) 

 

 
Fig. 4 Boiling curve (Straight channel, glass tube B) 

 

(i) Pure water      (ii) Butanol aq. sol(3.00wt%) 
Fig.5 Observed boiling bubble motion (glass tube D) 

 
4. Concluding remarks 

It was found from this experiment that in using the 
butanol aqueous solution, the boiling bubbles became 
much smaller and detached from the heated surface 
more smoothly than in using pure water. In addition, the 
heat flux of the dryout point increased by 27% in the 
T-junction channel and by 9% in the straight channel 
with butanol aqueous solution of 3.00wt%, compared 
with pure water. From these results, we think that the 
impinging flow with butanol aqueous solution of 
3.00wt% in mini channel would be one of the suitable 
conditions for the flow boiling. 
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ABSTRACT 

This study describes nanoparticles pigmented coatings used in controlling the radiative properties of surfaces exposed to sunlight. 
The effect of particle dispersed state to reflectance of the coating is discussed. From Raman spectral intensity of the coating, the 
dispersed state of particles was confirmed. Comparison between experimental and numerical results shows that the control of 
dispersed state affects the radiative properties of pigmented coatings.  

 
1. Introduction 

Products such as cars and buildings are usually 
exposed to a great deal of sunlight. In many cases, dark 
color coatings are used on these products to give them 
an appealing appearance; however, these dark coatings 
have large absorption of solar irradiation in the visible 
(VIS) and near infrared (NIR) regions. Therefore, the 
interior temperature becomes high and a large cooling 
load is required [1]. On the other hand, white color 
coatings, which strongly reflect sunlight, are used to 
reduce the cooling load. A drawback of this approach is 
that the high reflectance of visible light produces a high 
glare that can hurt the eye. 

To overcome this problem, a cool pigmented coating 
using controlled size nanoparticles was proposed. Our 
desired coating reflects NIR radiation, which accounts 
for 52% of sunlight energy, and decreases reflectance of 
VIS radiation. Figure 1 is a concept of a pigmented 
coating, called a functional film, used as the thermal 
barrier coating. Baneshi et al. [2] developed the 
theoretical design method. 

 
Fig. 1 Concept of a functional film 

 
In this study, the effect of particle dispersed state to 

reflectance of the coating is discussed. At first Raman 
spectral intensity of the coating was measured 
experimentally in order to check the dispersed state of 
particles. Next, the spectral reflectance was measured by 
spectroscopy. Furthermore, the effect of particle 
dispersed state was evaluated by comparing with 
calculation result. 

 
2. Experiment 

The two functional films were made using TiO2 and 
Fe2O3 as the dispersed particles, clear acrylic synthetic 
resin as the matrix, and the standard black paper as the 

substrate. The properties of the particles are shown in 
Table 1. The paints were made by mixing the pigment 
powder, acrylic resin and thinner. Then, an ultrasonic 
apparatus (BRANSONIC5510, BRANSON) was used 
for the dispersing of the nano particles in the paint. The 
paint was coated over the substrate using a bar coater 
machine. The substrate was standard black paper 
standardized by Japan Industrial Standards (JIS). The 
thickness of the coatings was measured by a digital 
micrometer.  
 

Table 1. Specification of pigmented particles 

Particles Mean diameter of 
particles [µm] Chemical company

TiO2 0.175 Tayca Corporation

Fe2O3 1.0  Kojundo chemical 
laboratory co., Ltd

 
To check the dispersed state of particles, Raman 

spectral intensity was measured by Raman spectroscopy. 
The material in the coating was identified from Raman 
Spectra Database of Minerals and Inorganic Materials 
(RASMIN) [3]. 

The diffuse reflectivity of each sample was measured 
in VIS to NIR region. UV-VIS-NIR spectrophotometer 
(Lambda 900, Perkin Elmer) equipped with an 
integrating sphere coated by Spectralon was used for 
measurements. Spectralon has a reflectivity of nearly 
100% in the UV-VIS-NIR region and was used as the 
reference. 

 
3. Numerical Calculation 

Baneshi et al. developed the calculation model to 
evaluate the performance of the coatings. This 
calculation model was used in this study [2]. To estimate 
the effect of the dispersed state of particles on the 
reflectivity of the coating, the reflectivity of the coating 
is analyzed theoretically. In this calculation, the 
dispersed state is assumed to be monodispersed. 
Radiation Element Method by Ray Emission Model 
(REM2) [4] is used for calculating the pigmented coating 
system using a one-dimensional parallel plane model. 
From the comparison between measured and calculated 
reflectances, the effect of dispersed state can be 
observed.  
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4. Results and Discussion 
Figures 2 and 3 show Raman spectral intensity of 

TiO2 and Fe2O3 coatings, respectively. As shown in Fig. 
2, there are only TiO2 particles in the surface of coating 
when the volume fraction is 0.05. On the other hand, as 
shown in Fig. 3, there are Fe2O3 particles and acrylic 
resin in the surface of coating when the volume fraction 
is 0.01. These results suggest that particles are dispersed 
schematically shown as Fig. 4. 

 

 
Fig. 2 Raman spectral intensity of TiO2 coating 

 

 
Fig. 3 Raman spectral intensity of Fe2O3 coating 

 

  
(a) fv=0.05  (b) fv=0.01 

 

Fig. 4 Schematic of a pigmented coating 
 
Figure 5 shows the comparison between the 

measured and calculated reflectance of TiO2 and Fe2O3 
coatings, respectively. As shown in Fig. 5, the difference 
between the measured and calculated reflectance 
increases as the volume fraction increases. About TiO2 
coating, the maximum absolute error of reflectance is 
about 10%. In contrast, about Fe2O3 coating, the 
maximum difference of reflectance is about 5%. This 
behavior suggests that the pigment aggregation like 
Fig.4(a) might have occurred when the volume fraction 
is 0.05. In this calculation, the dispersed state is 
assumed to be homogeneous. When the pigment 
aggregation occurred, the difference between the 

measured and calculated reflectance might increase. If 
the volume fraction is high, the pigment aggregation 
occurs easily. It is important for the control of 
reflectance to control the dispersed state of particles and 
optimum volume fraction.  

These differences were caused not only by the 
dispersed state. In this calculation, using the spectral 
complex index of refraction [5, 6], the radiative 
properties of a single Fe2O3 particle were calculated in 
each particle size. For more accurate calculation, the 
spectral complex index of refraction should be more 
discussed. 
 

 
Fig. 5 Comparison between measured and calculated 

reflectances for the functional coatings 
 

5. Concluding remarks 
In this study, the effect of particle dispersed state to 

reflectance of the coating is discussed. The performance 
of cool pigmented coatings was studied both 
numerically and experimentally. To check the dispersed 
state of particles, Raman spectral intensity is measured.  

 

1. Raman spectral intensity measurement shows the 
particle concentration on the top of coating when the 
volume fraction is 0.05.  

2. Comparison between measured and calculated 
reflectances shows the pigment aggregation might 
occur when the volume fraction is 0.05. 

3. For controlling reflectance, it is important to control 
dispersed state of particles and optimum volume 
fraction. 
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ABSTRACT 

There are serious problems of water pollution in the world. Recently, the conventional chemical treatment has been replaced by the 
water treatment system using plasma. In this study, a method for decomposing organic compounds by spraying solution as mist into 
reactive plasma directly is investigated using DBD plasma tube. Using the plasma tube, the organic compounds are decomposed by 
ozone, free radicals and ultraviolet rays. Furthermore, the chemical reaction between droplet and plasma is enhanced because the 
micro droplet has large specific surface area. 
 
1. Introduction 

Water pollution is serious problem not only for 
human but also for all of the ecological system. Recently, 
the conventional chemical treatment has been replaced 
by the water treatment system using plasma because the 
plasma treatment is environmentally friendly. In a 
plasma treatment, organic compounds are generally 
decomposed by ozone. Although various kinds of 
radicals are also generated by reactive plasma, the 
radicals cannot be used for water purification due to 
their short life time. Using the high performance power 
source, plasma treatment using underwater, water 
surface and gas-liquid multiphase discharge is 
developed. The decomposition performance is enhanced 
because radicals and ultraviolet ray can be used for 
decomposition of organic compounds in this method. It 
is reported that the method spraying waste water into 
reactive plasma shows the highest relative energy 
efficiency [1]. 

In this study, the characteristics of reactive plasma 
multiphase flow using mist and DBD plasma tube is 
experimentally clarified. And liquid decomposition 
performance is clarified through decomposition of 
methylene blue. Using this plasma tube, the organic 
compounds are decomposed by ozone, free radicals and 
ultraviolet rays. Furthermore, the chemical reaction 
between droplet and plasma is enhanced because the 
micro droplet has large specific surface area. 

 
2. Experimental apparatus and measurement 
procedure 

Figure 1 shows a schematic illustration of 
experimental setup. The experimental setup mainly 
consists of electric power supply, ultrasonic atomizer 
unit, DBD plasma tube, mist separator and air pump. 
The applied sinusoidal voltage range is 5~12 kV and the 
frequency range is 500~1500 Hz. The carrier gas is air 
of 9.0 l/min. The oscillating frequency of ultrasonic 
atomizer unit is 2.4 MHz and the electric power 
consumption is 30 W. The atomization rate is 250 ml/h. 
The mean diameter of mist is several �m. DBD plasma 
tube made of Teflon with 0.5 mm in thickness. DBD 
plasma tube has inner mesh electrode made of stainless 
and outer grounded electrode made of copper. The inner 
diameter of this tube is 32 mm and length of discharge 
area is 10 cm. The sinusoidal voltage is applied to inner 

 
Fig. 1 Schematic illustration of experimental setup. 

 

 
Fig. 2 Electric power as a function of various applied 

voltage. 
 

mesh electrode. Mist separator is pipe in the shape of T 
with stainless mesh at inlet port. The mist is separated 
from gas by collision with stainless mesh. The separated 
gas is returned to the tank in which mist is generated 
because the gas includes active species like ozone. 

Electric power, ozone generation amount and ozone 
production efficiency are measured as characteristics of 
DBD plasma tube. The electric power consumption is 
evaluated by the Lissajous figures method. Dissolved 
amount of ozone, hydrogen peroxide (H2O2) and 
reactive oxygen species (ROS) are measured as liquid 
property. In addition, decomposition efficiency is  
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Fig. 3 Ozone concentration as a function of various 

applied voltage. 
 

 
Fig. 4 Increase in concentration of dissolved species for 

various solution pH. 
 

evaluated by absorptiomatry using methylene blue 
solution. 
 
3. Experimental results and discussion 

Figure 2 shows the power as a function of various 
applied voltage and frequency with and without mist 
flow. The power of this reactor is several watts and 
increases linearly as applied voltage increase. Since the 
discharge in a DBD plasma tube is not easy with mist 
flow, the power is lower than that without mist 
discharge. 

Figure 3 shows the ozone concentration as a function 
of various applied voltage and frequency. The ozone 
concentration is measured at center and near inner wall 
of tube exit respectively and averaged. The ozone 
concentration increases linearly as applied voltage 
increase. In this study, the highest concentration of 
ozone, about 140 ppm, is found for 12 kV applied 
voltage and 1500 Hz applied frequency. 

Figure 4 shows the concentration of dissolved 
species for acid solution, neutral solution, alkaline 
solution with 10 kV applied voltage and 1000 Hz 
applied frequency after one pass. Solution is purified 
water and the solution pH is adjusted by HCl and NaOH. 
The amount of dissolved H2O2 increases as pH increases. 
This is because the H2O2 generation is strongly 
influenced by OH- ion. The ROS concentration is 
increase in any solution especially in acid solution. The 
dissolved ozone concentration is almost the same in any 
pH. 

Figure 5 shows the decomposition rate of 5mg/l 
methylene blue solution measured by absorptiometry 

 
Fig. 5 Decomposition rate of methylene blue solution as 

a function of various applied voltage. 
 

 
Fig. 6 Decomposition efficiency as a function of various 

applied voltage. 
 

and the picture of solution before and after treatment. 
Methylene blue is decolorized completely after one pass 
for over 6 kV applied voltage in any frequency because 
the micro droplet has large specific surface area and 
chemical reaction is enhanced. The decomposition rates 
of methylene blue solution for 5 kV applied voltage are 
low because the discharge in a DBD plasma tube is not 
easy. 

Figure 6 shows the decomposition efficiency of 
methylene blue solution calculated by Fig. 2 and Fig. 5. 
The decomposition efficiency increases as the applied 
voltage and frequency decrease. 
 
4. Conclusion 

The obtained results can be summarized as follows: 
(1) DBD plasma tube for water treatment was 

produced and its characteristics such as electric 
power, ozone generation amount and ozone 
production efficiency are clarified in detail. 

(2) Reactive species are dissolved in mist effectively. 
The effect of solution pH on the amount of 
dissolved species is clarified. 

(3) The decomposition efficiency is clarified through 
methylene blue decolorizing experiment and DBD 
plasma tube is effective for water purification. 
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ABSTRACT 
A fibre suspension in a turbulent half channel flow is studied experimentally. A camera is used to take images of the rigid fibres in 

the suspension, from the images the positions and orientations of the individual fibres in the wall parallel plane are found. Fibres with 
different aspect ratios are shown to behave differently, the longer fibres align in the flow direction and shorter align perpendicular to 
the flow. Particle streaks are observed and the streak widths are seen to scale in the same manner as low velocity streaks in a viscous 

sublayer. The streakiness is found to have a maximum with respect to the friction Reynolds number. 
 
1. Introduction 

In a paper-making machine, pulp is fed into a 
headbox, where a pipe flow is converted into an 
elongated flow in a contraction. The pulp is jetted out of 
the headbox onto a forming wire, where the pulp is 
pressed and dried into paper sheets. The final properties 
of the paper are dependent on the flow in the headbox, 
which is, besides elongated, also turbulent. In this 
experimental study, a fibre suspension in a turbulent half 
channel flow is used to study the effects of walls in e.g. 
a headbox. 

Boundary conditions are necessary in simulations 
and this study could give some pointers on the 
orientations and distributions of fibres close to a wall. 

 
2. Method 

An experimental study of a fibre suspension in a 
turbulent half channel flow is carried out. The 
experimental setup consists of the KTH water-table, a 
fibre suspension and a camera. A pump is used to 
circulate the fibre suspension from a downstream 
reservoir to an upstream reservoir on the water-table. 
The suspension is allowed to flow down an inclined 
glass channel from the upstream reservoir to the 
downstream reservoir. A camera is mounted underneath 
the glass channel at a position more than 100 water layer 
heights downstream of the inlet. Images of the fibres in 
the flow are acquired, and the fibres positions and 
orientations are detected with a post processing image 
analysis algorithm. The flow is driven by gravity alone 
and the wall shear stress, τw, is calculated using eq. 1.  

 τw = ρgh sinα  (1) 

In eq. 1, ρ is the density of the fluid, g is the 
gravitational acceleration, h is the height of the water 
layer and α is the inclination angle of the glass channel. 
The frictional Reynolds number is defined in eq. 2:  

 Reτ =
huτ

ν
=
h gh sinα

ν
, (2) 

and the particle Reynolds number in eq. 3: 

 Re p = ˙ γ 
l2

ν
=

τw

ρν
l2

ν
=
l2gh sinα

ν 2 , (3) 

where uτ is the friction velocity, ν is the dynamic 
viscosity, ˙ γ  is the shear rate and l is the fibre length. 
The friction Reynolds number is varied between 50 and 
210 and the particle Reynolds number between 10 and 
1100. In each experiment 150 images are analysed. The 
time between two images is longer than the time it takes 
for the slowest fibre to flow through the field of view of 
the camera. 

The dilute suspension consists of 120 litres of water 
and rigid cellulose acetate fibres with concentrations of 
0.00042 − 0.0033% by weight, corresponding to a 
number density of nl3 = 0.0008 − 0.0066. The fibres 
have density ρf = 1300 kg/m3, diameter d = 70 µm and 
lengths l = 0.5, 1 and 2 mm, resulting in aspect ratios, rp 
= 7, 14 and 28. Most fibres are located very close to the 
wall due to sedimentation. 

Laser Doppler Velocimetry (LDV) measurements 
were performed and compared with DNS results of a 
full channel [1]. From this comparison the flow was 
confirmed to be turbulent and fully developed at the 
acquisition point. 

The fibres positions and orientations in the wall 
parallel plane are detected using a steerable filter 
described in [2]. The streak width and a streakiness 
measure are extracted from a correlation-based method, 
where the fibre concentration dependence is carefully 
accounted for.  

 
3. Results and Discussion 

The fibre aspect ratio is found to have a large effect 
on the orientation distribution, see Fig. 1. In Fig. 1 zero 
is in the flow direction and, 270 and 90 is perpendicular 
to the flow direction. Short fibres (rp = 7) are seen to be 
mostly aligned perpendicular to the flow, while longer 
fibres (rp = 28) are aligned in the flow direction. The 
intermediate fibres (rp = 14) are more homogenously 
distributed. The three distributions are all measured at 
Reτ ≈ 130. The friction Reynolds number is shown to 
have a small effect on the orientation distribution and 
the main effect is identified to be fibre aspect ratio. 

It is well known that high- and low speed streaks are 
present in the viscous sublayer. The low speed streaks 
have empirically been examined and the mean streak 
width has been determined to be in the order of 50l+ [3], 
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Fig. 1 Fibre orientation distributions for three different 

aspect ratios, rp, at Reτ ≈ 130. Zero is in the flow 
direction and 90 perpendicular to the flow. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Streak width (SW) versus Reτ, where 50l+ is an 
empirically found value for low velocity streaks in the 

viscous sublayer. 
 

where l+ is the viscous length scale defined as:  

 l+ =
ν
uτ
=

ν
gh sinα

. (4) 

In Fig. 2 the streak widths (SW) from all measurements 
are shown and so are 50l+ and 70l+. The fibre streaks are 
seen to be wider than 50l+, which also has been 
observed in simulations with spherical particles [4]. 

In order for a measure of the streak width to be 
relevant, streaks must exist. The streakiness, Ξ, is a 
measure of how strong the streaky structures are. Fig. 3 
shows that there is a peak in streakiness at Reτ ≈ 110. 
Due to insufficient or excessive amounts of fibres in the 
images, the streakiness could not be evaluated for all 
measurements.  

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Streakiness, Ξ, versus Reτ for different aspect 
ratios rp. 

 
4. Concluding remarks 

Fibre orientation and fibre streaks in a turbulent half 
channel flow have been studied experimentally. The 
fibre aspect ratio was observed to have a large effect on 
the fibre orientation distribution. The long fibres (rp = 
28) aligned in the flow direction, while the short fibres 
(rp = 7) aligned perpendicular to the flow. The particle 
streak widths were seen to scale in the same manner as 
the low velocity streaks in the viscous sublayer. Fibre 
streaks were found in the whole parameter region 50 ≤ 
Reτ ≤ 210, but most pronounced at Reτ ≈ 110. 
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ABSTRACT 

Irregular reflection of weak shock waves in steady flow is considered under von Neumann paradox conditions. Crucial role of 
viscosity effects in the shock intersection region are demonstrated. Euler computations based on shock capturing solver show 
Guderley flow pattern (Prandtl-Meyer expansion fan centered at triple point with supersonic patch behind it) only at high space 
refinement. Numerical solution of Navier-Stokes equations predicts flow pattern close to Guderley one only at extremely high 
Reynolds number. 

 
1. Introduction 

Guderley theoretical model [1, 2] for weak shock 
wave reflection is a well-known way to overcome von 
Neumann paradox within the gas dynamic framework. 
Recent Euler calculations [3] confirmed conceptual 
issues of Guderley theory for steady shock reflection. 
An expansion fan and a local supersonic patch were 
found behind the triple point. A numerical simulation 
based on the shock fitting technique was used in that 
study. Ivanov et al. [4], however, did not reveal any 
supersonic patches in Euler computations based on both 
the shock-fitting and shock-capturing techniques. 
Tesdall et al. [5] discovered a sequence of supersonic 
patches and triple points along the Mach stem for 
unsteady shock reflection. The results of numerical 
simulation showed a sequence of triple points and tiny 
supersonic patches behind the leading triple point. 
Another interesting result was also obtained in [6] 
within the framework of depth-averaged 
two-dimensional inviscid shallow water flow model. 
The nested-block grid refinement technique was used in 
that study to achieve high resolution of the 
computational mesh. A supercritical patch was 
discovered. Thus, at the present time, the question about 
the supersonic patch structure is still open. 

Another way to overcome von Neumann paradox is 
to take into account the effects of viscosity [7, 8]. 
According to Sternberg model [7], instead of the triple 
point, there must be a transition zone in a viscous flow, 
where the Rankine-Hugoniot (RH) relations cannot be 
applied. Recent viscous computations [9] at low 
Reynolds numbers confirmed the validity of this viscous 
model and did not reveal any supersonic patches. 
Moreover, similarity of the flowfields at different 
Reynolds numbers was found in the vicinity of shock 
intersection. However, it is still unclear whether the 
viscous flow structure at Rew→∞ can continuously 
transform into the flow pattern predicted by the inviscid 
Guderley model. This question became curious, since 
the size of the supersonic patch obtained in inviscid 
computations is commensurable in order of magnitude 
with the shock wave thickness at moderate Reynolds 
numbers Rew=104−106. The computations at extremely 
high Reynolds (Rew=109) numbers are required to 
completely clarify the behavior of the viscous solution. 
2. Problem formulation and numerical technique 

In this study we investigate irregular reflection (Fig. 

1) of weak shock waves in a steady supersonic flow of 
monatomic gas (γ=5/3) with a Mach number M∞=1.7 
between two symmetrical wedges with identical angles 
θw=13.5. The reflection of the incident shock (IS) occurs 
on the plane of symmetry half-way between the wedges. 
A reflected shock wave, RS, and a Mach stem, MS, are 
formed at the intersection triple point. 

The computations are conducted with the Euler, 
Navier-Stokes (NS) equations. The Euler/NS code is a 
time explicit shock capturing code based on 3rd and 5th 
order WENO reconstruction of convective fluxes and 
central 4th order approximation of dissipation terms. The 
2nd order Runge-Kutta scheme was used for time 
iteration.  

The NS computations are performed at various 
Reynolds/Knudsen numbers with full resolution of the 
internal structure of all shock waves.  

Numerical simulations in the entire domain (Fig. 1) 
between wedges become computationally expensive as 
the grid resolution increases. Therefore, we also used the 
nested-block grid refinement technique [6], which has 
the following features. The computational domain size is 
reduced, but the number of grid nodes remains constant. 
The nested-block domains are shown in Fig. 1. The 
numerical solution obtained in the entire computational 
domain is interpolated to the sub-domain (block 2). 
After that, the computations are continued in the 
sub-domain. This procedure is repeated until necessary 
grid resolution is achieved. 

 
Fig. 1 Euler computations with the use of the 

nested-block grids 
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3. Results and Discussion 
The results of NS computation obtained by the 

nested-block grid refinement technique are presented in 
Fig. 2. This computational method allows considering 
flowfields near shock interaction in a large range of 
Reynolds numbers. Numerical simulations predict 
subsonic flowfields in the vicinity of shock intersections 
at Rew<8·108. At the same time flowfields near the shock 
intersection are distinct from each other. It is possible to 
distinguish two main types of a flow near shock 
intersection. First one is a smooth transition zone 
between Mach stem and reflected shock without any 
patches, like in Fig. 2a and 2b. Second one is the flow 
with sub- or super- sonic patches, like in Fig. 2e, 2f and 
3a. It is worth to note that there is transition regime 
between first and second type. The flow patterns of 
transition regime are shown in Fig. 2c and 2d. The 
results of the computations are also illustrated by 
diagram (θ, p) in Fig. 2g. Numerical data become closer 
to curve, corresponding to expansion fan centered at the 
triple point, as the Reynolds number increases.  

 
Fig. 2 Results of NS computations at different Reynolds 

numbers. a)-f) Density contours. The white isolines 
show sonic lines. g) plane (θ, p). 

 
Fig. 3 Results of NS (a) and Euler (b) computations. 

a)-b) Pressure contours. The white isolines show sonic 
lines. c) plane (θ, p) 

Figure 3 shows comparison between Euler 
computation and NS computation at Rew=1.6·109. Both 
computations predict supersonic patches behind shock 
intersection, but structure and size of these patches are 
quite different. Comparison of numerical data in plane 
(θ, p) is given in Fig. 3c. It is clearly seen that numerical 
data of both computations are close to Guderley 
solution. 

4. Conclusions 
A steady flow around symmetric wedges with Mach 

number M∞=1.7 was numerically studied under von 
Neumann paradox conditions. Euler computations based 
on shock-capturing solver and the nested-block grid 
refinement method predict supersonic patches behind 
the triple point, which confirm conceptual issues of 
Guderley model. 

In the range of Reynolds numbers Rew=103−109 
results of NS computations did not reveal evidence of 
supersonic patches. Instead of supersonic patches, in 
viscous flow there is a smooth three shock transition 
zone, where R-H relations are not valid. 

The first indication of supersonic patch formation 
near the triple point can only be observed at Rew>109. 
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ABSTRACT 

In this paper, we conducted estimation of thermodynamic and transport properties of cryogenic hydrogen using classical Molecular 
Dynamics (MD) method. We applied three empirical potential models and one ab initio potential. We performed NVE constant MD 
simulation across a wide density-temperature condition to obtain Equation Of State and transport coefficients. Simulation results 
were compared with experimental data. As a result, it was confirmed that all potential models cannot reproduce the experimental data 
at the high density region. This distinction is considered to arise from the quantum nature of actual liquid hydrogen. 
 
 
1. Introduction 

Recently, the demand of liquid hydrogen is 
increasing due to the environmental affair and energy 
problem. Therefore it is important to understand its 
thermal and transport properties accurately for efficient 
and safety use. However liquid hydrogen has unusual 
thermodynamic properties because of its quantum nature. 
Therefore, non-classical method in which the quantum 
nature is considered is needed to analysis of liquid 
hydrogen and to understand the effect of its quantum 
nature and mechanism using the molecular simulation. 
However, non-classical methods such as Path Integral 
Centroid Molecular Dynamics (PICMD) [1] are difficult 
to be applied to the thermal flow analysis due to the 
complexity and the computational cost. Moreover, the 
current non-classical method cannot reproduce the 
molecular rotational motion. Therefore, there are some 
doubts about its accuracy. For this reason, numerical 
reproducibility of quantum nature of cryogenic 
hydrogen has not been investigated. Hence, the effect of 
intermolecular interaction and quantum nature on the 
numerical reproducibility has not been clarified. From 
this background, we have investigated the effect of 
intermolecular interaction on the thermodynamic and 
transport properties of cryogenic hydrogen and the 
effect of quantum nature on the Equation Of State (EOS) 
using classical Molecular Dynamics (MD) method. 
Through this analysis, the purpose of this study is to 
clarify the important factor on the numerical 
reproducibility of quantum nature of cryogenic 
hydrogen and to determine the limits of classical 
methods on the analysis of the thermodynamic 
properties of cryogenic hydrogen clearly. 
 
2. Numerical Method 

In this study, we estimated thermal properties using 
MD with four potential models which are Lennard-Jones 
(LJ), 2-Center Lennard-Jones (2CLJ) [2], modified 
Buckingham (exp-6) [3] and ab initio potential [4]. This 
ab initio potential is described by equation (1). This 
potential was constructed based on the Molecular 
Orbital (MO) calculation results, and the function 
consists of spherical harmonic expansion. The potential 
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has four variables; intermolecular distance r, and three 
orientation angles of θa, θb, and� . P2

0(cosθa) denotes 
associated Legendre polynomials, and C1, to C6 are the 
fitted coefficients to reproduce the MO results. V000 to 
V224 are the five even quantum number modes as the 
function of intermolecular distance r. 

EOS was determined by Kataoka’s method[5]. In 
this method, the EOS is expressed by the excess 
Helmholtz free energy from an ideal gas Ae as the sum 
of the product of density � and temperature T, 
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where β = 1/(kBT), and N is the number of molecules. 
The 35 Amn coefficients were determined by a least 
square fitting of the simulated potential energies and 
pressures which were derived by MD simulation. In this 
study, we performed NVE constant MD simulation. The 
temperature range was from 14 to 50 K, and the density 
range was from 0.01 to 105 kg/m3, the total number of 
condition was 304. The cubic cell used in the 
simulations contained 2048 molecules. For the initial 
conditions, the velocity vector �i and the rotational 
energy eri were given according to the Boltzmann 
distribution at temperature T. Time integration was 
performed by Velocity Verlet algorithm and the time 
step was set at 1fs. The molecular rotational motion was 
calculated using quaternions.  

Transport coefficients were calculated using Green- 
Kubo method [6]. In this method, a transport 
coefficients K are expressed by equation (3). 

�
�

��
0

)0()( dtAtAK �� ,               (3) 

where A
 

(t) is the flux of a physical quantity A(t). Here 
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we show only the viscosity coefficient case. In the case 
of viscosity coefficient, K = 6VkBT��and A

 
(t) is 
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where p�is a momentum, r is an intermolecular distance, 
F is an intermolecular force. Simulation condition of 
transport coefficients were saturation points in liquid 
phase at temperature T = 17, 20, 25, 30 K. 
 
3. Results and Discussions 

Here only the results of reduced saturation line 
obtained by LJ and ab initio potential are shown in Fig. 
2. As shown in Fig. 2, calculation results of ab initio 
potential show same tendency with LJ potential results 
and we confirmed 2CLJ potential results also indicate 
similar tendency. Thus, we think that qualitative effect 
of molecular orientation is small. On the other hand, in 
the case of exp-6 potential, we confirmed EOS clearly 
depends on the potential parameter. However, in the 
high density region, exp-6 potential results also show 
same tendency with other potential results and could not 
reproduce the experimental data. From these results, it is 
clarified that even if a high accuracy potential is 
employed, the classical method is difficult to reproduce 
the thermodynamic properties of cryogenic hydrogen. 
Moreover, the reduced experimental data of saturation 
lines of He, O2, N2, and Ar are also shown in Fig. 2 to 
discuss the reason of the disagreement and the effect of 
quantum nature on the thermodynamic properties. As 
shown in Fig. 2, the saturation lines of He and of H2 are 
not consistent with those of the other fluids, and the 
widths of their saturation regions are narrower. It means 
that the larger the influence of the quantum nature is, the 
smaller the density at the same temperature and pressure 
is. The thermal de Broglie wavelength of a light mass 
molecule becomes the same order as molecular diameter. 
Therefore, the repulsion region broadens and pressure 
increases and the density is smaller if a constant 
pressure is assumed. From this discussion, we conclude 
that the reason of the disagreement is quantum nature. 

In addition, the results of viscosity coefficient are 
shown in Fig. 3 to investigate the effect of potential 
model on the transport property. As a comparison, 
simulation results of Yonetani [1] which were performed 
same simulation using PICMD are also shown in Fig. 3. 
As shown in Fig. 3, LJ and ab initio potential results 
show same tendency. The lower the temperature of 
simulation condition is, the larger the disagreements are. 
This is as same tendency as saturation line results. From 
these results, the effect of the intermolecular potentials 
is also small and classical method could not reproduce 
the experimental data in the high density region. On the 
other hand, the results of PICMD agree well with 
experimental data in whole temperature region. 
Moreover, some studies in which second virial 
coefficient is calculated using non-classical method with 
similar ab initio potential [8] show good agreement with 
experimental data. Therefore, we conclude that the 
reason why thermodynamic properties of cryogenic 
hydrogen could not be reproduced is classical method. 
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Fig. 2 Comparison of the reduced experimental data 
[7] and the reduced calculation results. (The subscript 
“cr” means critical point.) 

15 20 25 30
0

1

2

3

4

5

6

7

V
is

co
si

ty
 c

oe
ff

ic
ie

nt
 [1

0-5
 P

as
]

Temperature [K]

 Exp. (NIST)
 LJ
 ab initio
 PICMD (Yonetani)

 
Fig. 3 Comparison of the experimental data [7] and the 
calculation results of viscosity coefficient. 
 
4. Concluding Remarks 

In this study, we clarified the qualitative effect of 
potential on the thermodynamic and transport properties 
of cryogenic hydrogen using classical MD method. As a 
result, even if a high accuracy potential is employed, the 
classical method is difficult to reproduce the 
thermodynamic and transport properties of cryogenic 
hydrogen in the high density region. From the 
consideration using saturation lines, we think that the 
reason of the disagreement is its quantum nature and a 
non-classical method including the quantum nature must 
be applied for the analysis of thermodynamic and 
transport properties of liquid hydrogen. 
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ABSTRACT 
Plaque in stenosis parts has various stiffness values depending on disease condition, and may affect the change of blood 

flow or vessel condition. The purpose of this study is to find out the influence of stenosis stiffness on the blood flow using PVA-H 
stenosis models with several stiffness values under PIV measurement. The diameter of blood vessel, plaque shape, and blood flow 
patterns of downstream of plaque are changed with depending on the plaque stiffness. We could lead the conclusion describing that 
plaque stiffness plays a role in the blood flow. 
 
1. Introduction 
 Endovascular disease, such as vascular stenosis, 

is the one of the most common causes of death, and may 

remain serious sequelae. Blood flow dynamics has an 
important role for atherosclerosis initiation, progression, 
plaque rupture, and thrombosis [1], because plaque is 

always exposed to blood flow. It is well known that 

stiffness of plaque is different depending on the disease 

condition [2]. And then, the blood flow pattern depends 

on the geometry of stenosis and the geometry of stenosis 

will be also changed by the flow. The mechanical 

properties (especially stiffness) are one of the important 

factors of changing the ratio of deformation. However, 

although the relationship between the change of plaque 

geometry by blood flow and the stiffness of plaque are 

important, almost all previous studies about flow 

dynamics with stenosis model have used rigid tubes, for 

example [1]. Then, it will be necessary to observe the 
flow pattern in a biomodel with mechanical properties 
mimicking the disease. Jie et al., [3] used Poly Vinyl 
Alcohol – Hydrogel (PVA-H) stenosis models with 
several plaque stiffness and measured the geometrical 
change depending on the pressure, however, it is still 
unclear about the influence of flow on the change of 
stenosis geometry. Therefore, the purpose of this study 
is to find out the relationship between plaque stiffness 
and blood flow using Particle Image Velocimetry (PIV) 
measurement. 
 
2. Method 
2-1. PVA-H model 
 Three kinds of plaque parts (5, 12, 15 wt% of 
PVA powder, respectively) and a box part (12wt%) of 
PVA-H stenosis model were prepared using the previous 
developed method [4]. Each model had 4mm in 
diameter and 70% in severity of NASCET like 
equation(1). St means stenosis severity, Ds means 
diameter of narrowest part, D means diameter of blood 
vessel in the model, respectively. 

            St = (1−
Ds

D
) ×100 [%]         (1) 

2-2. Working fluid & flow condition 
 Working fluid consisted of mixed solvent of 
35wt% glycerol/distilled water solution and 65wt% 
sodium iodide/water solution, which is including acrylic 

particles covered with gold and nickel (Bright 
6GNR30-MX, Nippon chemical industry Co., Ltd., 
Japan) as tracer. Glycerol/water solution consisted of 
89wt% glycerin and 11wt% distilled water, and sodium 
iodide/water solution consisted of 53.4wt% sodium 
iodide and 46.6wt% distilled water, respectively. It has 
relative index of 1.453, density of 1.465, and kinematic 
viscosity of 3.919 mm2s-1, respectively at 25.0°C. 
 For flow condition, Flow rate was 200ml/min and 
pressure of upstream was 65mmHg, respectively. 
 
2-3. PIV circuit 
 The circuit is shown in Fig.1. A screw pump 
(NBL30PU, R’Tech Co. Ltd., Japan) made a steady 
flow. A bifurcation flow channel and a valve were used 
for adjusting the flow rate to the PVA stenosis model. 
The height of water column in the reservoir loaded a 
hydrostatic pressure to the circuit. Flow rate and 
pressures of upstream and downstream of stenosis were 
measured by Coriolis flowmeter (FD-SS2, Keyence Co. 
Ltd., Japan) and by pressure meters (PW-100KPA 
Tokyo Sokki Kenkyujo Co. Ltd., Japan), respectively. 
For PIV measurement, a Nd:YAG solid laser system 
(BWN-532-100E, B&W TEK INC.) was used to 
provide a nominal 1mm-thick continuous laser sheet 
through the center plane of the channel with a power of 
100mW and a wavelength of 532nm. Photo images were 
captured by a high speed camera (Fastcam SA3, Photron 
Limited Co. Ltd., Japan) with a telescopic micro lens 
which had 105mm of focal length and 2.8 of F ratio 
(Micro-Nikkor, Nikon Co. Ltd., Japan). 
 
3. Results and Discussion 
 Figure 2, 3, and 4 show the diameter of each 
model from lateral view and anterior view, plaque 
geometries of each model in flow and no flow, and the 
vector velocity field in lower of the plaque, respectively. 
In fig.2, 5wt% 12wt%, 15wt% plaque models are 
expanded to 4.84mm, 4.84mm, and 4.59mm in vertical 
direction of flow, respectively. On the other hand, 5wt% 
12wt%, 15wt% plaque models are expanded to 4.99mm, 
4.95mm, and 5.04mm in horizontal direction of flow, 
respectively. The results indicate the vessels are 
deformed from a cylinder to an elliptical tube and 
15wt% plaque model has biggest eccentricity. This 
various deformation between the directions may be due 
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to localization of plaque. And then, it is also considered 
that the degree can be determined by the plaque stiffness. 
In these results and discussions, it is revealed that 
plaque stiffness influences on the vessel expansion. In 
addition, 5wt% plaque model was larger deformed 
compared with other models in fig.3. Then, the flow 
patterns are observed and the flow patterns of all models 
are different. Therefore, the plaque stiffness and the 
geometry may affect the blood flow.  

The reattachment point may be one of the 
important observation points for diagnosis because the 
place around the point has various wall shear stresses. 
The reattachment lengths, which mean the distance 
between the narrowest part of blood vessel and 
reattachment point, in each model were 5.71mm in 
5wt% plaque model, 8.99mm in 12wt% plaque model, 
and 21.2mm in 15wt% plaque model, respectively. 
Despite similar NASCET values of all models, the 
models have different flow patterns, respectively. 
 Summarizing these results, it is suggested 
that plaque stiffness can change the geometries of the 
plaques and blood vessels, and these deformations affect 
the blood flow conditions. 
 
4. Concluding remarks 
 PIV measurements in PVA-H stenosis 
models with several plaque stiffness values were 
performed. As the results, plaque geometry and blood 
vessel size are changed depending on the plaque 
stiffness. Blood flow patterns are also changed. These 
results suggest that the flow patterns are affected by the 
plaque geometry with various stiffness values and then 
the plaque progression may be also affected by the flow 
pattern mutually. 
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Fig.1 Image of PIV circuit 

 

 
Fig.2 upstream diameters of each model 

 

 
 

Fig.3 Plaque geometries in flow and no flow 
 

 
 

Fig.4 The downstream flow of plaque 
Upper: 15mm lower of 15wt% plaque 
Center: 10mm lower of 12wt% plaque 
Lower: 10mm lower of 5wt% plaque 

reattachment point 
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ABSTRACT

Blunt dissection is a surgical technique to expose structures or to separate tissues without cutting. For
blunt dissection simulation, it is important to display accurate reaction force to operator. In this paper,
blunt dissection simulation is verified by comparing force measured in experiments with that calculated in
simulation.

1. Introduction
The demand for surgery simulators has been in-

creased, because such simulators serves training op-
portunities for surgeons and enable to make preop-
erative planning from the results of trial and error in
the simulators. Therefore, a lot of surgery simulators
have been developed so far [1, 2, 3].

Blunt dissection is one of the most important
surgical techniques to extirpate lesion area. Blunt
dissection fractures boundary tissues between a le-
sion area and surrounding normal area by applying
a stress to the tissues. Surgeons control the fracture
using information from vision and haptic sense. The
blunt dissection simulation was verified by compar-
ing shape of fracture in the simulation with shape
of actual fracture in an agar plate. However, accu-
racy of reaction force displayed by haptic interfaces
is also important for the blunt dissection simulation.
This paper verifies the blunt dissection simulation
by comparing result force of actual experiment with
that of simulation.

2. Material and Shape of Target Object
Two blocks made of agar are used as specimens to
fracture (Fig. 1). Agar is regarded as almost lin-
ear elastic body. Though living tissues like a brain
are known as a nonlinear viscoelastic body, there are
too many parameters to identify to calculate defor-
mation of such object in simulation, and it is very
difficult to make homogeneous specimens from liv-
ing tissue. Therefore the target objects are made of
agar to simply verify the proposed blunt dissection
simulation in terms of fracture morphology.

The shape of specimen A is square pillar 16 [mm]
high, 16 [mm] long and 45 [mm] wide. 10.5 [mm]
from the both end of the specimen is glued to fix-
tures. The shape of specimen B is square pillar 16
[mm] high, 16 [mm] long and 50 [mm] wide. 13 [mm]
from the both end of the specimen is glued to fix-
tures. Both specimens have two notches stopping
5.5 [mm] from top and bottom edge at the center
of each specimen, which are shown as black lines in
Fig. 1.

Specimen A and Specimen B have different stiff-
ness. Specimen A is stiffer than Specimen B. The
Young’s modulus of them were identified in advance.

Specimen 
Fixture Fixture

Notch

Notch

Width

Hight

Fig. 1 Target object of fracture used in experiments.

Linear actuator

Stage
FT sensor

Fig. 2 Experimental equipment tearing specimens.

3. Experimental Setup
Tearing agar experiments are performed to compare
a force acting on the specimens with force calculated
in the blunt dissection simulation. Fig. 2 shows an
experimental equipment to tear the agar specimens.
The left end of a specimen is fixed on a stage and the
right end is attached on a FT sensor mounted on a
linear actuator. The linear actuator moves rightward
at 1 [mm/s] and tears specimens at the notches made
in advance. Force acting on the fixture attached on
the linear actuator was measured by the FT sensor.

4. Blunt Dissection Simulation
To verify the blunt dissection simulation, tearing agar
is simulated under the same condition of the experi-
ments described above. In this simulation, deforma-
tion of objects is calculated using the Finite Element
Method (FEM). Fracture in the objects is expressed
by removing tetrahedral elements. Principal stress is
set as a fracture criterion. When principal stress of
an element becomes larger than 10 % of the Young’s
modulus, the element is determined to be fractured.
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Fixed area Forcibly displaced area

Notch

Fig. 3 FEM model of an agar specimen.

Table 1 Simulation parameters of specimen models.

Parameters Specimen A Specimen B
Number of nodes 2939 3226
Number of elements 14249 15653
Young’s modulus [kPa] 300 39

Poisson ratio 0.44 0.44

It is known that the criterion agrees well with ex-
periment when the target object is a linear elastic
body. See [3] for more details of the blunt dissection
simulation.

Fig. 3 shows a FEM model of a specimen. The
model is divided into tetrahedral elements which is
about 2 [mm] on a side. The number of nodes and
elements constructing the specimen models and pa-
rameters for the blunt dissection simulation are shown
in Table 1. Nodes on a surface where was glued to
left fixture was set as fixed nodes, and nodes on a
surface where was glued to the other fixture was set
as forcibly displaced nodes. The forcibly displaced
nodes were moved rightward 1 [µm] per loop.

5. Results and Discussion
Fig. 4 and 5 show measured force in the experiments
and calculated force in the simulation with respect
to time. In the case of simulation A and simulation
B1, the fracture criterion was set as 10 % of Young’s
modulus of each specimen. In the case of simulation
B2, the fracture criterion was set as 23 % of Young’s
modulus. The results of simulation were transfered
from force with respect to displacement into force
with respect to time on the assumption that forcibly
displaced nodes were moved at 1 [mm/s] in the sim-
ulation as same as in the experiment.

At the first, the force acting on the specimen A
increased linearly in both the experiment and the
simulation in the same gradient. After that, the force
calculated in the simulation rapidly decreased at 1.2
[s] when the specimen was dramatically fractured,
whereas constant force was measured from 1.5 [s] to
4.5 [s] in the experiment before the fracture was oc-
curred. The maximum force acting on the specimen
A in the simulation was almost same as that mea-
sured in the experiment.

On the other hand, the force acting on the spec-
imen B showed the same trend that the force in-
creased linearly just before the fracture was occurred.
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However, maximum force calculated in the simula-
tion agree well with that measured in the experiment
when the criterion of fracture was 23 %, not 10 %, of
the Young’s modulus. That is because the threshold
value, 10 % of the Young’s modulus, derived em-
pirically from experiments of hard material such as
metals [3]. Therefore, threshold value of the fracture
criterion has to be determined for every specimens.

6. Conclusions
In this paper, reaction force measured in tearing

experiment and force calculated in the blunt dissec-
tion simulation were compared. When a specimen
is made of soft agar, calculated external force act-
ing on the fixed area agree well with that measured
in experiment. However, the comparison between
the experiment and the simulation suggests that the
specific threshold value of the fracture criterion has
to be determined.
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ABSTRACT 
The injection molding is one of the major methods for fabricating specially for composite materials. This method is 
useful for fabricating complex shape and advanced properties of materials. However, the materials during the molding 
are hard to be observed because the molding system is, in general, not to be transparent. The X-ray micro tomography 
(micro-CT) was employed to observe flow behavior with tungsten fibers. The orientation and distribution of fibers 
shows the flow direction clearly. The micro-CT has a possibility to observe the casting process. 
 
1. Introduction 
 The injection molding is one of the major process 
methods for complex geometries. Specially, composite 
materials used for advanced and complex properties 
such as bone, recycled plastics or building materials are 
widely developed [1-4]. The composite materials consist 
of polymer and another material can show the different 
properties from original substance [5-7].  

A bone biomodeling requires a realistic mechanical 
properties and the geometry. And the development such 
as Ozawa et al. is also performed with composite 
materials with an injection molding [8].  
The mechanical properties of bone biomodeling such as 
elastic modulus, strength or fracture toughness have a 
strong relation to the compound condition or casting 
process under the injection molding. The observation of 
casting process is important to grasp the compound 
situation and microstructure of each material. The X-ray 
microtomography can be effective method to observe 
detail of inner structure and injection flow patterns [9]. 
The fiber is employed as effective tool for observation 
of flow direction its orientation and distribution in SEM 
images [10-12]. However, the flow behavior until full 
casting has rarely been observed. So, the purpose of 
present study is to prove the X-ray images enable the 
injected composite material to visualize the flow 
condition. Micro-CT scanning of composite material 
was performed with the metal fibers. It is effective to 
visualize the flow trace due to high CT number of 
metals.  
 
2. Material and Methods 
2.1 Casting with injection molding for composite model 

Acrylic resin and wood sawdust were employed as the 
basement of composite material for the 
tissue-mimicking bone. Acrylic had a viscosity for 
injection. The tungsten fibers (The Nilaco Co.) of 
150 �m diameter were cut 2 mm length were added to 
composite material as a tracer for capturing of flow 
behavior. (Acrylic) / (Acrylic + wood sawdust) is 
defined as ratio of weight. Two samples of 59 % value 
were prepared to observe flow behaviors at the early 
condition. The tungsten fibers were included in the 
samples with the volume ratio of 0.5%. The sample was 

injected to a gypsum mold with 1500 kgf/cm2 and the 
load was kept for 20 min by using (COSMOS EH-23, 
PLUS ONE Co.,Ltd). The mold size of all samples was 
20 � 20 � 30 mm. And the mixture was kept at 100 ˚C 
for 20 minutes. The sample was solid by heat 
polymerization. After the polymerization, the sample 
was cooled 10 min. And then, the gypsum surrounding 
the sample was removed for scanning the shape. 

Two samples were prepared, and the volume of one 
(Case 1) is smaller than that of the other (Case 2) to 
check the volume effect to the flow. 
 
2.2 X-ray scanning  
 Micro-CT (Comscantecno Co., Ltd ScanXmate- 
E080T) with X-ray emission device was employed to 
scan the sample modeling. The X-ray tomography can 
visualize relative position and distribution of each 
material and fibers. The conditions of X-ray emission of 
80 kV, 100 �A, and projection 600 were applied to all 
samples. In order to perform grading of x-ray 
absorbance components for confirming the effect of 
fibers on the observation of flows, a software analysis 
with TRI/3D-VOL (RATOC SYSTEM ENGINEERING 
Co., Ltd.) were applied to the image. 3D reconstruction 
was performed for observing the 3D distribution of 
fibers. 
 
3. Results and Discussion 
 Fig. 1 shows 3D constructed X-ray images of 
composite model in gypsum mold and histogram for 
grading of the Case 1 sample. The grading distribution 
could correspond qualitatively with CT number of each 
component in samples. When the object capturing point 
(the yellow line on the graph) is placed at the between 
two peaks, composite materials including acrylic resin, 
wood sawdust, and inner tungsten fiber can be observed 
and the surroundings such as air disappear. This means 
that the left peak can be the surroundings. When the 
object capturing point moved to right and placed at the 
right peak, only tungsten can be observed. This result 
reveals that the left peak includes all composites, 
however the right side of the peak would express 
tungsten. Fig. 2 shows original images and transmitted 
images by X-ray for both cases. The composite material 



－ 522 － － 523 －

 

was injected into the cavity of mold and a curved shape 
is progressed. From the observation of curving shape, 
the material is not injected into the cavity uniformly, and 
so 3D dimensional observation is useful for analysis of 
injection. The shape also shows that the mixture 
material has high viscosity, and a plastic deformation 
may occur.  
  The tungsten fibers almost oriented along the progress 
direction in both cases. Fibers are arranged to the 
vertical direction against the progress direction at the 
end of progress. Furthermore, fibers were distributed 
uniformly in the composite model. This indicates that 
the fiber method is good for observation of injection 
molding and the injected composites in this study may 
have an orientation along the fibers arrangement.  
 
4. Concluding remarks 
 In this report, composite model with tungsten fiber was 
injected into a mold and the materials were observed 
using micro-CT. Orientation of tungsten fibers is 
observed. Additionally, the distributions of fibers show 
that components of composite model may be mixed 
homogeneously. The X-ray scanning of composite 
materials with metal fibers will be useful method for 
observation of material behaviors. In order to analyze 
mechanical properties of composite materials, the filling 
process should be observed. Furthermore, motion speed 

of injected material will be measured by using particle 
tracing and this method will be constructed near future. 
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Fig.1 X-ray images with the histogram for grading of 
composite model. All materials can be observed in 
case that with the yellow line value in the upper 
image (a). However, only tungsten can be observed in 
case that the yellow line in the bottom image (b) 
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ABSTRACT
The rupture of a cerebral aneurysm is life-threatening. Previous studies have predicted that the hemodynamics in an aneurysm are 
related to the rupture. In the present research, we focused on Poly (Vinyl Alcohol) hydrogel (PVA-H) as a material for use in 
aneurismal models and observed the flow in a PVA-H model as a compliant model to compare the flow with that in a silicone model 
as a rigid model with Particle Image Velocimetry. Steady flow of an intra-aneurysm in the PVA-H model and the silicone model are
found to be similar to each other. In future works, pulsatile flow experiment should be carried out to evaluate effect of wall motion.

1. Introduction
The rupture of a cerebral aneurysm, resulting from 

cerebrovascular disease, can cause a life-threatening 
pathological condition such as subarachnoidal 
hemorrhage. The initiation, development, and rupture of 
cerebral aneurysms are predicted to be caused by 
hemodynamics such as blood flow and wall shear stress. 
To investigate the relationships between hemodynamic 
factors and cerebral aneurysms, previous studies have 
carried out measurement of intra-aneurysmal blood flow 
using blood flow simulation by CFD (Computed Fluid 
Dynamics) [1]-[4]. And, revealing the hemodynamics in 
an aneurysm is essential to prevention, proper diagnosis 
and treatment of an aneurysm. 

Although various approaches are taken to examine 
the relationships between hemodynamics and aneurysms, 
the results of in vivo measurements cannot be discussed 
quantitatively. Thus, Computational Fluid Dynamics 
(CFD) and in vitro measurement are usually focused on. 
In CFD study, although most research has used a rigid 
model, in recent years, Fluid-Structure Interaction (FSI) 
study of  wall motion has usually been carried out 
because FSI can realize in vivo vessel compliant 
behavior [5],[6]. Therefore, the effect of vessel 
compliance on hemodynamics should be also examined 
by an in vitro measurement to evaluate the results of 
CFD and in vivo measurement.

The model material is one of the important factors 
for in vitro measurement system elements. However, 
conventional model materials such as silicone are not 
enough to reproduce an in vivo blood flow with respect 
to the mechanical properties. To meet this need, Ohta et 
al. [7] have introduced Poly (vinyl alcohol) hydrogel 
(PVA-H) used as a material of a biomodel (blood vessel 
phantom with mechanical properties similar to a human 
artery). This PVA-H biomodel has good transparency 
and lower surface friction compared with those of a 
silicone model [7]. It is indicated that a PVA-H
biomodel can mimic the mechanical properties and 
geometry to a real vessel because the various 
mechanical properties of PVA-H can be modified by 
changing its concentration or degree of polymerization.
For example, Kosukegawa et al. [8] have shown that 
PVA gel can have viscoelasticity near to that of a blood 

vessel, and Yu et al. [9] have developed an in vitro
system with PVA-H for catheter motion tracking. 
However, the measurement of hemodynamics with a 
PVA-H model has not yet been performed because a 
good working fluid has not been developed. The present 
authors developed a working fluid for PIV measurement 
using the PVA-H model [10].

In the present work, we confirm the possibilities of 
applying PIV to steady flow in PVA-H model as a first 
step.

2. Method
Models made of PVA-H and silicone, respectively, 

were placed in the test section (Fig. 1) with sufficient
entrance length (> 1 m) to allow smooth connection to 
the models. The models are shown in Fig. 1: (a) PVA-H
straight model; (b) PVA-H aneurysmal model; and (c) 
silicone model (R'Tech Co., Ltd, Japan). All models 
were a box-type, having an inner flow channel of 4 mm 
in diameter. The inner flow channel had a sphere 10 mm 
in diameter that was vertical to the channel wall as an 
anerurysmal model. Sizes were decided referring to the 
values of the human intracranial artery [11], and human 
aneurysms [12].

Fig. 1 Models for PIV measurements.
(a: PVA-H straight model, b: PVA-H anurysmal model, 

c: silicone model)
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In the present work, Blood-Mimicking Fluid (BMF)
as the working fluid was a mixture of aqueous solution 
of glycerol (gly. aq.) and aqueous solution of sodium 
iodide (NaI aq.) based on the method of simultaneous 
adjustment of refractive index and Kinematic viscosity
with a mixture of gly. aq. and NaI aq. in a previous 
study (Shida et al., 2011). RI and KV were adjusted to 
match the RI of models and around 4 mm2 / s, which 
includes human blood value, respectively. 

For PIV measurement, a Nd:YAG solid laser system 
(BWN - 532 - 100E, B & W TEK INC.) was used to 
provide a nominal 1 mm-thick continuous laser sheet 
through the center plane of the channel with a power of 
100 mW and a wavelength of 532 nm.

The images of tracer particle scattering were 
acquired by a high-speed camera (FASTCAM SA3, 
PHOTRON LIMITED, Japan). Flow rate was measured 
by using a coriolis flow meter (FD - SS2, KEYENCE 
CORPORATION, Japan). PIV analysis was carried out 
by integration software (DaVis version 7.2, LaVision, 
Inc.). Cross-correlation was performed for displacement 
of the particles within a 75% overlapping interrogation 
window with a 64 × 64 pixel size after the masking 
process.

To compare the theoretical solution with the 
experimental findings, we measured the flow profile 
with the PIV method and calculated the flow pattern as a 
Poisuelle flow. Next, the flow pattern in an aneurysm 
was measured. 

3. Results and Discussion
Figure 2 shows PIV analysis results (left) and graphs 

comparing those results with the velocity profile of 
Poiseuille flow (right) under conditions of Re = 261.11. 
The plot of PIV results is on envelope curve. However, 
velocities lower than the Poiseuille flow profile were 
measured under the Re condition. The velocity result is a 
value 10 to 20% lower than the theoretical solution. 
Because this error makes it difficult to discuss the PIV 
result quantitatively, qualitative analysis should be 
carried out.

The velocity distributions in the aneurysm are shown 
in Fig. 3: (a) PVA-H, (b) silicone. Re in the parent vessel 
each model is about 300. The main flow in the parent 
artery of both aneurysms enters the aneurysms through 

the distal side of the neck and both flows in the 
aneurysms are swirls; then the flows exit the aneurysms. 
So, it can be seen that the flow behaviors in the 
aneurysms are very similar to each other under steady 
flow conditions. Therefore, comparison between flow in 
PVA-H model and flow in silicone model under pulsatile 
flow condition would be reasonable for examining the 
effect of wall motion as next step.

4. Concluding remarks
PIV measurement of steady flow in the PVA-H

compliant wall model and the silicone rigid wall model 
was carried out to examine the possibility of applying 
the PIV method to flow in the PVA-H model. Although a 
margin of error was observed in PVA model, qualitative 
discussion would be possible.
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ABSTRACT 

In biological and medical sciences, optical microscopes are widely used. However, moving specimens easily escape from a field of 
view and a focal plane of it. Therefore, we propose a new microscope that can track and autofocus a moving specimen. A specimen is 
put back inside of the field of view and on the focal plane by visual feedback controlled microscope stage. The autofocus algorithm is 
fast (requires only one image) and corrected adaptively. A paramecium was tracked and autofocused during 10 seconds. We believe 

that the proposed microscope is helpful to research cell motility. 
 
1. Introduction 

Many microorganisms sense stimuli from the 
environment[1-2]. Then they move in order to approach 
better environment or avoid worse one[3]. This function, 
motility, is essential for them. However, there is a 
dilemma to research it. When we observe them in 
microscopic magnification, they easily escape from a 
field of view. When in macroscopic magnification, we 
cannot get detailed and bright images. To solve this 
dilemma, we propose “Tracking and Autofocus 
Microscope” that can observe microorganisms in both 
microscopic magnification and macroscopic area at the 
same time. 

2. Method 
2.1 Outline 

The proposed microscope was mainly composed of a 
optical microscope (Bx 51, Olympus), a high-speed 
camera (CPV3, Camera part, 128 x 128 [pixel], 1 [KHz],  
Hamamatsu Photonics K. K.), an image processor 
(CPV3, Processor part, 128 x 128 processing elements, 
12.5 [MHz]), a PC (OS: RT-Linux, CPU: Pentium4 
1.7[GHz]) and an XYZ stage (special order product, 
Accuracy: XY 2.5 [�m], Z 1 [�m] HEPHAIST). 
20-times objective lens (UApo 20X3/340, Olympus) 
was used. 

A specimen was loaded on the XYZ stage. Its bright 
field image was captured by the high speed camera. The 
image was processed by the image processor in order to 
evaluate position of the specimen. The XYZ stage was 
controlled by the PC in order to put the specimen back 
inside of the field of view and on the focal plane. This 
routine above was continued in 1 [KHz] cycle. 
2.2 Z estimation 

In order to estimate axial (Z) position, two 
estimators L and F were used (Fig. 1). L is known as one 
of the most adaptive estimators against the observation 
conditions [4]. L is a convex function against Z and has 
a peak when the specimen exists on the focal plane. 
However, in order to find the peak, long time is required 
to compare many images above and below of the 
specimen. L is adaptive and slow estimator. 

F is based on a fringe pattern around the cell 
boundary as a result of diffraction [5]. F can be  

 
 

Fig. 1 An immobilized paramecium’s images, image 
features L and F vs Z position. L is averaged Laplacian. 

F is subtraction value between the averages of 
brightness outside and inside of the cell membrane. 
Where Z = 0, the paramecium is on focal plane. The 
paramecium’s thickness is approximately 40 [µm]. 

 
approximated as a monotone increasing function near 
the focal plane. In order to autofocus using F, only one 
image is required to compare with FZ=0. However, FZ=0 
can be different among individuals (18.0 � 6.8 in 10 
paramecia) because FZ=0 depends on specimen’s shape, 
transparency, etc. F is not adaptive and fast estimator.  

Therefore, we propose adaptive and fast autofocus 
method as shown below; 1) wide-angle scanning to find 
where L becomes maximum, 2) correcting FZ=0 where L 
becomes maximum, 3) fast autofocus using F and FZ=0. 

 
3. Results and Discussion 

The proposed autofocus and tracking were 
performed to a freely moving paramecium (P. 
multimicronucleatum). Its time lapse images are shown 
in Fig. 2 and its Z trajectory is shown in Fig. 3. When t
= 0 [ms], tracking was automatically started because the 
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Fig. 2 Time lapse of bright field images of a freely 

moving paramecium. Time stamps are on upsides of 
each images. 
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Fig. 3 Reconstructed Z (axial) trajectory of a freely 

moving paramecium. 
 

paramecium came into the field of view. When t = 500 
[ms], wide-angle scanning was started. Scanning range 
was � 20 [µm] and its time length was 750 [ms]. 
When t = 832 [ms], L became maximum and FZ=0 was 
corrected. When t = 1,250 [ms], correcting FZ=0 was 
finished and autofocus was started. When t = 12,000 
[ms], observation was stopped because the recording 
time of the high-speed camera was ran out. 

Comparing the images from t =2,000 to 10,000 [ms] 
with the image when t = 832 [ms] ( FZ=0 was corrected), 
focus had kept good. This shows that FZ=0 correction and 
autofocus were done adaptively and successfully. 

Paramecia swim very fast as compared with their 
body size, 5 [diameter/s]. They must go out of the field 
of the focal plane within 1 [s]. Actually the target 
paramecium swam in 200 [µm] range in 2 [s]. Its range 
is much larger than the depth of field (0.5[µm]) of the 
objective lens and the paramecium’s body thickness 
(approximately 40 [µm]). It is plausible that the 
paramecium hit the chamber’s ceil (where Z = 50 [µm]) 
and base (where Z = -150 [µm]), and turned quickly. 

While the paramecium moved quickly and widely, it 
had been observed for 10 [s]. Without tracking and 
autofocusing, it must be unable to observe a freely 

moving paramecium in both microscopic magnification 
(20-times) and macroscopic range (200 [µm]). The 
proposed system can be applied to other microorganisms 
to research their motility. 

 
4. Concluding remarks 

Proposed microscope can track and autofocus a fast 
moving cell. The autofocus algorithm is fast (requires 
only one image) and corrected adaptively. We believe it 
is helpful to research cell motility in both microscopic 
magnification and macroscopic area. 
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ABSTRACT 

Protons transfer in polyelectrolyte membrane by both Vehicle and Grotthus mechanisms. This study describes the property of proton and 
water transfer in perfluorosulfonic acid (PFSA) membrane using molecular dynamics (MD) simulation in view of both Vehicle and 
Grotthus mechanisms. To treat Grotthus mechanism, Empirical Valence Bond (EVB) method was introduced to MD simulation. From 
this analysis, some perception of the structure of water cluster and the diffusivity of water and proton in PFSA membrane was derived. 
 
1. Introduction 

Polymer electrolyte fuel cells (PEFC) are one of 
the most promising systems for next-generation power 
supplies. They can be a reliable method to produce 
efficient and environmentally friendly energy for many 
uses. A polymer electrolyte membrane (PEM) where 
protons transfer from anode to cathode is used in PEFC. 
Power generating efficiency depends on proton 
transferring efficiency in PEM, and proton transferring 
property is related to nanoscale structure of water and 
PFSA. In recent years, attention is focused on analysis of 
the fundamental process of proton transfer in these 
membranes at microscopic level. In PEMs, it is 
considered that protons transfer with two mechanisms. 
One is that protons transfer normally as H3O+, called 
Vehicle mechanism, and the other is that protons transfer 
by hopping along hydrogen bond network formed by 
water molecules, called Grotthus mechanism which 
increases the ability of proton diffusion considerably.  
In this study, we analyzed proton and water transferring 
mechanism in PFSA by MD simulation to understand a 
phenomenon of proton and water transferring in PFSA at 
molecular-scale (only the result of proton transferring 
was described in this paper because of the paper 
limitation). We treat not only Vehicle mechanism which 
has been broadly analyzed, but also Grotthus mechanism 
by adopting Empirical Valence Bond (EVB) method [1] 
as proton transferring mechanisms. Without using the 
existing model [1], we analyzed the simulation with a 
more reliable model; the potential energy barrier of 
proton hopping in EVB method was adjusted to the 
computational result of Density Functional Theory (DFT) 
to replicate the experimental value of diffusion 
coefficient of oxonium ions in water. In analysis of PFSA, 
by changing water content as a parameter, structures and 
transferring properties of water molecules and oxonium 
ions were researched.  
 
2. Simulation Method 

The PFSA was used as PEMs, which chemical 
structure simulated in the present work is shown in Fig.1. 
It was assumed that all sulfo groups SO3H were ionized 

to H+ and SO3
- in water. PFSA consists of hydrophilic 

SO3
- -terminated pendants spaced evenly by five 

nonpolar –CF2-CF2- monomers (N) that form a 
hydrophobic backbone. We generated PFSA by linking 
the polar monomeric unit (P) to the end of the nonpolar 
monomeric unit N5, repeating the procedure five times to 
obtain (N6P)5, in the notation of Jang et al.[2], and 
terminating the two ends with F. The potential model for 
PFSA was based on the Dreiding force field as referred 
to previous studies by other authors [3] [4] [5]. F3C 
water model, which diffusion coefficient was adjusted to 
the experimental values, was used for water molecules 
and oxonium ions except for charging parameters [6].  

In the initial situation, 25 PFSA molecules were 
added randomly in the simulation box which is 
configured to x×y×z=100×100×100 Å3. 

 

 
 

Fig.1  Chemical structure of PFSA 
 

After PFSA was arranged, oxonium ions and 
water molecules were added at random position. To 
ensure charge neutrality, a total of 125 oxonium ions 
were added in this simulation and the membrane is 
solvated by adding water molecules corresponding to a 
given λ. The parameter λ indicates the ratio of the number 
of water molecules to that of SO3

- (NH2O, H3O+/NSO3-), and 
is changed to λ=3, 5, 7, 9, and 11 respectively. 

Before the annealing, the simulation box was 
shrunk gradually to get the experimental density. This 
density reported here for membrane equivalent weight of 
1148 amu is based on a fit to experiment by Morris and 
Sun [7]. The annealing procedure to establish equilibrium 
state was carried out composed of   five steps as follows 
[8] : 1. NPT MD simulation for 15 ps at 350 K (velocity 
scaling for constant temperature and changing box-shape 
for constant pressure are used[9]); 2. NVT MD simulation 
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for 15 ps while the temperature was gradually increased 
from 350K to 650 K; 3. NVT MD simulation for 10 ps at 
650 K; 4. NVT MD simulation for 15 ps while cooling 
the temperature gradually down to the target temperature 
which is 350 K; 5. NPT MD simulation for 15 ps at 350 
K. During this 90 ps annealing procedure, only Vehicle 
mechanism was treated and the time step was configured 
to 1fs. After the annealing, we confirmed that the system 
is in equilibrium state since the absolute pressure and the 
temperature is stable at 0 MPa and 350K each without 
using any thermal or barostat. Then, NVE MD simulation 
was performed to record data such as Radial Distribution 
Function (RDF) and Mean Square Displacement (MSD). 
 
3. Results and Discussion 

The transferring properties of oxonium ions and 
water molecules were analyzed by MSD. Fig.2 (a) and 
(b) shows the MSD of oxonium ions and water molecules 
under the condition of different λ, and these results 
include only Vehicle mechanism. As shown in both Fig.2 
(a) and (b), the MSD of each molecule increases as water 
content λ increases because sulfo groups are covered with 
more water molecules and oxonium ions and both have 
weaker interaction with SO3

-. Experimental analysis also 
shows that diffusivity increases at higher water content. 
However, it is hardly known that which mechanism, 
Vehicle or Grotthus, is contributed for that. In this study, 
the improvement of the diffusivity is indicated with even 
only Vehicle mechanism, therefore Vehicle mechanism 
is a possible factor of the diffusivity increase. Also, the 
calculated diffusion coefficient at λ=11 from Fig.2 (b) 
was DH2O=1.2×10 5cm2/s and this result implies a good 
reproducibility of the system comparing with the 
experimental results DH2O=1.0×10 5cm2/s at λ=16 [10].  

�=3
�=5
�=7
�=9
�=11

 
(a)  MSD of oxonium ions 

�=3
�=5
�=7
�=9
�=11

(b) MSD of water molecules 
Fig.2 MSD of each λ and molecule 

 
4. Conclusion 

In this study, the property of proton and water 
molecule transfer in PFSA was analyzed by MD 
simulation including both Grotthus and Vehicle 
mechanism. To treat Grotthus mechanism, the EVB 
potential was constructed and the potential energy barrier 
was fit to the value of DFT.  

By the analysis of MSD, it was confirmed that the 
mobility of oxonium ions and water molecules increased 
as water content λ increases. This result was attributed to 
thickness of solvation shells, in other words, more water 
molecules covered SO3

- under the condition of higher λ, 
and as the result, there are more oxonium ions and water 
molecules that have weaker interaction with SO3

-.  
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ABSTRACT 
In polymer electrolyte membrane fuel cell (PEFC) cathode catalyst layer, PFSA ionomer with which the catalyst is covered is very
important on the point of transferring protons to the catalytic surface in the cathode side. On the other hand, an ionomer interferes 
with oxygen permeation to the catalytic surface. The mechanism of oxygen permeation through an ionomer was not analyzed in 
detail. In this research, we constructed the system of ionomer on the platinum surface by using molecular dynamics study, and 
investigated the dependence of water content rate in the ionomer on permeability. 

1. Introduction 
Fuel cell is expected for a new energy conversion 

system in place of internal combustion. However, fuel 
cell is not widespread in general while there is such an 
advantage. Because an actual power generation 
efficiency of the system is not high, fuel cell is 
expensive and durability is low. So, it is necessary to 
understand the mechanism of PEFC for improving these 
problems. 

PEFC is composed of membrane electrode 
assemblies (MEAs) that consist of a polymer electrolyte 
membrane (PEM), catalyst layers (CLs), microporous 
layers (MPLs), and gas diffusion layers (GDLs). In CLs, 
Pt catalyst is the particle which diameter is 3~4 nm and 
it is on a supported carbon. In addition, it is covered 
with an ionomer because of proton transfer to catalyst 
surface. The ionomer improves ability of proton transfer 
but it reduces oxygen permeability to Pt surface and 
therefore   dissociative adsorption reaction becomes 
slow. The phenomenon is larger when the ionomer is 
thicker. It is necessary to research the oxygen 
permeation and proton transfer in such a situation to 
raise efficiency. However, it is difficult to analyze by 
experiment because these phenomena occur in the 
microscopic structure. For this reason, it is necessary to 
analyze the oxygen permeation and the proton transfer at 
the microscopic point of view. 

In this research, we made the system of the ionomer 
which consist of PFSA membrane on Pt catalyst surface 
and distributed oxygen molecules in the space of 
simulation box. In this system, we analyzed the 
dependence of water content on oxygen permeability to 
the ionomer. 

2. Method 
In this research, we simulated the system of the 

catalytic layer of the cathode side by molecular 
dynamics simulation. This system includes Pt wall, 
PFSA, water, oxonium ion and oxygen molecule as 
shown in Fig.1. This model was represented the ionomer 
on Pt surface in the CLs and we didn’t consider the 
existence of carbon and shape of Pt particle.

Pt-Pt interactions were represented by spring mass 
model considering nearest neighbor atom, the spring 
constant and equiliburium distance were set at k = 46.8 
N/m and re = 0.392 nm, respectively. PFSA was 

represented by the flexible model which interaction was 
expressed by the DREIDING force field [1]. The rigid 
SPC/E model was adopted for water, and for the 
oxonium ion, we selected similar rigid model with four 
point charges and a Lennard Jones potential imposed at 
their oxygen. A two centered Lennard Jones model was 
used for oxygen molecule. The interaction between Pt 
and water was represented by Spohr and Heinzinger 
(SH) potential [2] and that between Pt and oxonium ion 
was represented by the potential that the number of 
hydrogen atoms changes from two to three. The 
intermolecular potentials between PFSA and water were 
represented by the combination of Lennard Jones 
potential and coulomb interaction. The intermolecular 
potential between PFSA and oxonium ion was similar to 
the above. The Ewald method was used for calculating 
coulomb interaction. The others were connected by LJ 
potential, calculated using Lorentz-Berthelot mixing 
rules but the interaction between Pt-O2 was not 
considered because we assumed all permeated oxygen 
dissociated at Pt surface and this reaction speed was 
faster than oxygen dissolution or diffusion. So, inorderto 
erase them, we didn’t set the interaction. 

Fig.1 shows the system of this research. The 
platinum surface was placed at the bottom of simulation 
box and ionomer which was composed of hydrated 
PFSA was place on the surface. In the dotted line box, 
we adjusted the number of oxygen molecule to be 
constant in the space between the interface of ionomer 
and the top of simulation box to keep the pressure of 
oxygen molecule constant. Also, we transferred the 
oxygen molecule which permeated through platinum 
surface to the gas space. By the system, the gradient of 
concentration of oxygen molecule made up in the 
ionomer.

Fig.1 The schematic diagram of this system 
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3. Results and Discussion 

Fig.2  Density distribution of (1)ionomer, (2)PFSA 
and (3)water. Black line is �=3, red line is 5 and blue 
line is 7, respectively 

Density distribution of ionomer (PFSA and water), 
PFSA and water molecules are shown in Fig.2. From 
upper side, the results of (1)ionomer, (2)PFSA and 
(3)water molecules distribution in the case of water 
content rate � = 3, 5, 7, respectively are shown. Here, x
axis is the distance of Pt surface r and y axis is density. 
From Fig.2 (1), it is said that PFSA membrane gathers 
toward the catalyst surface. This phenomenon occurs 
because Pt strongly attracts the other molecules. Also, 
the thickness of ionomer is about 20~30 Å in all cases 
and density of ionomer increases as water content rate 
increases at r = 8~14 Å. However, it is said that the 
density of PFSA membrane which contain water 
molecule decreases as water content rate increases and 
this result is different from this simulation result. In the 
future, it is necessary to verify whether this reason 
depends on annealing method or the property of ionomer. 
From Fig.2 (2) and (3), the density of PFSA on the Pt 
surface decreases as water content rate increases, which 
indicates that water molecule adsorbs Pt surface stronger 

than PFSA atoms. This reason is why the interaction 
between water and Pt is stronger than that between 
PFSA and Pt. From this result, it is said that the 
interaction between PFSA and Pt is very important in 
this calculation. 

Density distribution of oxygen molecule is shown 
in Fig.2. From this figure, the density rapidly decreases 
at r = 8Å in all cases. We thought that this reason is why 
the ionomer gathered on the Pt surface and filled in the 
void where oxygen molecule went through because in 
all cases, the densities of ionomer were same but oxygen 
permeation changed by the change of the density of 
liquid molecules. In particular, the densities of ionomer 
are same at r = 3 Å in all cases but oxygen permeated in 
the case of � = 3 while it didn’t permeate in the case of �
= 5, 7 because at r = 0, the density is approximately zero. 
Therefore, even if density of ionomer is same, oxygen 
permeability decreases when density of water is high 
because mass of water molecule is less than mass of 
PFSA and many molecules gathered on the Pt catalyst 
surface. From this result, we think that void distribution 
in the ionomer influences oxygen permeation. 

Fig.3 Density distribution of oxygen molecule

4. Conclusion 
The oxygen permeability in the ionomer of catalyst 

surface was examined by using molecular dynamics 
simulation. In this simulation, PFSA ionomer adsorbed 
on Pt surface and forms a thin film structure and water 
adsorbed stronger on the Pt surface, Moreover, It is said 
that the oxygen permeability decreased as water content 
rate increased. In the future, we will verify the potentials 
between oxygen and water, oxygen and PFSA by means 
of static calculation of solubility and sample the void 
distribution in the ionomer. 
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ABSTRACT 

The objective of this study is to evaluate the effect of radiative heat transfer on the bioheat transfer in the biological tissue for safe 
laser therapy. The analysis is important to accurately estimate radiative propagation and heat transfer in the biological tissue. In this 
study, the radiative heat transfer is solved with the Radiation Element Method by Ray Emission Model (REM2), and then coupled 
with axisymmetric bioheat transfer. The radiative propagation and heat transfer effect of laser power and beam radius are evaluated 
for biological tissue. 

 
1. Introduction 
   Radiative heat transfer in biological tissue is 
encountered in applications such as laser therapy for a 
skin disease. For example, it is used to be such as 
treatment of cancer and skin disease. However, heat 
transfer in the biological tissue is difficult to measure 
experimentally. 
   The analysis of laser therapy has been conducted for 
a long time. Guo et al, simulated laser therapy using the 
ultrafast pulse laser. They used Transient Discrete 
Ordinate Method (TDOM) to calculate the radiative 
transfer. In biological tissue, the ultrafast radiative heat 
transfer of the focused beam is simulated by TDOM and 
the transient Pennes bioheat equation is solved 
numerically(1). Moreover, Sakurai et al. calculate 
radiative heat transfer in laser therapy by Radiation 
Element Method by Ray Emission Model (REM2)(2-3). 
REM2 employs a deterministic approach so that the 
computational speed is faster than Monte Carlo method. 
   However, previous research by using REM2 is 
unrealistic because of one-dimensional calculation(4). In 
order to estimate the exact radiative heat transfer, the 
consideration of 3-D effect is required. In the case of 
laser therapy, 3-D transport phenomenon can be 
approximated by 2-D axisymmetry. In this study, in 
order to achieve a safer laser therapy, the axisymmetric 
two-dimensional radiative and bioheat transfer is solved, 
and to determine the temperature distribution in 
biological tissue is determined. 
 
2. Computational method 
   Figure 1 shows the two dimensional axisymmetric 
model of radiative and bioheat transfer. The bioheat 
transfer equation for light with internal heat generation 
duo to laser heating is given by 

� �2
p met b b b b R

Tc k T q c T T q
t

� � ��
� � � � � ��

�
(1) 

where ρ is the density of biological tissue, ρb is the 
density of blood, ωb is blood perfusion rate, cp is the 
specific heat of blood, T is the temperature, Tb is the 
temperature in blood, qmet is metabolic heat generation 
rate, qR is the radiative heat flux. Light propagation 
inside biological tissue is described by the radiative 
transfer equation, 

 
Fig. 1 The axisymmetric radiation and heat transfer 

model inside a biological tissue 
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The positional and directional radiation intensity Iλ is 
obtained by solving eq. (2). The divergence of the 
radiative heat flux is given by 

, , , ,
1

1 K
R A

R i i i b i j i R j
ji

q A E F Q
V

�
�

� �
� � �� �

� �
� ,         (3) 

where i is number of element, Vi is volume, Ai
R is 

effective area, εi is emissivity, Fj,i
A is absorption view 

factor, Eb,i is black body emissive power, QR,j is radiative 
energy. The effective area and absorption view factor are 
defined as follows 

� � � �
4

1 ˆ 1 expR
iA A s S d��

�
�

� �� � � �� �� ,       (4) 

� �, ,1
A Ei

j i j iS
i

F F�
�

�
�

,              (5) 

Thermal and optical properties are tabulated in Table 
1. Laser power 

LQ  is changed from 0.05 to 2.0 W, and 
beam spot radius 

Lr  is changed from 1 to 4 mm. 
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Table 1. Thermal and optical properties of  
dermis tissue(5-6) 

Specific heat, pc  [J/(kg�K)] 3300 
Density, �  [kg/m3] 1200 

Thermal conductivity, k  [W/(m�K)] 0.45 
Blood perfusion rate, b�  [1/s] 1.25×10-3 

Metabolic rate, metq  [W/m3] 1364 
Absorption coefficient, �  [1/m] 16.5 
Scattering coefficient, s�  [1/m] 17100 

 
3. Results and Discussion 
   To evaluate the effect of laser power on the 
temperature distribution, beam radius and irradiation 
time are set at constant. Figure 2 shows the temperature 
distribution on the center axis of the biological tissue 
with changing irradiation power. The laser power of 40 
J/cm2 is generally used for laser therapy. As shown in 
Fig. 2, there is risk of burning that laser of 0.5 W for 10 
s is irradiated. Additionally, the heat transfer only a 
depth of less than 5mm. 
 

 
Fig. 2 Temperature distribution on the center axis of the 

biological tissue with changing irradiation power 
 

To evaluate the effect of beam radius on the time 
variation, laser power is set at constant. Figure 3 shows 
the time variation of temperature for four difference 
beam radii at the center of surface. In addition, the 
temperature of beam radius of 0.1 mm reached at about 
80 , and the temperature converged when time is 
about 100 s in all cases. 
 

 
Fig. 3 Time variation of temperature at center with 

changing the beam radius 

Figures 4 show the axisymmetric temperature 
distribution for different beam radius. Figure 4(a) 
shows high temperature region is concentrated in the 
spot of irradiation. Figure 4(b) shows heat transfer in r 
direction is larger than the case of Fig. 4(a). The 
temperature distribution can change by changing the 
beam spot at the same laser power. Moreover, in this 
case, irradiation time shorter than 100 s is desirable. 
 

 
(a) Beam radius is 1 mm 

 

 
(b) Beam radius is 2 mm 

 
Fig. 4 Comparison of heat transfer between the beam 

radius is 1 [mm] and 2 [mm]: 
 
4. Conclusion 
   A thermal analysis combining the radiative heat 
transfer and bioheat transfer is developed. In this study, 
the following findings were obtained, 
1. In order to describe a heat transfer inside biological 

tissue, the radiative heat transfer analysis coupled 
with bioheat transfer axisymmetric analysis. 

2. The effect of laser power on the temperature 
distribution and beam radius on the time variation 
are evaluated. 

3. The maximum temperature was high when the 
beam spot is small, and the larger beam spot heated 
up at lower temperature in a wide area. 
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ABSTRACT 
In this study, we focused on carrier multiplication effect (CME) of Si quantum dot (QD) as the method for improving the conversion 
efficiency of Si-QD solar cells. We researched on the suitable structure of QD for CME with computational method. Consequently, 

we found that the interface structure has big influence on band structure of QDs and CME. Particularly, we found that oxygen around 
QD have harmful effects on CME. In addition, size of QDs also influenced to them. Therefore, the optimization of QDs structures 

and surrounding atom is very important for improving the conversion efficiency of Si-QD solar cells. 
 

1. Introduction 
Quantum dots (QDs) solar cells have been paid 

atten-tion to as high-efficiency oriented solar cells. The 
ideal conversion efficiency of these solar cells is more 
than 66% [1]. However, the reported efficiencies are at 
most 10% [2, 3]. Therefore, a further improvement of 
conversion effi-ciency is needed. One of the approaches 
to improve the efficiency is use of carrier multiplication 
effect (CME).  Fig. 1 shows the scheme of CME. In 
this effect, when an electron relaxed, some other 
electrons are excited by the emitted energy. Therefore, 
QDs solar cells can use the solar energy more efficiently 
compared with conventional one. 

To use CME effectively, the optimization of band 
structure of QDs is needed. As a factor of influences to 
band structure of QDs, dot size and QD/bulk interface 
structure are suggested [4, 5]. In particular, QD/bulk 
inter-face structure is important because QDs are buried 
in other bulk semiconductor. 

In this study, we focused on the effect of dot size and 
interface structure on CME. For the porpose, we 
construct-ed the Si-QD models with different size and 
interface structure. We calculated carrier multiplication 
rate (RCM) by quantum chemical calculation for each 
model. Then, we compared the difference between these 
models. 

 
2. Method 
Calculation Models 

To consider the effect of dot size and interface 
structure, we constructed 1 nm Si-QD models. Fig. 2 
shows the calculation models. In this study, difference of 
interface structure was considered by changing the 
passivating atom. Fig. 2(a) is the Si-QD model 
terminated by Hydrogen (H-model), and Fig. 2(b) is 
terminated by Hydroxyl (OH-model). We analyzed the 
electronic structure of each model with quantum 
chemical calculation. Then, we researched the effect of 
interface structure on band structure of QDs. Moreover, 
to investigate the size effect, we constructed 1.5 nm 
Si-QD models, and we performed the same calculation 
for 1.0 nm. 
Carrier Multiplication Rate 

To estimate the influence of change of band structure  

 
 
 
 
 
 
 
 
 
 
 

Fig.1 Carrier multiplication effect 
 
 
 
 
 
 
 
 
 
Fig.2 Si-QD model: (a) H-model (Si29H36) 
(b) OH-model (Si29(OH)36) 
 
on CME, we calculated RCM by quantum chemical 
calcula-tion. Because CME is the inverse Auger process, 
RCM is ob-tained from Coulomb interaction between  
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where i and
xf are the initial and final electronic 

states, Ei and Efn are their eigenvalues, and H�  is the 
Coulomb interaction. ��is the parameter including the 
influence of phonon. 

 
3. Results and Discussion 
Electronic Structure 

Fig. 3 shows the partial density of states (PDOS) of 
H-model and OH-model, respectively. In Fig. 3(a), 
energy levels of Si-QD are discredited and band gap is 
3.87 eV. On the other hand, in Fig. 3(b), energy levels 
are more continuous than those of H-model. Moreover, 
band gap of OH-model is 1.55 eV, about a half value 

Energy
levels

of QDs
h� Carrier

multiplication

Electron

Hole

(a) (b)

: Si

: H
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than that of H-model. From the comparison of Fig. 3, 
OH-model mi ght be more suitable for carrier 
multiplication than H-model. 

Fig. 4 shows the PDOS of 1.5 nm H-model. 
Comparing Figs. 3(a) and 4, energy levels of 1.5 nm of 
H-model becomes continuously and band gap is 2.77eV, 
which is 1.1 eV smaller than 1 nm H-model. On the 
other hand, about the OH-model, PDOS and band gap 
were similar for 1 nm and 1.5 nm models. This result 
suggests that the dot size has big influences on the band 
structure. In addition, it is suggested that the size effect 
is influenced by interface structure of QDs. 

As a result, it is suggested that the band structure is 
greatly changed by interface structure and dot size. Then, 
it is thought that the CME is also influenced by interface 
structure. Therefore, we performed calculation of RCM 
and researched the effect of that on CME. 

 
Carrier Multiplication Rate 

To research the effect of the difference of band 
structure on CME, we estimated RCM for each model. 
Fig. 5 shows the results. In Fig. 5, RCM of H-model are 
larger than those of OH-model, and the difference 
increases with increasing in the excess energy for 
exciting other electron (Ej - Ei - Bg). From the PDOS, 
OH-model seems to be suitable for carrier multiplication 
because of the small band gap and continuous energy 
levels. However, RCM of OH-model is smaller than that 
of OH-model. This is because the molecular orbital in 
QDs are biased to the surrounding with OH termination. 
Therefore, overlap of the molecular orbital weakens and 
the RCM decreases. As a result, it is suggested that the 
OH-termination have a bad influence in CME though it 
is effective for a decrease of band gap. It is suggested 
that oxygen around QDs decrease the conversion 
efficiency. 

 
4. Concluding remarks 

In this study, we researched on the effect of dot size 
and interface structure on CME. Consequently, we 
found that the interface structure has big influence to 
band structure of QDs and CME. Particularly, oxygen 
has harmful effect for CME. In addition, the dot size 
also influenced to them. Therefore, the optimization of 
QDs structures and surrounding atom is very important. 
Although we used small models in this case, we learn 
much knowledge with more large scale calculation. 
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ABSTRACT 
To investigate the effect of diffusion of mediator and electron transfer reaction between mediators on the current density, we have 
developed a numerical simulation method in biofuel cell anode. The model calculation showed both diffusion coefficient of 
mediator and rate constant of electron transfer reaction between mediators were found to be significant for an increase of the 
current density. 

1. Introduction 
A biofuel cell which uses enzyme as a catalyst is 

new energy transformation technology to convert 
chemical energy of fuels to electricity. In biofuel cell 
electrodes, electron transfer from enzymes to electrodes 
is an important factor. Mediators are generally used to 
shuttle electrons from enzymes to electrodes. Because a 
variety of fuels, such as glucose and ethanol, can be 
used under moderate conditions, biofuel cell is hoped to 
work for a portable energy source and an effluent 
purification device which can generate electricity at the 
same time [1]. 

One of the important issues to be addressed in 
biofuel cell is its low current density. While Tokita et al.
reported the correlation between mediator and current 
density, the detailed reason remains unclear [2]. 

Thus in this study, for the theoretical screening of a 
high-performance mediator, we performed the model 
calculation of the biofuel cell anode and analyzed the 
influence of diffusion of the mediator and the electron 
transfer reaction between mediators on current density. 

2. Method 
The schematic illustration of biofuel cell anode is 

shown in Fig. 1.  
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By the model calculation, we modeled the biofuel 
cell anode as follows. 

- Enzyme reaction of the ping-pong mechanism 

Where Eox and Ered are the oxidised and reduced forms 
of the enzyme, S and P are the substrate and product and 
Mox and Mred are the oxidised and reduced forms of the 
mediator, respectively. 

The rate of enzyme reactions is expressed by 

Where CEnz, CS and CMO are the concentrations of the 
enzyme, the substrate and the oxidised mediator, 
respectively, kcat (= k2) is the turnover rate, and KS [= 
(k-1 + k2)/k1] and KM (= k2/kmed) are the Michaelis 
constants for the substrate and mediator, respectively. 

- The electron transfer reaction between 
mediators 

The electron transfer between mediators was 
assumed as a reaction mechanism that a proton moved 
with an electron. The rate of electron transfer reaction is 
expressed by 

The reaction-diffusion equations of mediator and 
substrate are 

  

Where CMR is the concentration of the reduced mediator, 
and DM and DS are the diffusion coefficient of the 
mediator and substrate, respectively. 

The current density at the electrode surface(x=0) was 
calculated by the concentration of reduced form 
mediator as follows. 

Where A is the surface area of the electrode, F is the 
Faraday constant, and n is the stoichiometric coefficient for 
electron transfer.  

Fig. 2 shows the calculation model used in our study. 
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Fig. 1 Schematic illustration of biofuel cell anode



－ 538 － － 539 －

Electrode

0 x[cm]2 5
0.1 cm

Mediator:0.001 mol/cm3

Substrate:0.0001 mol/cm3

Enzyme:4.2�10-11 mol/cm3

Electrode

0 x[cm]2 5
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Enzyme:4.2�10-11 mol/cm3

Fig. 2 The calculation model  

We adopted the calculation parameters used in 
Tamaki et al. [3] 

3. Results and Discussion 
Fig. 3 shows the relationship between DM and 

maximum current density, as well as DM and arrival time 
calculated by the model. The electron transfer reaction 
between mediators is not considered in this calculation.  

This figure shows that when the mediator with low DM, 
around 10-5 cm2s-1, is used, the apparent electron 
diffusion of mediator becomes rate-limiting step at the 
electrode. Thus, to enhance the current density, increase 
of DM is shown to be of significant. In addition, it 
indicates that while the maximum current density 
reaches the maximum value at higher DM, arrival time of 
reaching the maximum current density becomes rapid 
with increase of DM. 

Fig. 4 shows the relationship between k and 
maximum current density, as well as k and arrival time 
of that calculated by the model. 

The diffusion of mediator is not considered in this 
calculation. With increase of DM, the current density is 
improved with increase of the rate constant of electron 
transfer reaction between mediators without considering 
diffusion. It is suggested that the electron transfer 
reaction between mediators play an important role as 
diffusion of mediator. 

Because it is thought that both diffusion of mediator 
and electron transfer reaction between mediators happen 
at the same time under the realistic condition, it 
indicates that both DM and k strongly influence the 
current density.  

Fig. 5 shows the relationship between kcat and 
maximum current density when DM and k are 10-5 cm2s-1

and 10-3 cm3mol-1s-1, respectively.  

The result shows increase of maximum current 
density with increase of kcat. The reason why the 
maximum current density is improved with increase of 
turnover rate of enzyme is the concentration gradient 
changes. Thus, compare Fig.5 with Fig.3 or Fig.4, the 
rate change of the maximum current density is small. 

4. Concluding remarks 
In this study, for the theoretical screening of a 

high-performance mediator to enhance the current 
density, the model calculation of the biofuel cell anode 
was performed and analyzed the influence of diffusion 
of the mediator and the electron transfer reaction 
between mediators on current density. 
It was found the electron transfer reaction between 
mediators played a role as diffusion effect of mediator. 
Thus, it is indicated that the mediator performance is 
affected by both the diffusion coefficient of mediator 
also the rate constant of the electron transfer reaction 
between mediators.  
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Fig. 3 Relationship between DM and maximum 
current density, as well as DM and arrival time of 
maximum current density

Fig. 4 Relationship between k and maximum 
current density, as well as k and arrival time of 
maximum current density

Fig.5 Relationship between kcat and maximum 
current density. The parameters were DM and k are 
set to 10-5 cm2s-1 and 10-3 cm3mol-1s-1, respectively.
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ABSTRACT 
Ignition and combustion characteristics of gaseous mixture of major gasoline components (n-heptane, iso-octane, and toluene) were 
examined using a micro flow reactor with a controlled temperature profile. In the low flow velocity region, multi-stage weak flames 
which represent fuel ignition characteristics were observed. Distribution of chemiluminescence and flame location were changed 
when composition of n-heptane / iso-octane was varied. Results of 1-D steady computation reproduced the experimentally observed 
flame responses. In addition, an effect of toluene addition on ignition process was also examined by observing weak flames. 
 
1. Introduction 

In terms of energy savings, improvement of internal 
combustion systems efficiency is required. Especially 
for development of compression-ignition engines, the 
understandings of the ignition process of various fuels 
would play an important role. 

In this study, we employed a micro flow reactor with 
a controlled temperature profile [1]. Quartz tube with a 
diameter smaller than the quenching diameter is heated 
by an external heat source so as to have a stationary 
temperature gradient. Due to the small inner diameter of 
the tube, temperature of the gas phase strongly depends 
on the temperature profile of the inside surface of the 
tube. In our previous studies, ignition and combustion 
characteristics of methane/air [2], DME/air [3], and 
n-heptane/air [4] mixtures were examined by the reactor. 

This study focused on the ignition and combustion 
characteristics of major gasoline components, i.e. 
n-hetpane, iso-octane, toluene, and their blended fuels. 
Blended fuel of n-heptane and iso-octane is used as PRF 
(Primary Reference Fuel) which defines octane number, 
the index of anti-knock property in IC engines. Toluene, 
which has inhibition effect on ignition, is used as octane 
booster in IC engine combustion. However, there are 
less experimental data of ignition of toluene compared 
to that of PRF, due to its low ignition performance. Thus, 
its reaction kinetics has not been fully understood. 

The first objective of this study is to show the 
resolution ability of present reactor for octane number 
change by examining PRF/air flames and confirm the 
ability of this method to examine combustion and 
ignition process of practical fuels. In addition, the effect 
of toluene addition on ignition process is examined. 

External heat

H2 / Air

300 K

1300 K

x

Twall

OTest section

Gaseous PRF/Air Flame

Wall temperature profile

 

Fig. 1 Experimental setup. 

 

2. Experimental and computational method 
Figure 1 shows the schematic of the experimental 

setup. A quartz tube with an inner diameter of 1 - 2 mm 
was employed as a reactor and heated by H2/air 
premixed burner so as to have a stationary temperature 
profile (300 - 1300 K). A gaseous fuel/air mixture 
coming into the quartz tube ignites in the tube and the 
flame remains at a certain location. This flame image 
was captured with a digital still camera with a CH filter.  

To examine the experimental results for PRF/air, 1-D 
steady computations were conducted with a code based 
on PREMIX. Heat convection term between gas phase 
and wall was added to energy equation. Wall temperature 
profile was given in the heat convection term. Detailed 
reaction mechanism of PRF [5] was selected. Flame
location was defined as the peak of the heat release rate. 

3. Results and discussion 
Flame responses to the inlet flow velocity were 

examined using PRF100 (iso-octane 100%) / air mixture 
under atmospheric pressure. Stable flat flame (Normal 
flame) was observed in a high flow velocity region (U > 
50 cm/sec). Unstable flames called flames with 
repetitive extinction and ignition (FREI) [1] were 
observed in an intermediate flow velocity region (U = 8 
- 50 cm/s). Stable flames with weak luminescence 
(Weak flames) were observed in a lower flow velocity 
region (U < 8 cm/sec).  

In the weak flames regime, two luminous zones were 
observed in the flow direction. Observation of weak 
flames is expected to be efficient for investigation of the 
ignition process of the fuel in each temperature region. 
Thus, special attention will be paid to the weak flame 
phenomena from the next section.  

First, the responses of weak flames to various octane 

Flow direction

(a) Normal flame U > 50 cm/sec

(b) FREI        U = 8 50 cm/sec

(c) Weak flames    U < 8 cm/sec
 

Fig. 2 Flame images captured through optical filter: 
(a) Normal flame (U = 51 cm/s), (b) FREI (U = 10 cm/s), 

and (c) Weak flames (U = 1.6 cm/s). 
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Fig. 3 Weak flame images of fuels with various 
octane numbers (U = 1.2 cm/sec, P = 1 atm).  

 
numbers were examined using PRF/air. Figure 3 shows 
the images of weak flames with various octane numbers.  

In the case of PRF0 (n-heptane 100%), two luminous 
zones in the downstream side (high temperature region) 
and another weak luminous zone in the low temperature 
region were observed. This three-stage oxidation process 
of PRF0 was previously observed by Yamamoto et al. 
[4]. According to their study, the weak luminous zone in 
the low temperature region is cool flame, and two 
luminous zones in high temperature region are separated 
hot flames. Luminosity from cool flame became weaker 
and the second hot flame position shifted to the higher 
temperature region as octane number increases.  

Figure 4 shows the computational HRR profiles of 
various PRF. In the case of PRF0, three peaks of the 
HRR profile were confirmed. By the gas sampling 
analysis [4], these three reactions were confirmed to 
correspond to the three luminous zones observed in the 
experiment. On the other hand, the peak value of cool 
flame decreased as octane number increases. In addition, 
the second hot flame position shifted to the higher 
temperature region as octane number increases. These 
tendencies well agree with the experimental results. 
These results indicated the sufficient resolution ability of 
the present reactor to investigate the general ignition 
process of practical fuels with various octane numbers. 

Secondly, weak flames of PRF0 and blended fuel 
(PRF0 + Toluene, 70:30) were examined to observe the 
effect of toluene addition to PRF. In this investigation, 
pressure was varied from 1 - 5 atm. 

Figure 5 shows the comparison of weak flames of 
PRF0 and the blended fuel. In the case of PRF0, 
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Fig. 4 Computed HRR and given wall temperature 

profile (U = 1.2 cm/sec, P = 1 atm).  
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(a) PRF0/air

(b) PRF0 + Toluene (70:30) /air

 
Fig. 5 Weak flame under elevated pressure (U=2.0 

cm/sec): (a) PRF0/air, (b) PRF0 + toluene /air. 
 

luminosity of cool and 1st hot flames increased and 2nd 
hot flame became broader as pressure increases. These 
tendencies were also observed in the case of blended fuel, 
however, luminosity of cool and 1st hot flames were 
weaker than that of PRF0 under every pressre range and 
luminosity seemed to be more concentrated in the 2nd 
hot flame. In addition, cool flame was stabilized in 
higher temperture region compared to the case of pure 
PRF0. This shift indicates that toluene addition has 
inhibition effect on the low tempearture reaction. 

By examining the weak flames of blended fuel, 
present method was confirmed to be useful for obtaining 
experimental data of reaction of toluene. 

4. Conclusions 
Ignition and combustion characteristics of major 

gasoline components were investigated using a micro 
flow reactor with a controlled temperature profile.  
- Flame responses to various inlet flow velocities 

were examined using PRF100 as a fuel. Three 
different flame regimes were observed; normal 
propagating flame, FREI, and stable weak flames. 

- Weak flame responses to octane number were 
examined by changing the composition of iso-octane 
/ n-heptane. Sufficient resolution ability of the 
present reactor for octane number change was 
confirmed. 

- Inhibition effect of toluene addition on ignition was 
confirmed by observing weak flames at 1 - 5 atm. 
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ABSTRACT 

   In this study, temperature-sensitivity of several Temperature-Sensitive Paints in the cryogenic temperature and endurance of 
paints under temperature of liquid nitrogen were investigated in order to apply Temperature-Sensitive Paint to cryogenic cavitation 
tests. Additionally, the temperature distribution of a flat plate surface under cryogenic condition was measured by using a TSP. 
 
1. Introduction 
   Cryogenic cavitation is one of the major problems in 
the development of rocket engines [1]. The temperature 
distribution on the model caused by thermodynamic 
effect is necessary for the analysis of this phenomenon. 
Quantitative temperature distribution on the model 
surface can be measured by using Temperature-Sensitive 
Paint (TSP). However, there are a few application of TSP 
to cryogenic condition, for example, boundary layer 
transition detection in cryogenic wind tunnel [2]. 
   In this study, temperature-sensitivity of several TSPs 
was investigated by calibration test in order to develop 
TSP applicable to cryogenic cavitation test. And 
cryogenic endurance of paints was also studied by 
dipping TSP samples in LN2. Finally, the measurement 
of temperature distribution of flat plate under cryogenic 
condition was demonstrated. 
 
2. Experimental methods and conditions 
   Four TSPs, cryoTSP, PTMSDPA-TSP, Rhodamin 
B-TSP, La2O2S: Eu-TSP were made for calibration test, 
as seen in Table.1. And Fig.1 shows the setup of 
calibration test. Luminescent intensity of each TSP 
sample was measured between -190oC and 10 oC. A 
calibration chamber was used for temperature control. 
Blue LED and Hg-Xe lamp with optical filter were 
respectively used as excitation light. And 16bit cooled 
CCD camera equipped suitable bandpass filter was used 
as a photo detector.  
   For cryogenic endurance test, three tests were carried 
out by changing thickness of TSP, existence of 
undercoating (Epoxi Primer, White Paint), sample 
material (aluminum, polycarbonate), cool time, 
precooling time, crack initiation of TSP after being 
dipped in LN2 was observed. In the case of the 
temperature distribution measurement, a polycarbonate 
sample plate (75 25 t5mm) was used. For comparison, 
five thermocouples were placed on the sample and 
connected with data logger. Sequential temperature 
distribution images were acquired by using TSP when 
the lower part of the sample was dipped in LN2, at the 
same time temperature data was acquired by 
thermocouples. Fig. 2 shows the setup of temperature 
distribution measurement. 
 
 

 

 
Fig. 1 Setup of calibration test 

 
 

 
Fig. 2 Setup of temperature distribution measurement 

 
 
3. Results and Discussion 
   Fig.3 is the result of calibration test. This shows that 
cryoTSP has the highest temperature sensitivity under 
cryogenic temperature, about 0.80%/ oC at -190oC. On 
the other hand, PTMSDPA has the highest sensitivity 
between -90oC and 10 oC. CryoTSP was used in the 
following experiments. 
   Fig.4 is surface image of some TSP samples in 
cryogenic endurance test. From this test, paint defect 
easily occurred when aluminum was used as sample 
material. This is caused by difference of coefficient of 
thermal expansion between TSP and sample plate. By 
spraying Epoxy Primer as undercoating, the endurance 
can be improved. On the other hand, no need for 
polycarbonate samples. 
   Fig.5 shows sequential images of temperature 
distribution obtained from cryoTSP. This shows that the 
plate was gradually cooled from the lower part dipped in 
LN2. Fig.6 is the temperature time history result of 
comparison with thermocouples data. There are 
differences between them, especially immediately after 
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dipping and after enough time passed. This may be 
mainly caused by heat conduction of thermocouples.  
 

 
Fig. 3 Temperature sensitivity 

 
Table. 1. Composition of TSPs  

Name Dye Binder 

cryoTSP  Ru(trpy)2  Clearcoat 

PTMSDPA-TSP PTMSDPA(Combined) 
Rhodamin B-TSP Rhodamin B Clearcoat 
La2O2S: Eu-TSP La2O2S: Eu Clearcoat 

 
 

 

 
Fig. 4 Images of cryogenic endurance test 

(a)Al, cryoTSP 110�m with W.P.  (b)Al, cryoTSP 
140�m with E.P. and W.P  (c)PC, cryoTSP 110�m 

(d)PC, cryoTSP 140�m with W.P.  
 

 
Fig. 5 Time historiyof temperature distribution 

 
Fig. 6 Comparison of cryoTSP results and thermocouples 
 
4. Conclusion remarks 
   Four TSPs were made and temperature sensitivity 
was investigated. As a result, cryoTSP had the highest 
sensitivity of the four at -190OC. The development of 
higher-sensitive TSP is required in the future to measure 
the degree of thermodynamic effect with higher 
temperature resolution. 
   From the results of cryogenic endurance test, it is 
revealed Epoxy Primer need spraying as undercoating 
when aluminum material is used as a model material. On 
the other hand, no need for polycarbonate material.  
   Finally, temperature distribution of flat plate under 
cryogenic condition can be measured by using cryoTSP. 
Some difference with thermocouples data was observed 
but they roughly agreed with each other. This may be 
mainly caused by heat conduction of thermocouple. 
However, application possibility of TSP to cryogenic 
cavitation test was indicated. 
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ABSTRACT 
Weak flames of methane, propane and n-butane are investigated using a micro flow reactor with a controlled temperature profile. 

We also conduct one-dimensional computations using detailed reaction scheme. The weak flame of methane located at highest 
temperature region in these fuels and the n-butane weak flame located at lowest. Computation predicted the flame positions 
qualitatively, but in methane case, it does not agree with the experimental result. We also found the correlation between weak flame 
positions and research octane number which is one of the major fuel index of ignition characteristics. 

 
1. Introduction 

Since natural gas is advantageous to other fossil fuels 
in terms of CO2 and SOx emissions, it is one of the most 
promising alternative fuels which can be used in gas 
turbine, boilers, natural gas vehicles and so on. For 
improving the efficiencies of such combustion devices, 
knowledge on ignition and combustion characteristics is 
essential. Hence, we focus on methane, propane, and 
n-butane in this study which are the main components of 
natural gas. Although numerous studies on ignition 
characteristics of these pure fuels based on ignition 
delay times are conducted using RCM or shock tube, we 
are going to focus a micro flow reactor with a controlled 
temperature profile [1] in this study. Using this reactor, 
ignition temperature of methane [2] was measured and 
spatially steady multi-stage oxidations of dimethyl 
ether[3] and gasoline primary reference fuel [4,5] were 
observed. Observations of those flames provided new 
knowledge on combustion and ignition characteristics 
including low temperature oxidation to high temperature 
oxidation of those fuels.  

This work investigates weak flame behaviors of main 
natural gas components such as methane, propane and 
n-butane. By focusing the behaviors of weak flame 
positions of each fuel, and we compare it with Research 
Octane Number (RON).  
 
2. Experimental and computational methods 

Figure 1 shows a schematic of experimental setup. We 
employed 2 mm inner diameter quartz tube as a reactor 
and heated it using premixed H2/air flat flame burner. 
With this external heating, a steady temperature profile 
in axial direction with maximum temperature 1300 K 
was given. The premixed fuel/air mixture, whose 
temperature is nearly 300 K was introduced into this 
quartz tube with low flow rate. The mixture was heated 
by hot wall and ignited at a specific position. We 
controlled an equivalence ratio at �=1 and mean flow 
velocity at entrance of tube U=2 cm/s. We used a digital 
still camera with a band pass filter to observe weak 
flame in the reactor. We defined maximum brightness 
point as a weak flame position in experiment. The wall 
temperature was measured by K-type thermocouple. 

One-dimensional steady computations were 
conducted by PREMIX-based code [6]. We added the 
term of heat transfer between gas and wall to the gas 

phase energy equation. In computation, experimental 
wall temperature profile was given as the wall 
temperature profile of the channel. We used detailed 
reaction schemes of Natural gas III [7] and GRI 3.0[8]. 
Computational condition is the same as experiment; 
�����U=2 cm/s, pressure �p=1 atm.  
 
3. Result and discussion 
3.1 Experimental weak flame positions 

Figure 2 shows the weak flame images of methane, 
propane and n-butane. We observed only one luminous 
zone in each fuel. Using these experimental images, we 
identified wall temperature at the weak flame location. 
The averaged values are shown in fig. 2. From these 
results, methane weak flame located at the most 
downstream side or higher wall temperature position 
than those of propane and n-butane weak flames. And 
propane weak flame located at the higher temperature 

 
Fig. 1 Schematic of experimental setup. 

 
  Flow direction →   Exposure time: 1 min 

 

 

 
Fig. 2 Weak flame images of each fuel. 
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than n-butane did. We found a tendency that the weak 
flame of higher hydrocarbon fuel locates upstream. 
 
3.2 Computational weak flame positions 

Figure 3 shows the computational heat release rate 
(HRR) profiles of each fuel using Natural gas III scheme. 
Strong correlation between HRR peak and CH peak was 
confirmed in our past study, and CH peak has strong 
correlation with chemi-luminescence observed in 
experiments. Therefore, We defined the maximum HRR 
position as weak flame position in computation, and 
compared with experimental weak flame positions. 
Figure 4 shows the comparison of experimental and 
computational flame positions of each fuel. 
Experimental results (□) have a tendency that the weak 
flames of fuels for larger numbers of carbon atoms 
locate at the lower temperature region. The 
computational results (○) using Natural gas III 
reproduced similar tendency. However prediction for 
methane case by Natural gas III was not acceptable 
accuracy. Prediction for methane by GRI3.0 was in 
satisfactory accuracy with the difference about 6 K. This 
implies computational weak flame position can be 
utilized for examining reaction schemes. 

 

0

0.01

0.02

0.03

0.04

0.05

0.06

1100 1150 1200 1250 1300

H
ea

t r
el

ea
se

 ra
te

 [k
W

/c
m

3]

Wall temperature [K]

propane
methane

n-butane

 
Fig. 3 Computational heat release rate profiles of each fuel. 
 
3.3 Correlation with RON 

We investigated the relationship between flame 
position and ignition characteristics. RON was 
employed as an index of ignition characteristics. The 
RONs of each fuel is 120 for methane, 112 for propane, 
and 94 for n-butane [9]. As extensively known, smaller 
RON fuel is easier to be ignited. According to RON 
index, n-butane is the easiest to be ignited, and methane 
is the hardest.  
 
4. Conclusions 
  Weak flame positions of methane, propane and 
n-butane were investigated using a micro flow reactor 
with a controlled temperature profile. We observed one 
luminous zone in each fuel experiment and the 
temperature region of each weak flame was different.  
Methane weak flame located highest temperature region 
in three fuels, and n-butane was lowest. This tendency 
was reproduced by one dimensional computation using 
Natural gas III reaction scheme. In methane case,  

GRI3.0 provided better prediction than Natural gas III 
did. This difference between two reaction schemes 
indicates a possibility of reaction scheme verification 
using weak flame positions in the micro flow reactor.
We also showed the correlation between weak flame 
position in micro flow reactor and RON. 
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Fig. 4 Experimental and computational flame positions. 
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Fig. 5 Correlation between weak flame position and RON. 
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ABSTRACT 
Cryogenic slush fluids are solid-liquid two phase fluids. Since their density and refrigerant capacity are greater than those of 

liquid-state fluid alone, there are high expectations for use of slush fluids as functionally thermal fluid in various applications. In this 
research, 3D thermally non-equilibrium two-fluid model based on Euler-Euler coupling method was applied to clarify the heat 
transfer characteristic of slush fluids in a horizontal circular pipe. The calculated results were compared with the experimental results. 
The numerical result was verified to be able to analyze the heat-transfer characteristics of the slush fluid with sufficient accuracy. 

1. Introduction 
Cryogenic slush fluids, such as slush nitrogen (63 K) 

and slush hydrogen (14 K), are two-phase 
single-component fluids containing solid particles in a 
liquid. The density and refrigerant heat capacity of the 
slush hydrogen (50 wt%) increase by 16% and 18%, 
respectively compared with those of liquid hydrogen 
(20K). Because of its advantages, slush hydrogen allows 
the efficient transportation and storage of hydrogen 
energy. The energy system where slush hydrogen is 
transported as energy and used in superconducting 
power transmission refrigerant is suggested [1]. In this 
system, the synergic effect between the transportation of 
fuel and electrical power at the same time and the 
storage of those are expected. However, pressure drop 
reduction and heat transfer deterioration of slush flow 
are not clarified enough. For such equipments, it is 
necessary to understand the heat transfer characteristics 
of slush flow. 

The aim of this research is to clarify heat transfer 
characteristics of slush nitrogen and slush hydrogen in a 
horizontal pipe with the computational model based on 
3D two-phase flow model including the effect of the 
melting of the solid phase particles. 

2. Analysis method 
2.1. Computational model 

The computational model is solved by a finite 
volume method. The mesh structure of slush flow in the 
horizontal pipe is shown in Fig. 1. This mesh structure 
has total cells of 232,960. And the computational model 
enables the three-dimensional analysis of flow and heat 
transfer characteristics of slush flow in a horizontal 
circular pipe considering the exchange of mass, 
momentum and energy changes between the solid and 
liquid phases including the melting of the solid phase by 
the thermally non-equilibrium two-fluid model.  

In this two-fluid model, the solid phase is supposed 
to be the continuous phase as a dispersed particle system. 
The collisions among the particles and between the 
particles and the pipe wall are assumed to be negligible. 
To reduce the computational load for the numerical 
calculation, the incompressibility of fluid is assumed. 

The standard k-ε is adopted to simulate the 
turbulence. And the PISO algorithm is utilized for the 
pressure calculation of the liquid phase. 

2.2. Governing equations 
Following equations are the modeling equations 

employed in the Euler-Euler coupling two-fluid model.  
The continuity equation for the phase ϕ (ϕ = l for the 
liquid phase, s for the solid phase) is written as (1). 
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The energy equations are written as (3) and (4). 
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The thermal recovery method is introduced to consider 
the phase transition as (5) and (6).  
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2.3. Simulation condition 

The inlet condition of each variable is given by a 
uniform condition. The solid and liquid velocities are 
assumed to obey the non-slip boundary condition at the 
wall and the other variables are defined as the Neumann 
condition. 

The physical properties of the slush nitrogen and 
slush hydrogen are used as the values at the triple point. 
The solid fraction is set αs = 13 vol.% and the solid 
particle diameter is assumed ds = 1.3 mm. The inlet 
velocities are set in the ranges of Uin = 1.5 - 5.0 m/s. The 
heat fluxes from the wall are q = 10 and 30 kW/m2. 

X-Z

Y

705 mm

810 mm

Z0

Y

15 mm

X-Z

Y

705 mm

810 mm

X-Z

Y

X-Z

Y

705 mm

810 mm

Z0

Y

15 mm

Z0

Y

Z0

Y

15 mm

Fig.1 Mesh structure for the circular pipe. 
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3. Results and Discussions
Fig.2 shows comparisons of the bulk and wall 

temperatures between the numerical and experimental 
results for the slush nitrogen. The numerical result is 
adopted at the position of L = 705 mm which is the same 
point measured in our experiment [2]. The numerical 
result agrees well with the experimental result as shown 
in Fig.2. Thus the validity of the numerical code is 
ensured. The bulk and wall temperatures decrease with 
increase in the inlet velocity due to the relative reduction 
the heat transfer rate from the wall at higher flow rates.  

Fig.3 shows the comparisons of the heat transfer 
coefficient between the numerical and experimental 
results for the slush nitrogen. The numerical result 
agrees well with the experimental result in the low 
velocity. The experimental result of the heat transfer 
coefficient is lower than numerical result in the high 
velocity because heat transfer deterioration occurs.  

Fig.4 shows heat transfer coefficient increase rate of 
the slush nitrogen and slush hydrogen compared with 
the liquid nitrogen and liquid hydrogen. The increase 
rates of slush nitrogen and slush hydrogen decrease with 
increase in the inlet velocity. And over the 3 m/s velocity, 
the increase rates are within only a few percent. In the 
low velocity, the increase rate of slush nitrogen is higher 
than that of slush hydrogen. Because of the large 
viscosity and the high solid-liquid density ratio of 
nitrogen, the interference between solid and liquid 
phases for nitrogen increases. Thus the larger turbulence 
energy of liquid phase for nitrogen promotes the higher 
heat transfer than slush hydrogen.  

4. Concluding remarks 
In this research, the 3D thermally non-equilibrium 

two-fluid model based on Euler-Euler coupling method 
was applied to clarify the heat transfer characteristic of 
slush flow.  
1) The bulk and wall temperatures of the numerical 

result agreed well with the experimental result. 
Thus the validity of the numerical code is ensured.

2) The heat transfer coefficient of the numerical result 
agreed well with the experimental result in the low 
velocity. But the numerical result didn’t agree with 
the experimental result in the high velocity because 
of the heat transfer deterioration. 

3) In the low velocity, the heat transfer coefficient 
increase rate of slush nitrogen was higher than slush 
hydrogen. Over the 3 m/s velocity, the increase 
rates were within only a few percent. 
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Fig.2 Comparison of temperatures for the slush nitrogen. 
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ABSTRACT 
An existing calculation method to obtain global heatflux maps for temperature sensitive paint (TSP) measurement has applied to a 
one-dimensional heat conduction model with a semi-infinite model, ignoring its TSP layer and lateral heat conduction. These reduce 
an accuracy of measuring. In this study, a new calculation method considering these problems has been applied and compared with 
an existing method. These calculated heatflux have been evaluated with a thermocouple data. As a result, it has been shown that the 
new calculation method is effective for improving the calculation accuracy of an aerodynamic heating. 

 
1. Introduction 

Aerodynamic heating is one of the most important 
problems in space plane development, and is predicted 
from wind tunnel experiments. In wind tunnel 
experiments, various types of method of measuring 
heatflux have been used, and one of these is TSP 
(Temperature-Sensitive Paint) measurement. TSP 
measurement is an optical temperature measurement 
technique based on photochemical reaction of 
luminescent molecules, and it can obtain global 
quantitative heat flux maps of testing models as opposed 
to local heatflux data obtained from sensors like 
thermocouple.  

An existing heatflux calculation method for TSP 
measurement has applied to a one-dimensional heat 
conduction model with a semi-infinite base. This model 
assumes that a layer of TSP is ignored. Also, it assumes 
that heat transfer is normal direction to surface of a 
model, ignoring lateral heat conduction on a 
three-dimensional body. These assumptions can be 
sources of error in heatflux measurement if TSP layer is 
thick or thermal conductivity of base material is high. 
So, a new calculation method considering TSP layer and 
lateral heat conduction has been developed by Liu et 
al.[1,2] and applied to a wind tunnel experiment [2].  

In this study, we evaluated an accuracy of heatflux 
measuring using a new calculation method by directly 
comparing TSP data to thermocouple data in laser 
heating experiment.  

 
2. Heatflux Calculation Method 

Fig. 1 shows an illustration of one-dimensional heat 
conduction model with a semi-infinite flat plate. The 
parameter q is the heatflux at surface of the base or TSP 
layer, given by the discrete form of the solution of 
one-dimensional time-dependent heat conduction 
equation.  

In the case of ignoring TSP layer as illustrated in the 
left side of Fig. 1, the formula for heatflux calculation is 

 
� �  

(1) 
. 

 
The parameter T(t) is the surface temperature given 

by TSP data, and �b, cb, kb is the density, specific heat 

and thermal conductivity of the base, respectively.  
Then, a new calculation method, in the case of TSP 

layer on the base as illustrated in the right side of Fig. 1, 
the formula for heatflux calculation is 

 
 
(2) 

, 
 
where  
 

)1()1(,, ������� ����� bbbppppppp kckccka  
 
 
. 

    
The parameter �p, cp, kp is the density, specific heat 

and thermal conductivity of TSP, respectively, and L is 
the TSP layer thickness.  

 

 
 

Fig. 1 One-dimensional Heat Conduction Model with 
Semi-infinite Flat Plate 

 
3. Laser Heating Experiment 
3.1. Experimental Setup 

TSP measurements using CO2 laser were conducted. 
In this experiment, flat plate coated with TSP was 
heated by 1W power and 3.5mm in diameter laser for 10 
seconds. The TSP was PTMSDPA[3], which was coated 
on ceramic flat plate. Also, a thermocouple was attached 
in the area of laser heating spot. 

Fig. 2 shows a schematic illustration of the 
measurement, and Table 1 shows thermophysical 
properties of TSP and ceramic. The TSP thickness was 
9.44�m, which was measured by ultra-deep color 
three-dimensional profile measuring microscope. The 
frame-rate and exposure time of high-speed camera 
were 1000fps and 1ms, respectively.  
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Fig. 2 Schematic Illustration of Laser Heating 
Measurement 

 
 

Table 1� Thermophysical Properties 
 

Property Ceramic PTMSDPA
Dentity 
[kg/m3] 2500 1300 

Specific heat 
[J/(kg×K)] 800 1500 

Thermal conductivity 
[W/(m×K)] 1.4 0.16 

Thermal diffusivity 
 [m2/s] 7.000×10-7 8.205×10-8

 
 

 
3.2. Result and Discussion 

Heatflux was calculated by temperature data 
obtained from TSP images and thermocouple data. The 
time step of calculation is 0.1s, and t=0 is the start time 
of laser heating. For quantitative comparison, a relative 
error is defined as |{XTSP(t)�XTC(t)}/XTC(t)|×100[%], 
where XTSP and XTC are the data from TSP and 
thermocouple, respectively. 

An existing method Eq. (1) and a new method Eq. 
(2) were applied in heatflux calculation. Fig. 3 and Fig. 
4 show images of heatflux at t=2s and 8s obtained from 
an existing method and a new method, respectively. Also,   
Fig. 5 shows time histories of these heatflux data. In an 
existing method, a significant error was observed, which 
was caused by heat conduction in thick TSP layer and 
differences of thermophysical properties between TSP 
and Ceramic. Meanwhile, the error has been corrected 
by applying a new method, especially in its early peak. 
This is caused by the effect of error function ),,( LtW �  
in Eq. (2). The error was 10% in total average, lower 
than 50% of existing method. Perhaps, the rest of error 
was caused by lateral heat conduction in TSP layer and 
surface roughness of TSP. To correct these effects and 
increase accuracy of calculation, Gaussian filter will be 
applied in the future. 

 

�   
          t =2s                t=8s      [kW/m2] 

 
Fig. 3 Heatflux Images by An Existing Method 

 

 
          t =2s                t=8s      [kW/m2] 

 
Fig. 4 Heatflux Images by A New Method 

 

 
 

Fig. 5 Time Histories of Heatflux Data 
 

4. Conclusion 
TSP measurements using CO2 laser has been 

conducted, and a new calculation method considering 
TSP thickness has been applied and compared with an 
existing method. These calculated heatflux have been 
evaluated with a thermocouple data. As a result, it has 
been shown that the new calculation method is effective 
for improving the accuracy of the calculation of 
aerodynamic heating measurement. 
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ABSTRACT 

Loop Heat Pipes (LHPs) are thermal transfer devices using vapor-liquid phase change, has been accepted as a thermal control device 
of the spacecrafts. But, for very complex thermal characteristics, its analysis is not easy. Therefore, lots of experiments had been 
operated and in those cases, a section called “secondary wick” tends to be ignored for several reasons. In this study, the steady state 
of the evaporator models was simulated to investigate the secondary wick characteristics. As a result, it found that the thickness of 
the secondary wick doesn’t influence so much for the pressure field in the primary wick at least within the range in this study.  

 
1. Introduction 

For the results of becoming miniaturization and high 
performance of the spacecraft, the thermal requirement 
has exceeded the limit of traditional thermal control 
system (TCS) in recent years. Loop Heat Pipe (LHP) is a 
device that can resolve for this problem, it has highly 
thermal transfer performance by utilizing vapor-liquid 
phase change, and has low limitation for its positioning, 
high robustness.  

However, a phenomenon of LHP inside is a two 
phase flow with vapor-liquid phase shift dominated by 
complicated thermal fluid dynamics, an analysis of that 
is not easy. Consequently, some don’t want to use this 
device due to lacking of certainty. To solve this problem, 
a lot of ground tests, theoretical analysis, and 
computational simulations have been operated for 
various situations. In these experiments, characteristics 
of a section called “secondary wick” tend to be ignored 
because of its design’s trade secret and simplification of 
numerical method. In a word, the secondary wick is 
regarded as having infinite liquid transfer abilities and 
never failing any conditions. But, according to actual 
test data, it shows that above assumptions are not always 
proper. Therefore, in this study, steady state evaporator 
models were simulated numerically to investigate the 
secondary wick characteristics.  

 
2. Principle  
2-1. Operating of Loop Heat Pipes 

 
   (a) overall loops          (b) evaporator 

Fig. 1 Schematic of LHP [1] 
 

  Fig. 1 (a) is schematic of overall LHP, and (b) is a 
detailed figure of the evaporator. LHP is composed of 
main four elements, evaporator, condenser, vapor line, 

and liquid line. In the evaporator, there is the porous 
material called wick and the capillary force generated 
this section is a driving force of a circulation. In the loop, 
the working fluid is enclosed, it is vaporized by the heat 
input and flows to the condenser through the vapor line. 
At the condenser, heat is removed from vapor to 
ambient, and then vapor condenses, returns into liquid 
and flows to the reservoir in the evaporator.  
 
2-2. Secondary Wick 

(a) radius       (b) along with z axis 
Fig. 2 Section of LHP evaporator (upper z axis) 

 
LHP’s driving force is a capillary pressure generated 

at the wick in the evaporator. In operating, this force 
must exceed total loop pressure drops. Although the 
capillary pressure increases with reducing the pore 
radius of the wick, the working fluid becomes difficult 
to permeate the wick adversely. To solve this conflict, 
the secondary wick is installed in the location of Fig. 2. 
The main function of the secondary wick, which is made 
of the rougher porous material, is a supplying liquid to 
the primary wick certainly. With the secondary wick, it 
can transport more smoothly the working fluid from the 
reservoir to the primary wick.  

 
3. Analysis Method  

Fig. 3 Simplified Models 
 

The numerical simulation for a steady-state pressure 
field was conducted for the LHP cylindrical evaporator. 
A using model is a simplified Fig. 2 in two-dimensional 
cylinder coordinates as shown in Fig. 3. Boundary 
conditions are given as no flow crossing boundaries 
except the vaporization area and the reservoir inlet. The 
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velocity in the vaporization area vout is given by  
vout = Q / (2�lv) / (�A)      (1) 

where Q is the heat load, lv is a latent heat of the 
vaporization, � is a density of the working fluid, and A 
is a surface area of the vaporization section. Under 
above conditions, the continuity equation and the N. S. 
equations in the cylinder coordinate were solved 
numerically. In the wick region, a velocity was 
calculated by using Darcy’s law instead of the N. S. 
equations:  

� =  − �
�

��
��         (2) 

where K is a permeability of wicks, � is a viscosity of 
liquid, and P is pressure. The size of the evaporator is 20 
mm in diameter and 130 mm in length, and then the 
primary wick is 91 mm length and 6 mm thickness. The 
secondary wick length is equal to that of the primary, 
but its thickness was changed into 3 patterns and for 
each pattern, the permeability of the primary or 
secondary wick was changed (Table 1). The working 
fluid is water and its thermal properties were assumed to 
be constant independent on the temperature. A HSMAC 
method was applied for a regular rectangular grid.  
 

Table 1. Permeability of wick 
primary wick secondary wick 

K[m2] K[m2] 
case1 1.42E-14 7.60E-12 
case2 1.42E-14 1.22E-10 
case3 7.17E-15 7.60E-12 
case4 7.17E-15 1.22E-10 
case5 1.79E-15 7.60E-12 
case6 1.79E-15 1.22E-10 
case7 8.10E-16 7.60E-12 
case8 8.10E-16 1.22E-10 

 
4. Results and Discussion 

Fig. 4 Pressure field (no secondary wick) 
 

Fig. 4 gives an example of the simulation result of 
the pressure field in LHP cylindrical evaporator. In the 
wick, pressure decreases with going from inner to outer 
of the evaporator. This is because the material of the 
wick is homogeneous and liquid suffers a uniform 
capillary pressure according as passing through the 
wick.  

Fig. 5 presents the r direction pressure field in the 
position z = 0.04. The beginning point of the pressure 
drop gets closer to the center of the evaporator 

compared with no secondary wick case. But while the 
pressure drop in the primary wick all reduces, its whole 
tendency hardly changes. This result agrees with the 
analytical solution of the one-dimensional continuity 
equation. The drop in the saturated vapor pressure 
promotes the vaporization in the vaporizing region, it is 
effective for LHP performance due to relaxing the 
superheating.  

However, the effect caused by changing the 
secondary wick thickness was only in the section close 
to the central core and this tendency is also seen in the 
case of changing the secondary wick permeability. In 
other words, the thickness of the secondary wick doesn’t 
influence so much for the pressure field in the wick at 
least within the range varied in this study. But, there is 
possibility that the working fluid becomes difficult to 
permeate the wick due to a narrow flow path below the 
wicks by thickening the secondary wick. Therefore, 
there are the need to restrict the thickness of the 
secondary wick not to narrow the flow path and a large 
permeability.  

Fig. 5 The r direction pressure field (case1) 
 

5. Concluding remarks 
To investigate the secondary wick characteristics, a 

steady-state pressure field in the LHP cylindrical 
evaporator was calculated numerically. The thickness of 
the secondary wick and the permeability of wicks were 
changed for each case. As a result, it found that the 
values of pressure in the primary wick dropped 
compared with no secondary, but a decrease rate on each 
point in the primary was constant. In the future works, 
the temperature field in the evaporator will be calculated 
by using the results of this study.  
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ABSTRACT 
Self-Excited Oscillation Heat Pipe is two-phase heat transfer device utilizing pressure oscillation for evaporation and condensation 
of working fluid. In this study, the change of surface characteristic of OHP’s flow path into hydrophobicity resulted in an increase of 
OHP’s thermal resistance and pressure amplitude, when compared to the surface condition with no-hydrophobicity. 
 
1. Introduction 

Recently, a new concept of heat pipe differing from 
traditional concept is attracting attention. This is called 
“Self-Excited Oscillation Heat Pipe (OHP)”. This OHP 
has higher heat transport and much lighter and thinner 
than traditional one. In addition, it isn’t necessary to 
have any moving parts. So, OHP has very simple 
mechanism. Therefore, this is very suitable for heat 
spreading and for using in radiating surfaces of 
spacecraft. 

But there are several problems in using this technique 
in spacecrafts. Firstly, there is no data to design the 
system and data for design method is lacking. Secondly, 
OHP must have robust ability in microgravity. 

In this study, we changed surface characteristic of 
OHP’s flow path. We investigated the difference of 
surface characteristic on how it affects the heat transfer. 
We observed the working fluid oscillation, using 
pressure and temperature sensors.  
 
2. Operating Principle of OHP 

OHP operates by using the difference of pressure 
between the heating and cooling section. Working fluid 
boils by the heat absorbed at heating section. Vapor 
bubble is created by nuclear boiling. Working fluid is 
transported by vapor plug.  

Temperature of cooling section is low. So, vapor plug 
goes to cooling section. Since, this area’s saturated 
pressure is low, the vapor plug at cooling section 
condenses, and cooling section pressure became low. 
Therefore, liquid slug moves from heating section to 
cooling section. For that reason, this round-trip motion 
arises from a number of flow paths. These round-trip 
motions cause derived self-excited oscillation. 
 

 
Fig1. Image of self-excited oscillation 

 

3. Experiment  
3.1 Design of OHP 

An inner diameter of OHP has to be divided into 
liquid slugs and vapor plugs. The maximum inner 
diameter can hold a vapor plug. This condition is 
derived by Bond number. Bond number should be under 
4 to start up.  

� �vlg
D

��
�
�

� 84.1max
      (1) 

Dmax is about 2.8 [mm] for 100% ethanol at 300K. In 
this study, we selected 98% ethanol. So, we designed 
OHP’s flow path is 2.0[mm]. 
 

Table1 Design of OHP’s parameters 
Type and heat mode of 

OHP 
Looped OHP and 

Horizontal 
Cross section of tubes Rectangular 

Number of parallel tube 15 
Length of each tube 240.0[mm] 

Inner diameter 2.0 [mm] 
 
3.2 Difference of surface characteristic 

This experiment changes surface characteristic of 
OHP’s flow path. We turned surface characteristic into 
hydrophobicity by using fluorine resin coating. Fig.1 
shows comparison of surface characteristic without 
hydrophobicity and with hydrophobicity. 
 

 
Fig. 2 Difference of surface characteristic 

(left : without hydrophobicity, 
 right : with hydrophobicity) 

 
3.3 Experimental Setup 

The experimental setup is shown Fig.3. 
Thermocouples and pressure sensors are connected to 
the OHP. Their sampling rates are 100[Hz]. A working 
fluid oscillation is observed by a high speed camera at 
250[fps]. 

The working fluid oscillation can be observed more 
easily by using ethanol mixed with perylene. Fig.4 
shows perylene is excited by UV laser. In this study, 
working fluid charge ratio is 75%. 
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4. Result and Discussion 
4.1 Pressure and Temperature 

Fig.5 shows pressure oscillations of Base and 
Hydrophobicity at thermal input of 70W. Base and 
Hydorophobicity indicate flow path without 
hydrophobictiy and with hydrophobicity, respectively.  

Table2 shows each frequency and amplitude of 
pressure oscillations at 70W. Compared to Base and 
Hydrophobicity, frequency is almost same. But, the 
amplitude of pressure oscillations in Hydrophobicity is 
larger than that of Base’s.  

Table2 Frequency and Amplitude 
 Frequency 

[Hz] 
Amplitude 

[kPa] 
Base 3.74 6.4 

Hydrophobicity 4.01 11.4 
 

4.2 Thermal Resistance 
Thermal resistance of Base and Hydorophobicity 

calculated from Eq. (2). 

W
TT

W
TR coolheat

th
�

�
�

�  (2) 

And, Fig.7 shows each thermal resistance. Compared to 
each thermal resistance, Hydrophobicity was slightly 
larger than Base’s.  
5. Conclusion and Future Work 

In this study, we tried to improve performance of 
OHP by changing surface characteristics to 
hydrophobicity. First, flow path was surface changed to 
hydrophobicity. Then we investigated the change of 
pressure frequency and amplitude in OHP. In the result, 
Hydrophobicity’s amplitude was larger than Base’s. 
About the performance of OHP, liquid slug distance 
(amplitude) is related to performance.  

For the future, we will investigate relationship of 
pressure amplitude and liquid slug distance. And, we 
will investigate difference of thermal resistance. Though, 
its difference is little. About the difference of surface 
characteristic effectiveness, we will investigate by 
changing the condition of thermal input and heat mode. 
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Fig.3. Experimental setup 

 
 

Fig.4. Visualization of working fluid oscillation 
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Fig.5 Pressure Oscillation at 70W 
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Fig7. Effect of the surface characteristic 
on thermal resistance 
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ABSTRACT 
To measure temperature and heat-flux distribution at high temperatures, we have tried to make Temperature-Sensitive Paint 
composed of thermographic phosphor. In this study, YAG:Tm3+, a kind of phosphor was investigated about its temperature sensitivity 
and emission spectrum. The luminescence intensity of the phosphor decreases linearly over 1100oC, and has high temperature 
sensitivity. YAG:Tm3+ can be applied as TSP for measuring temperatures over 1100oC. 
 
1. Introduction 

Temperature-Sensitive Paint (TSP) is generally used 
for thermal analysis of model surface. Usual TSP is 
made of organic compound, but they decompose 
thermally at temperatures greater than 100oC. So, these 
days TSP using phosphor has been studied [1]. 
Phosphor is an inorganic powder, and has high thermal 
tolerance. Especially the phosphor whose luminescence 
depends on temperature called “thermographic 
phosphor”.  
   In this study, we used a kind of thermographic 
phosphor; YAG:Tm3+. We investigated its temperature 
sensitivity and spectrum at different temperatures and 
studied its feasibility of using it as a TSP at 
high-temperatures. 
 
2. Phosphor 

YAG:Tm3+ is a phosphor whose peak emission 
wavelength is 460nm. In the previous study, the lifetime 
of this phosphor decayed over about 1000oC [2]. In this 
study, we use YAG:Tm3+ made by Phosphor Technology, 
and its doping ratio of Tm3+ is 1.5%. 
 
3.  Experiment 
3.1 Experimental condition 
   In this experiment, temperature controlled stages; 
TS1500 (Linkam scientific instruments) were used for 
heating the sample. YAG:Tm3+ was used as sample, and 
heated from 20oC to 1300oC by TS1500. A Hg-Xe lamp 
with short pass filter (over 400nm cutoff) was used as 
excitation light. To measure the spectrum and the 
emission intensity of phosphor, Photonic Multichannel 
Analyzer; PMA (HAMAMATSU Photonics) with 
460±10nm bandpass filter was used. Fig.1 shows the 
spectrum of the excitation light, and Fig.2 shows the 
experimental setup. 
   The sample stage of TS1500 was bright at high 
temperature because of infrared radiation. Thus, the 
intensity count is equal to the difference between the 
intensities measured without excitation light and with 
excitation light. 
 
3.2 Result and Discussion 
   Fig.3 shows temperature sensitivity of YAG:Tm3+. 
This figure has count number of the luminescent 

intensity integrated in the range of 450nm to 470nm 
measured by PMA. In this figure, luminescence 
intensity increases from 20oC to 800oC. Fig.4 shows the 
emission spectrum of YAG:Tm3+ in lower temperature 
range. From this figure, we can see that the shape of the 
spectrum is not changing with increasing temperature. 
So, it is proved that this increase of luminescence 
intensity is not caused by other emission sources. At 
over 800oC, the luminescence intensity of YAG:Tm3+ 
decreases monotonically. Especially, it has large and 
linear temperature sensitivity at over 1100oC. This 
decrease of luminescence intensity is seemed to be 
brought about by decay of luminescence lifetime [2]. 
Fig.5 shows the emission spectrum of YAG:Tm3+ over 
1100oC. From this figure, the shape of its spectrum is 
proved to be same. 
   From these results, we can see that YAG:Tm3+ can 
be applied as TSP for measuring temperatures over 
1100oC. But, its temperature sensitivity excited by this 
light source dose not decrease monotonically. Therefore, 
measurement system, for example excitation light 
source or measuring method, needs to be improved to 
use as a dye for TSP. 
 
4.  Conclusion remarks 
   To make TSP for measuring high-temperature, we 
investigated temperature sensitivity of YAG:Tm3+, a 
kind of thermographic phosphor. Although 
luminescence intensity of this phosphor increased under 
800oC, it has high temperature sensitivity over 1100oC. 
So, these results indicate the feasibility of using 
YAG:Tm3+ while the measuring system has to be 
improved further. 
 
5.  Future works 
   To make TSP using YAG:Tm3+, it is combined with 
colloidal silica which is a binder having high thermal 
tolerance. Using this binder, sprayable TSP using 
phosphor can be made. In addition, the measurement by 
lifetime method will be done to avoid the effect of 
infrared radiation for actual temperature distribution 
measurement 
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Fig.1 The spectrum of excitation light source 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2 Experimental setup 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4 The spectrum of YAG:Tm3+ in lower temperature 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5 The spectrum of YAG:Tm3+ in higher temperature 
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ABSTRACT 

Combustion characteristics of H2/O2/N2 mixture were investigated by using a micro flow reactor with a controlled temperature 
profile. Two flame responses were observed experimentally by changing the inlet mixture flow velocity. 2-D computation with 
detailed chemical mechanisms of gas phase reaction and surface reaction was conducted to examine the effect of radical quenching 
on the wall surface. By comparing the computation with gas sampling analysis, it was found that the surface reaction mechanism for 
radical quenching may overestimate the effect of radical quenching on the wall surface.  
 
1. Introduction 

With the downsizing and technology advance of 
mobile devices, the demands on micro power source are 
increasing. Micro combustion systems are expected to be 
one of the possible power sources having high energy 
density. Due to large surface-to-volume ratio, heat loss to 
the wall is increased in micro combustion and it is 
difficult to maintain a stable combustion. In addition, the 
effect of radical quenching on the wall surface is not 
negligible in micro system and it is important to clarify it. 
However, there are few experimental and numerical 
studies on radical quenching [1, 2].  

This study focused on a micro flow reactor with a 
controlled temperature profile [3]. A narrow channel, 
which diameter is smaller than ordinary quenching 
diameter, was heated by an external heat source and 
given a stationary wall temperature gradient. This 
technique can simulate heat recirculation and enable a 
stable combustion. In previous studies, combustion 
characteristics of methane/air [4], DME/air [5] and 
n-heptane/air [6] mixtures were investigated in the micro 
flow reactor. These studies established the availability of 
the micro flow reactor with a controlled temperature 
profile as the method to examine the combustion 
characteristics of various hydrocarbons.  

In this study, we applied H2 to the micro flow reactor 
as a fuel which is sensitive to surface radical quenching. 
The objective of this study is to examine combustion 
characteristics of H2 and the effect of radical quenching 
on the wall surface.  
 
2. Experimental and computational method 

Figure 1 shows the schematic of the experimental 
setup. A quartz glass tube with an inner diameter of 1 
mm was used as a micro flow reactor and heated by a 
H2/air flat flame burner to obtain a stationary 
temperature profile from 300 K to 1300 K. A 
stoichiometric H2/air/N2 mixture which was controlled 
by mass flow controllers was supplied into the tube in 
atmospheric pressure. In order to decrease the ordinary 
quenching diameter less than 1 mm, the mole fractions of 
H2 and O2 were diluted with N2 (XH2:XO2:XN2=2:1:9). 
Flame images were taken by a high-speed camera with 
an UV lens to examine flame shapes and flame positions 
by changing the inlet flow velocity. The exhaust gas was 
analyzed by a gas chromatograph with a thermal 
conductivity detector. Argon was used as a carrier gas. 

Molecular Shieve 5A 60/80 was used. 
To investigate the experimental result and the effect 

of radical quenching, 2-D computation was conduct by 
FLUENT 6.3 with detailed reaction mechanisms. The 
conservation equations of mass, momentum, energy and 
species were solved. Because of cylindrical tube, the 
computational domain was a half of the tube from central 
axis (r=0 mm) to the wall (r=0.5 mm). As a boundary 
condition, the wall surface was assumed as slip wall for 
simplicity and given a stationary wall temperature profile 
which is the same as the experimental wall temperature 
profile. H2 oxidation mechanism [7] was employed for 
the gas phase reaction. In order to evaluate the effect of 
radical quenching on the wall, two surface conditions 
were assumed; (a) inert wall without any surface reaction, 
(b) reactive wall with surface reaction mechanism for 
radical quenching [2].  

 
Fig. 1 Schematic of experimental setup 
and provided wall temperature profile.  

 
3. Results and discussion 
3.1. Experimental flame responses 

Figure 2 shows the flame images obtained in 
experiment. U is the inlet mean flow velocity of mixture 
and t is the exposure time. Two flame responses were 
observed by changing the inlet flow velocity.  
 
(a) Normal fame 
U=150 cm/s, t=1/500 s 

 
(b) FREI 

U=70 cm/s, t=5 s 
 

Fig. 2 Flame images.  
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In high flow velocity condition, U > 90 cm/s, stable 
normal flames (Normal flame) were observed. The 
mixture flowing into the tube is ignited due to high 
temperature wall and the flame propagates to upstream. 
Then it is stabilized at a certain point within the 
prescribed temperature gradient where local burning 
velocity and local mixture flow velocity are balanced. 
The stabilized flame position shifted to upstream with 
decreasing inlet flow velocity. In the flow velocity 
condition between 90 and 12 cm/s, unstable flames 
which are called flames with repetitive extinction and 
ignition (FREI) [3] were observed. The mixture is ignited 
at ignition point in the downstream.  Then the ignition 
kernel propagates to upstream and it is quenched at 
extinction point due to increasing heat loss to the wall. 
After some delay, re-ignition occurs at ignition point. 
FREI repeats this periodic cycle rapidly. In low flow 
velocity condition below 12 cm/s, no flames were 
visually observed. However H2 was completely 
consumed and oxidation reactions were recognized by 
gas sampling analysis. In previous study on various 
hydrocarbon fuels in the micro flow reactor, stable 
flames with weak luminescence (Weak flame) were 
obtained in small flow velocity condition of FREI [4-6].  
 
3.2. Effect of radical quenching 

To investigate the effect of radical quenching on the 
wall, 2-D computation was conducted. Figure 3 shows 
the computational distributions of H2, O2 and H2O mole 
fractions, gas phase temperature and wall temperature at 
inlet mixture flow velocity of 200 cm/s on (a) inert wall 
and (b) reactive wall. Except for wall temperature 
profiles, the other distributions are the results on the tube 
center at r=0 mm. The wall temperature is illustrated the 
result on the wall surface where r=0.5 mm. In inert wall  
 

 
Fig. 3 Distributions of mole fractions (H2, O2 and H2O), 

gas phase temperature and wall temperature  
at U=200 cm/s in (a) inert wall and (b) reactive wall.  

condition (Fig. 3a), H2 and O2 were rapidly consumed 
and H2O was produced in a reaction zone. On the other 
hand, in reactive wall condition (Fig. 3b), a reaction zone 
was also formed. Even though the gas phase temperature 
is high enough for hydrogen combustion, 8 % of 
reactants remained in the downstream of the reaction 
zone. Figure 4 shows distributions of OH mass fraction 
and wall temperature. The peaks of it are smaller in the 
reactive wall condition than in the inert wall condition 
and shift to downstream in the reactive wall. These 
differences between inert wall and reactive wall would 
be attributed to suppression of oxidation reaction because 
of reduction of radicals by the effect of radical quenching 
on the wall surface. However, since H2 was completely 
consumed in experiment, computations couldn’t 
reproduce the experiment. Thus it was concluded that the 
radical quenching mechanism may overestimate the 
effect of radical quenching on the wall surface.  
 
4. Conclusions 

Two flame responses were obtained experimentally 
by changing the inlet flow velocity of H2/air/N2 mixture 
in a micro flow reactor with a controlled temperature 
profile. In low flow velocity condition, although no 
flames were observed, H2 oxidation was confirmed by 
gas sampling analysis. The effect of radical quenching 
was examined by 2-D computation. Comparing the 
computational results of two types of the wall condition 
with the result of gas sampling analysis, it was found that 
radical quenching mechanism may overestimate the 
effect of radical quenching on the wall surface.  
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Fig. 4 Distributions of OH mole fraction in gas phase 
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ABSTRACT 
Concentrated solar radiation has been received attention due to the application to thermochemical conversion of hydrogen energy. 

Recently, the solar thermochemical internally circulating fluidized bed reactor has been recognized as a promising technology. 
Purpose of this study is to develop a radiative heat transfer code, and to develop a high-efficiency fluidized bed reactor model. The 
spherical harmonics method (hereafter P1 method) is employed in the present study. Consequently, the P1 method showed good 
performance, the detailed analysis model is based on the P1 method.  

 
1. Introduction 

Application of concentrated solar radiation to 
thermochemical conversion of hydrogen energy and to 
coal gasification processes is presented in various 
articles [1, 2]. Recently, the solar thermochemical 
internally circulating fluidized bed reactor was 
developed by Kodama and Gokon [3]. Understanding of 
heat transfer phenomena in this reactor is very important 
to improve the thermal efficiency.  

In this system, radiative heat transfer in dispersed 
particles plays an important role; however, analysis of 
radiative heat flux is very difficult due to the complexity. 
One of the numerical approaches is Monte Carlo 
Method [4]. This approach is the well-researched 
method. But, in this method, there is a big problem of 
that it takes a huge computational time. So, differential 
methods are adopted. Purpose of this study is to develop 
a radiative heat transfer code which is more practicable 
and more reproducible, and to develop a high-efficiency 
fluidized bed reactor model. 

In this study, we take notice of P1 method [4] which 
is mathematical approximation method. In this way, to 
develop a faster and more practicable method is 
expected. 

 
2. Method 

In this study, divergence of radiative heat flux is 
obtained by solving radiative transfer equation, when we 
use the spherical harmonics method (here after P1 
method). In addition, the successive over relaxation 
method and the second order accurate central difference 
scheme in space are used. 

The P1 method is applied here. Radiative intensity 
may be expressed in terms of a two-dimensional 
generalized Fourier series as  
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ˆ ˆ,
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m m
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I I Y
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where r  is a vector pointing to a location within the 
medium, � �m

lI r  are position-dependent coefficient and 
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lY s  are spherical harmonics. 

Radiative intensity which be expanded by P1 
method is expressed as  
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where G is incident radiation, and q is radiative heat 
flux.  For these equations, divergence of radiative heat 
flux is shown as 
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where ��is scattering albedo. Thus, divergence of 
radiation heat flux given by solving the incident 
radiation that use the successive over relaxation method 
and the second order accurate central difference scheme 
in space. 
 
3. Validation Test 

Computational configuration is treated as an 
axisymmetric plate instead of cylindrical cavity. The 
cavity wall is assumed to be black body. The cavity is 
filled with disperse particles. The participating medium 
is gray. The temperature of walls and disperse particles 
are shown in Fig 1. 

 

 
Fig 1. Two-dimensional axisymmetric analytical model 

 
Validity of this model is confirmed by comparing 

with Monte Carlo method. The optical thickness is set to 
� =1.0 and scattering albedo is � =0.5. Two-dimensional 
analytical model is shown in Fig 1. Results are shown in 
Fig 2.  
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Fig 2. Divergence of radiative heat flux using  

the Monte Carlo method and P1 method 
 
   Comparing numerical results between P1 method 
and Monte Carlo method, there is a little difference in 
the extension of distribution of divergence of radiative 
heat flux. However, as the numerical result by the 
approximation, it might be enough accuracy. Because 
value of root mean square of 0.02 is very small. In this 
case, computational time of P1method and Monte Carlo 
method are 0.17 sec and 317.75 sec, respectively. 
Consequently, the computational cost of P1 method can 
be drastically decreased compared with the Monte Carlo 
method. 
 
4. Example test 

Zirconia and cerium oxide are used as mediums in 
the substantiative experiment of the solar 
thermochemical internally circulating fluidized bed 
reactor by Kodama and Gokon [3]. The numerical 
analysis by P1 method that uses optical properties of 
mediums is developed. The analytical model is shown in 
Fig 3. The cavity wall is assumed to be black body. The 
cavity is filled with disperse particles. The distribution 
of concentrating heat flux which is measured by Gokon 
is given to the top wall (It is shown in Fig 4.). And 
temperature of the other walls and disperse particles are 
shown in Fig 3.  
 

 

 

Fig 3. Two-dimensional 
axisymmetric analytical 
model of experimental 

equipment. 

Fig 4. The distribution 
of concentrating heat 

flux which is measured 
by Gokon [5] 

 
The value of the average of visible optical area is 

used for the absorption coefficient and the scattering 
coefficient of mediums. The influence by the mediums 
is investigated. Fig 5 shows the numerical result when 

the disperse particles are assumed to be zirconia and 
cerium oxide, respectively. Each value used in the 
calculation are shown in Table 1. 

 
Table 1. Each value used in the calculation. 

 
 Zirconia Cerium oxide 

Width of the area (r×z)  20×40 (mm2) 
Weight of the mediums 20 (g) 

Refractive index 2.2 2.2 
Absorption coefficient(m-1) 2.152 1.668 
Scattering coefficient(m-1) 0.492 0.381 

 

 
Fig 5. Numerical result when the disperse particles are 

assumed to be zirconia and cerium oxide. 
 
The influence by the change of the disperse particles is 
seen in the distribution of divergence of radiative heat 
flux. The divergence of radiative heat flux in the vicinity 
of the top wall can be found to be smaller as cerium 
oxide. This indicates the effect of the particles is very 
important. 
  
5. Concluding remarks 
Conclusions are summarized as; 
1. The in-house radiative transfer solver using the 
spherical harmonics method was validated with the 
Monte Carlo method. 
2. Radiative heat transfer analysis of dispersed particles 
was performed. It was found that the effect of the 
particles is very important. 
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ABSTRACT 
Spectral radiative properties of agricultural greenhouse plastic cladding materials such as Polyvinylchloride (PVC) and 

Polyethylene (PE) were obtained by using a generalized Newton-Raphson inverse analysis. Reflectance (ρ) and transmittance (τ) 
were measured by using spectrophotometers and the complex refractive index for the spectral region between ultraviolet to far 
infrared were determined by iterative calculation using REM2. The results showed variation in n and k values between two materials.   

 
 

1. Introduction 
Agricultural greenhouses are commonly used for 

providing the optimum environmental conditions for 
crops and increasing the yield production. Therefore, a 
good understanding of energy conversion from solar 
irradiation into inside environment of a greenhouse is 
important. Cladding material plays a key role in 
controlling different types of solar radiation and, thus, 
inside temperature. Glass materials have traditionally 
been used for covering greenhouses. Nowadays, 
different plastic films are widely used as cheap cladding 
materials. Beside the photosynthetically active radiation 
(0.4-0.7µm), thermal (0.7-300 µm) and ultraviolet 
(<0.38 µm) radiation also is highly concerned by 
scientists, manufacturers as well as farmers. However, 
there is a scarcity of information about precise spectral 
radiative properties of these plastic materials.  

On the other hand, finding the complex index of 
refraction requires a special experimental apparatus 
which can be found only in a specialized laboratory.  
Consequently, the objectives of this study are to find 
numerically the spectrally-dependent coefficients (n and 
k values) for two common used plastic materials; 
Polyvinylchloride (PVC) and Polyethylene (PE), by 
inverse method and find out the differences between 
them in term of the reflectance (ρ) and transmittance (τ).  

 
2. Method 

According to the flowchart shown in Fig. 1, the 
generalized algorithm of the method of obtaining the 
unknown values for each material is summarized. At the 
beginning, two independent experimental measurements 
of ρ and τ are obtained for both materials.  
Measurements have been performed using Shimadzu 
UV-2450 spectrophotometer which covers the ultraviolet 
and visible ranges (0.22-0.85µm). The corresponding 
BaSO4-Covered integrating sphere was used. The longer 
wavelengths were measured using Shimadzu IR-Prestige 
spectrophotometer. The corresponding near-infrared 
(NIR) integrating sphere covered the range 0.85-2.5 µm, 
whereas the diffuse reflectance attachment allowed us to 
obtain values of ρ up to 25 µm and direct transmittance 
at normal incidence was measured from 2.5-25 µm.  

 
Fig. 1 Inverse Analysis Flowchart. 

 
 After that, a data base will be structured for the 

Jacobian (J) matrix using Radiation Element Method by 
Ray Emission Model (REM2), proposed by Maruyama 
and Aihara[1]. Data-base holds the information of how 
the ρ and τ change with the change of the control 
variables, n or k.  

REM2 is a generalized method for calculating 
radiative heat transfer in absorbing, emitting and 
scattering media. Figure 2, shows a schematic diagram 
of a one-dimensional plane-parallel analysis model. The 
spectral radiative intensity Iλ ˆ( , )r ŝ, )ˆ,,  could be 
determined by solving Eq. (1) and in the same time ρ 
and τ values could be predicted. 
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where Ibλ ,βλ, ωλ, Φλ are spectral value of blackbody 
intensity, extinction coefficient, single scattering albedo 
and radiative heat energy, respectively.  



－ 564 － － 565 －

 

 
Fig. 2 A schematic diagram of a One-dimensional 

plane-parallel analysis model. 
 

Diffusely irradiated rays onto the material were 
discretized using Fiveland’s quadrature method [2]. The 
amount of absorption, extincted and diffusely scattered 
view factors between two participating elements could 
be found using the Ray Tracing Method. Generalized 
Snell’s Law and Fresnel’s Formulas for absorbing media 
were used to determine the refraction and reflection of 
collimated rays at the boundary surfaces. 

The best initial guess (n0,k0) was  performed for 
first iteration for calculation of ρ and τ using REM2.Next 
to that,  the error check was executed. Finally, while 
the error exceeded the limit, the 2-Dimensional 
Newton-Raphson inverse method, Eq. (2), was applied 
to find the successful guess of spectrally dependent 
values of n and k using corresponding ρ and τ measured 
data [3]. This result in the equation for the iteration step 
expected to derive the constraint error toward zero. 
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3. Results and Discussion 

Due to the fact that there were two different 
spectrophotometer have been used, the results of ρ and τ 
have shown some overlapped data between different 
VIS and NIR and also between NIR and mid-infrared 
(MIR). An appropriate linear interpolation was carried 
out. According to full spectral calculation of n and k 
values of PVC, shown in Fig. 3, at UV and VIS regions 
the material is highly transparent to the electromagnetic 
waves. On the other hand, the material has peaks of k 
value at NIR to MIR range. This means that, absorption 
behavior at this region has happened. When the 
wavelength becomes longer, n value isn’t change 
significantly by wavelength and electromagnetic waves 

were almost steadily absorbed by the material due to the 
resonant frequency. In Fig. 4, calculated spectral k value 
is compared between PE and PVC materials at the 
infrared (thermal) region, the results showed that PVC 
absorbed higher amount of electromagnetic waves. This 
difference between two materials could help in deciding 
material for most optimum environmental conditions 
inside greenhouses. 
 

 
 

Fig. 3 A full spectrum calculation of complex refractive 
index for PVC film.  

 

 
Fig. 4 Inverse calculation of k-value for PE and PVC 

films at infrared region. 
 
4. Concluding remarks 

Inverse analysis using Newton-Raphson method was 
carried out to find the n and k values of complex 
refractive index for two different greenhouse plastic 
materials; Polyethylene (PE) and Polyvinylchloride 
(PVC). Compared to PE material, PVC absorbs more 
electromagnetic waves at the region of thermal 
radiation.  
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ABSTRACT 
   Experimental studies on CH4/Air and CH4/O2/CO2 counterflow premixed flame extinction in low-stretch rates were conducted 
under microgravity by using airplane. Microgravity environment by employing airplane was verified effective by comparison of the 
drop tower experiment where C-shaped extinction curve was obtained experimentally for the first time under 10-4G microgravity. 
Transition of CH4/O2/CO2 counterflow premixed flame to ball-like flame seems possible in low-stretch-rates with microgravity.  

 
1. Introduction 

Flammability limits [1] are very important in both 
industrial applications and fundamental studies of 
combustion. Counterflow flame configuration was used 
to study flammability in 1986 by Law and his colleagues 
[2]. Stretch extinction occurs when the premixed flames 
are highly stretched. Another kind of extinction of 
counterflow flame in low-stretch-rates was found in 
microgravity experiment by Maruta et al. [3] using lean 
CH4/Air mixture which Lewis-number is around 0.97, it 
is called radiation extinction. There experiment [3] also 
showed planar flame can be formed in low-stretch-rates 
under microgravity. Mixtures having 
high-Lewis-numbers, 1.2, 1.4 and 1.8 were also used for 
investigations [4], and new phenomena were found. 
However, experimental study on low-Lewis-number 
mixtures is scarce to date. 

Besides, flame ball in motionless flammable mixture 
have been predicted by Zeldovich et al. [5]. Nearly 50 
years later, microgravity experiments of H2/O2/CF3Br in 
drop towers by Ronney confirmed flame balls can exist 
near flammability limits in mixtures with 
low-Lewis-number [6]. However, limit theory for planar 
flame and flame ball were constructed independently, 
the relationship between the limits of planar flame and 
flame ball was not well discussed.  

Hence, the goals of this work are to clarify extinction 
characteristics of radiative low-Lewis-number mixture 
in low-stretch-rates under microgravity environment by 
using counterflow premixed flame. CH4/O2/CO2 mixture 
which Lewis-number is around 0.7 in lean condition was 
selected for study. Possibility of the transition from 
planar flame to flame ball at low Lewis number in 
low-stretch-rates is examined experimentally. 

 
2. Experimental method and system 

In this study, 20-sec 10-4G microgravity condition by 
the parabolic flight at Diamond Air Service Company 
[8], Nagoya, Japan was utilized. Airplane, MU300 
which manufactured by Mitsubishi was employed for 
flights. Experimental system is illustrated in Fig.1. One 
pair of 3cm diameter counterflow burner was set in a 
combustion chamber, the distance between burner lips, L 
was kept at 3cm. The counterflow burner is made of 

brazen circular pipe with a porous plate inside. Flat flow 
profile can be obtained by this arrangement at low 
velocity condition. In fact, flat twin flames could be 
established in microgravity environment. Automatic 
experimental system which consists of PC, digital 
mass-flow-controllers, AD/DA converter and trigger 
circuit were designed to conduct experiments. In every 
experiment the stretch-rates were maintained at a 
corresponding constant value while the fuel gas 
concentration of the mixture was gradually decreased 
until extinction. Several seconds before the start of 
microgravity, flow velocity at the burner exit which 
denoted by U, and mixture composition are established. 
The mixture is then ignited by pilot flame using 
premixed flame. Just after the commencement of the 
microgravity experiment, the pilot flame is removed and 
the fuel concentration is gradually decreased in 20-sec 
microgravity duration until extinction. The mixture 
compositions at extinction in different nominal 
stretch-rates (a=2U/L) were tested by changing 
experimental conditions. Two video cameras were fixed 
in horizontal and vertical directions to record flame 
behaviors. Two thermocouples were mounted in the 
underside of the burner lips individually to monitor the 
burner lip temperature.  

Counterflow
burner

VCR

Settling
chamber

Mass flow controllers

PC

Oxidizer

FuelIgniter

D/A A/D
converter

and

 
Fig. 1 Schematic of experimental system 

 
3. Results and Discussion 

First of all, validation of microgravity condition by 
airplane should be clarified. Comparison between drop 
tower result of CH4/Air premixed counterflow flame by 
Maruta et al. and airplane experimental results is shown 
in Fig.2. It is obvious that those experimental results by 
the different methods agree well with each other. The 
difference between airplane results and drop tower 
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results is within 2.5%. Microgravity environment by 
using airplane is confirmed to be suitable for 
experimental study on extinction of gaseous flames. 
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Fig. 2 Comparison of C-shaped extinction curve of CH4/Air 

premixed counterflow flame by drop tower and airplane 
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Fig. 4 Extinction characteristics of CH4/O2/CO2 premixed 

counterflow flame in low-stretch-rates under microgravity 
 

Fig.3 shows photographs by CCD camera from 
vertical direction of premixed counterflow flames of 
CH4/O2/CO2 under microgravity condition at stretch 
rates equal to 3.21 s-1, during equivalence ratio (Φ) 
variation. In 2.67 s-1 stretch rate case, firstly, twin flames 
with small curvature were formed at high equivalence 

ratio about 0.5617. With the decrease of equivalence 
ratio, the counterflow twin flames become closer and 
when equivalence decreased to 0.504, the twin flames 
merged to a single flame. The planar single flame 
shrunk with decrease of equivalence ratio, 0.4873. After 
that the flame started transition to ball-like flame. Then 
finally, it became ball-like flame and extinguished at 
equivalence ration equals 0.4799. The extinction process 
at 3.21 s-1 stretch rate is similar to that at 2.67 s-1. 
However, it went back to planar flame and extinguished 
at last. The behaviors of flames at different equivalence 
ratios in this two stretch rates shows transition from 
planar flame to ball-like flame is possible under low 
stretch rates. Whereas, probably due to the 
radiation-induced instability of stretched premixed 
flames [7], it is still hard to judge this transition is due to 
essential of stretched flame or other mechanism. 

Fig. 4 illustrates the extinction characteristics of 
CH4/O2/CO2 (Xo2/Xco2=0.4) premixed flame under 
microgravity. The solid circles are extinctions of planar 
counterflow flames, the solid triangles show the planar 
flame vanishing. The results show equivalence ratio at 
extinction decreases with stretch rate when stretch rate 
larger than around 10 s-1. However, opposite tendency is 
shown in the stretch range below it. The experiment results 
generally show C-shaped extinction tendency which 
consists of stretch extinction and radiation extinction of 
CH4/O2/CO2 (Xo2/Xco2=0.4) mixture. However, 
experimental results in low stretch rates also show that the 
existence of pulsating flame and ball-like flame outside of 
C-shaped extinction boundary. So the flammable region of 
CH4/O2/CO2 premixed counterflow flame was extended in 
low stretch rates. 

 
4. Concluding remarks 
   Microgravity environment by using airplane have 
been validated to be effective for flame experiment by 
comparison of CH4/Air counterflow premixed flame 
extinction between drop tower and airplane. 
   Results of CH4/O2/CO2 (Xo2/Xco2=0.4) premixed 
counterflow flames under microgravity showed 
C-shaped extinction curve with extended flammability 
region by pulsating and ball-like flames in low stretch rates. 
   Transitions from counterflow premixed planar flame 
to ball-like flame were observed in low equivalence 
ratios at low stretch rates under microgravity condition 
by CH4/O2/CO2 (Xo2/Xco2=0.4) mixtures. 
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ABSTRACT 
A SUS 316L stainless steel, a SUS 310S stainless steel, their cold worked pairs , and 15%Cr-20%Ni austenitic stainless steels have 
been oxidized in steam with less than 1 ppb and approximately 200 ppb O2 at 700 oC for 1000 hrs. Steam oxidation tests were 
interrupted at each 30, 100, 250, 500, 1000 hrs and weight changes were measured. After 1000 hrs test, specimen surfaces and 
cross-sections were observed with optical microscope. From the cross-section observation results of SUS 316L stainless steels and 
15%Cr-20%Ni austenitic stainless steels, two oxide layers were observed. 

 
1. Introduction 

Austenitic stainless steels have been widely used in 
power plants because of the increasing temperature and 
pressure for the thermal efficiency [1]. Oxidation of 
these steels in steam at high temperatures leads to the 
development of double layered oxide scales [2]. To 
study about the oxidation kinetics in high temperature 
steam condition is very important for the power plant 
integrity. 

In this study, steam oxidation tests at 700 oC with 
some austenitic stainless steels were carried out. These 
tests can figure out characteristics of the materials for 
DO level and cold work effect at high temperature steam 
condition. 

 
2. Steam Oxidation Tests 

Tests were carried out with SUS 316L, SUS 310S, 
their cold worked pair and 15%Cr-20%Ni austenitic 
stainless steel plates and tubes. All plate specimens were 
polished up to #2400 emery paper and all tube 
specimens were used as-received state. Specimens were 
hanged with Pt wire. Distilled and ion exchanged water 
was filled in a tank and DO was controlled with inert 
gas. DO level were controlled with less than 1 ppb and 
approximately 200 ppb. Each interrupting of steam 
oxidation tests, specimens were weighed and surface 
was observed. After 1000 hours test, specimens were cut 
half after weighing and surface observation. Cut 
specimens were mounted with epoxy resin. The 
cross-section was observed with optical micro scope and 
compared with each others. 

 
3. Results and Discussion 

In cases of the SUS 316L series, weight change were 
larger than that of others. And in case of the 310S, there 
were few changes in weight gain. (Fig. 1) This oxidation 
rate tendency was in inverse relation with Cr-Ni 
contents. From past research [3], the tendency of the 
oxidation rate at high temperature showed in inverse 
relation with Cr content. But, in these cases, weight 
change results of SUS 316L series, 17%Cr-12%Ni, were 
larger than those of 15%Cr-20%Ni alloys. This can be 
considered that the oxidation kinetics is affected not 
only Cr content. The Ni content can be regarded as 
another affected factor. For more precise interpretation, 

more analysis method is needed. 

 
(a) DO < 1 ppb 

 
(b)DO ~ 200 ppb 

Fig. 1 Oxidation test results plot 
In cases of comparison between solution annealed 

specimens and those cold worked pairs, cold worked 
specimens showed approximately 30% less weight 
change than solution annealed specimens. From the past 
study [4], cold working of steels was considered as 
causes of the formation of easy diffusion paths for Cr 
that allow rapid formation of dense protective oxide 
layer. Firstly, the dislocations introduced by surface 
working can serve as fast diffusion path, later on the 
grain boundaries. These will be identified with coming 
surface analysis method. 
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For the different DO level condition, it could not be 
found noticeable differences between two tests results. 
The reason why noticeable difference did not find could 
be considered that the steam at high temperature 
supplied oxygen to specimens. 

For the cross-section surface observation, double 
layered oxide layers were observed for SUS 316L series 
and 15%Cr-20%Ni austenitic stainless steels. (Fig. 2 and 
3) Oxide layers were observed of doublet pattern. If 
outer oxide layer was thick, the inner oxide layer which 
was positioned oppositely was thick, too. For 
15%Cr-20%Ni alloys, oxide layers were not always 
connected but doublet patterns were observed most of 
all surfaces. These patterns can be considered that, in 
case of outer layer, it can be implied that the outer layer 
grows by outward cat ion diffusion and inner oxidized 
zone grows by onward oxygen transport [2]. These 
patterns can be analyzed with EDAX and EBSD 
analysis method. In case of SUS 310S series, very thin 
single layer were observed. To observe the oxide layer, 
Ni coating was applied. These thin oxide film can 
explain that the oxidation resistance of SUS 310S is 
excellent than other two kinds of specimens. 

 
         316L             316L cold worked 

 
         310S              310S cold worked 

 
   1520Alloy Standard        1520Alloy Ti add. 

 
   1520Alloy Zr add. 

Fig. 2 Cross-section observations – DO < 1 ppb 
 

 
         316L             316L cold worked 

 
         310S              310S cold worked 

 
   1520Alloy Standard        1520Alloy Ti add. 

 
   1520Alloy Zr add. 

Fig. 3 Cross-section observations – DO ~ 200 ppb 
 

4. Concluding remarks 
In high temperature condition, the materials 

chemical compositions (Cr, Ni) were most dominant 
factor. In case of DO level, the noticeable difference was 
not found. 

Oxide layers were grown two directions (inward and 
outward) and this trend was agreed with other research 
results. 
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ABSTRACT 

Pressure sensitive paint (PSP) and temperature sensitive paint (TSP) are useful measurement tools in measurement of pressure and 
temperature distribution on surfaces. However, temperature dependence of PSP will be the factor of an error in pressure measurement, 
and therefore temperature correction is needed to obtain highly precise pressure distribution. This research shows temperature 
compensation effect with a low-speed jet flow using Dual-layer PSP/TSP. 

 
1. Introduction 

Pressure sensitive paint (PSP)[1]is very powerful 
method to measure pressure on solid surface, because it 
is noncontact method using emission of luminescent 
molecules. Recent days, the range of application of PSP 
is extended. Mori et al.[2] reported that 0.22kPa of 
pressure difference can be measured using PSP on a 
plate with uniform temperature distribution. However, 
PSP has temperature dependence as well as pressure 
sensitivity. Therefore, temperature compensation is 
needed to obtain highly precise pressure distribution in 
low-speed flow field because the error caused by the 
temperature dependence of PSP is relatively significant 
in case of pressure measurement in the condition near 
atmospheric pressure. Hyakutake et al.[3] reported the 
simultaneous measurement method of pressure and 
temperature using multi-layered polymer coating, for the 
wide oxygen pressure range. In this research we show 
the feasibility of the dual-layer PSP/TSP for the 
measurement in low-speed flow fields. Moreover, the 
paper will discuss effect of temperature compensation 
using the dual-layer PSP/TSP for jet-impingement 
experiment with non-uniform temperature distribution 
on a solid surface in a low speed flow field. 

 
2. Dual-layer PSP/TSP 

Figure 1 shows the schematic illustration of the 
dual-layer PSP/TSP. Dual-layer PSP/TSP is made by 
stacking up a TSP layer and a PSP layer. Figure 2 shows 
the chemical structures of the molecules of PSP and TSP 
luminophore and binder using in this study. 
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Dual-layer PSP/TSP system enables combined 
measurement of pressure and temperature. Temperature 
distribution obtained by the TSP component can be used 
for the temperature compensation of the PSP 
component.  

Figure 3(a) and (b) show the spectra of absorption and 
relative luminescence intensity of both PSP[PtTFPP] 
and TSP[Ru(phen)]. In this study, LED light source with 
the center emission wavelength of 395nm is used to 
excite both PtTFPP and Ru(phen). To separate the 
emission of the PSP component and that of the TSP 
component of the dual-layer PSP/TSP, optical filters are 
used. A high-pass filter with the transmission limit 
wavelength of 620nm is used to pass the emission of the 
PSP component, and a band-pass filter with the range of 
the transmission wavelength of 540nm~600nm is used 
to pass that of the TSP component. 
 Usually, pressure distribution is obtained from the 
luminescence intensity of PSP using Stern-Volmer 
equation. However, Stern-Volmer coefficients have 
temperature dependence, because both the quenching 
probability of luminescent molecules and the oxygen 
permeability of binder depend on temperature. Hence, In 
this study, the following equation is used for the 
calibration of PSP, considering the linear dependence on 
the pressure and the second-order dependence on the 
temperature: 

2
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Fig.1 Structure of Dual-layer PSP/TSP 
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Fig.2 Chemical structures of luminescent molecules 
and binders 
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3. Experiment apparatus 

Figure 4 shows the apparatus for measurement of 
pressure distribution on a sample plate when low-speed 
jet impinges on the sample plate.  In Fig. 4, a jet from a 
nozzle with a turbo blower makes a pressure distribution 
on the sample plate. To generate non-uniform 
temperature distribution on the sample plate, peltier 
device which has cooling system is attached behind the 
sample plate. Sample plate angle to the nozzle is 45 
degree and jet speed is 60m/s. 

 
4. Results and discussions 

Figure 5(L) shows the temperature distribution 
obtained by TSP component of dual-layer PSP/TSP on 
the sample plate.  Figure 5(R) displays the temperature 
along the center line shown in Fig. 5(L).  Temperature 
difference of both ends of the center line in Fig. 5(L) is 
0.4°C.  

Figure 6(L) shows pressure distribution obtained by 
using the PSP component without the compensation of 
the temperature effect, and Fig. 6(R) shows the pressure 
distribution with the compensation of the effect of the 
non-uniform temperature distribution obtained by TSP 
component of dual-layer PSP/TSP shown in fig.5(L). 
Figure 7 shows the measured pressure along the center 
line in Fig. 6(L) and (R). Moreover, the pressure data 
measured by pressure tap are also plotted. As shown in 
Fig.7, both the PSP data without temperature 
compensation and that with temperature compensation 
do not match pressure tap data. However, if the pressure 
data obtained by pressure tap is shifted to the level of 
that obtained by the dual-layer PSP/TSP with 
temperature compensation, the two distributions match 
well. We consider that absolute pressure error comes 
from the uncertainty of thermocouple used for the 
calibration. In spite of the shift in the absolute pressure, 
the coincidence of the differential pressure measured by 
PSP and pressure taps means temperature compensation 
of the dual-layer PSP/TSP is very effective. According 
to these results, we succeeded to measure the pressure 
difference of 0.8kPa on the sample plate with 
non-uniform temperature distribution by using the 
dual-layer PSP/TSP. 

 

 
 

 
 

 
 

5. Concluding remarks 
We have visualized the pressure distribution in 

low-speed jet with non-uniform temperature distribution, 
by using the dual-layer PSP/TSP. The result shows the 
feasibility of the temperature compensation in pressure 
measurement by using the dual-layer PSP/TSP to 
increase the accuracy of pressure measurement. 
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ABSTRACT 
An experimental study of turbulent premixed flame for CO/H2/CO2/O2 mixture at high pressure was conducted. Result showed that 
flame structure of CO/H2/CO2/O2 flame is more complex than that of CH4/air turbulent premixed flame. It also showed that bending 
of ST/SL with u’/SL happened when the smallest scale of flame wrinkles, �i, reached the characteristic scale of flame instability, li. 
This would be because the turbulent flame structure of CO/H2/CO2/O2 mixture is strongly influenced by the flame instability as well 
as the conventional CH4/air flames. 

 
1. Introduction 

Integrated Coal Gasification Combined Cycle (IGCC) 
can achieve higher thermal efficiency than conventional 
pulverized coal power plants. IGCC is fueled by the coal 
syngas and main combustible components of syngas are 
carbon monoxide and hydrogen, whose combustion 
characteristics when the air was used as the oxidizer 
were previously clarified by the author’s group [1]. 

When the application of the oxy-fuel combustion to 
the closed gas turbine is further considered, the burned 
gas contains high concentration CO2 and no N2, making 
the system fit Carbon Capture and Storage (CCS) 
technologies [2]. Considering closed gas turbine IGCC 
system with CCS, it’s essential to analyze the 
fundamental characteristics of oxy-fuel turbulent 
premixed combustion of the coal gasification syngas at 
high pressure. In the present study which is the first 
paper on the experiment used pure O2 for oxidizer, the 
combustion characteristics of CO/H2/CO2/O2 turbulent 
premixed flames at high pressure up to 0.5 MPa, i.e., 
turbulent burning velocities, flame surface densities and 
flame wrinkle scales, are experimentally discussed. 

 
2. Experimental method 

Experiments were conducted using the high pressure 
combustion test facility at the Institute of Fluid Science, 
Tohoku University [3]. Burner with an outlet diameter 
of 20 mm is installed in a high pressure chamber. 
Perforated plate set in the burner generated the isotropic 
turbulence. 

Table 1 shows characteristics of the mixtures 
investigated in this study. Mole fractions of CO and H2 
(XCO, XH2, respectively) were XCO/XH2 = 65/35. 
Assuming high caloric syngas and oxy-fuel closed gas 
turbine, mole fraction of CO2 in CO/H2/CO2/O2 mixture 
was 0.55 considering the exhaust gas recirculation. 
Equivalence ratio of the mixture, � was 1.0. The 
pressure inside the chamber was 0.5 MPa and 
temperature of unburned mixture was 300 K. Under 
these experimental conditions, laminar burning velocity 
of the CO/H2/CO2/O2 mixture and that of CH4/air 
mixture whose equivalence ratio is 1.0 are almost the 
same.  

In this experiment, OH-PLIF method was used to 
obtain instantaneous flame cross section images. These 
images are used to estimate mean progress variable, <c>, 
turbulent burning velocity, ST, local flame surface 

density, ���fractal inner cut off, �i. <c> is defined as 
frequency that certain point was included in the burned 
region during certain time. ST is estimated by angle 
method using <c> = 0.1 contour. � is defined as flame 
length in 10 pixels square centered at certain point 
assuming isotropy in the depth direction. Circle method 
is used in the fractal analysis. 

Table 1 Laminar burning velocity, SL and adiabatic 
flame temperature, Tad 

Mixtures �� SL[cm/s] Tad[K] 
CO/H2/CO2/O2 1.0 18.5 2044 
CH4/air 1.0 18.8 2253 
 

Laminar burning velocity, SL, was estimated by 
PREMIX [4], CHEMKIN-II [5]. In that, Frassoldati’s 
CO/H2 detailed reaction mechanism [6] was used for 
CO/H2/CO2/O2 flame and GRI-Mech 3.0 [7] was used 
for CH4/air flame. In the following sections, 
CO/H2/CO2/O2 flame is referred to as CO/O2 flame. 
 
3. Results and Discussion 

Figure 1 shows the OH-PLIF images of CO/O2 and 
CH4/air flames. Both of their flame fronts are wrinkled 
and have many cusps. Turbulent premixed flames at 
high pressure commonly have complex flame fronts [3]. 
Compared to flame structure of CH4/air turbulent flames, 
the structure of CO/O2 turbulent flame is much finer and 
has shallow irregularity. 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 OH-PLIF image of CO/O2 and CH4/air flame 

(0.5 MPa, 300 K, u’/SL ��3.0). 
 

Figure 2 shows the relationship between local flame 
surface density of CO/O2 flame and CH4/air flame and 
<c>.  Flame surface density, �, of CO/O2 flames is 

CO/O2 flame CH4/air flame 
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larger than that of CH4/air flames. This means that the 
accumulated flame length of CO/O2 flame surface per 
unit area is larger than that of CH4/air flame. This is 
consistent with the difference in complexity of the flame 
structure. 
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Fig. 2 Flame surface density, �� and mean progress 

variable, <c> (0.5 MPa, 300 K, u’/SL ��3.0). 
 

Figure 3 shows the relationship between ST/SL and 
u'/SL where u' is the turbulence intensity. It showed that 
ST/SL increases with the increase of u’/SL. However, 
when u’/SL is greater than 3.5, the increase of ST/SL 
becomes slowly. This trend is called “bending”. 
According to the fractal theory of flame, increase of 
total area of flame surface caused by wrinkles and 
complication of flame surface contributes to the increase 
of ST. Considering that SL's of CO/O2 flame and CH4/air 
flame are nearly the same, increase in ST/SL is 
dominated by the complexity of turbulent flame 
structure of CO/O2 flame. At u'/SL > 3.5 formation of 
fine wrinkles of turbulent flame front with increase of 
turbulence intensity become slow compared to that at 
u'/SL < 3.5, which means the increase of flame front 
complexity become weak and “bending” occurred. This 
indicated that the wrinkle of flame front by turbulence 
has reached a limitation when u'/SL � 3.5 in this study. It 
will be discussed based on the comparison of scale of 
turbulence and flame in the next section. 
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Fig. 3 ST/SL and u’/SL (0.5 MPa, 300 K). 
 

Figure 4 shows relationship between fractal inner cut 
off, �i, ten times of kolmogorov scale, 10�k, which 
corresponds to the mean diameter of vortex tubes, the 
characteristic scale of the flame instability, li [8] and 

turbulent Reynolds number based on Taylor micro scale, 
R���Fractal inner cut off, �i, is regarded as the smallest 
scale of flame wrinkles. When �i reached li, decrease of 
�i becomes slow. The value of R�� when “bending” 
occurs for ST/SL with u’/SL is estimated, is almost equal to 
the value of R� when �i reaches li. This implies that the 
limit of wrinkle of the turbulent flame structure is 
affected by the flame instability and “bending” is 
induced by this limit. 
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Fig. 4 Characteristic scales of turbulent flame. 

 
4. Concluding remarks 

Basic characteristics of CO/H2/CO2/O2 turbulent 
premixed flame at high pressure were experimentally 
examined, and the following findings were obtained. 
1. CO/H2/CO2/O2 turbulent flame has finer and more 

complex flame structure than that of CH4/air. 
Accordingly, turbulent burning velocity of 
CO/H2/CO2/O2 turbulent premixed flame is larger 
than that of CH4/air turbulent premixed flame while 
laminar burning velocities of the CO/H2/CO2/O2 
flame and CH4/air flame are nearly the same.  

2. CO/H2/CO2/O2 flame and CH4/air flame show the 
same trend that increase of turbulent burning 
velocity becomes slow for the increase of turbulent 
intensity. This trend of “bending” implies formation 
of fine turbulent flame structure become slow due to 
the smallest scale of flame front wrinkles is limited 
by the flame instability. 
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ABSTRACT 

Planetary rovers play a significant role in lunar and Martian surface explorations. However, because of slippage, planetary rovers can 
get stuck in loose soil, causing the exploration mission to fail. To avoid slippage and increase the drawbar pull, planetary rovers 

typically have parallel fins - called “lugs” (i.e., grousers) - on the surface of their locomotion mechanism. In this study, we conducted 
experiments using lightweight rovers in a sandbox to provide a quantitative confirmation of the influence of lugs on the traveling 

performances of planetary rovers.  
 
1. Introduction 

Mobile robots, also called rovers, have played a 
significant role in NASA’s Martian geological 
investigations. However, the lunar and Martian surfaces 
are covered with loose soil, and numerous steep slopes 
are found along their crater rims. In such conditions, 
rovers can get stuck and even cause mission failure. To 
avoid such problems, many research groups have 
studied the traveling performances of rovers on the basis 
of terramechanics [1, 2].  

Traveling performance of large vehicles, such as 
dump trucks, have been widely studied in 
terramecanichs. Parallel fins - called “lugs” (i.e., grousers) - 
on the wheels/tracks of large vehicles have little 
influence on their traveling performances. On the other 
hand, it has been reported that lugs substantially 
influence the traveling performances of lightweight 
vehicles such as planetary rovers. Therefore, it is 
important to evaluate the effect of lugs on the traveling 
performances of planetary rovers. 

In this study, the influence of lugs on the traveling 
performances of wheeled/tracked rover was evaluated 
by performing traction tests using two-wheeled and 
mono-tracked rovers with wheels/tracks having different 
numbers of lugs. In this paper, we introduce the method 
of evaluating the traveling performance. Then, the above 
experiments and thier results are reported in greater 
detail 
 
2. Method for evaluation of traveling performance 

To evaluate a traction performance of the locomotion 
mechanism of a rover, we adopted the slip ratio 
corresponding to traction load as the indicator. The slip 
ratio s is defined as [1] 

��
�

r
v

r
vrs xx ��

�
� 1         (1) 

where vx denotes the linear speed of the vehicle, r and 
��denotes the radius and angular speed of the 
wheel/track, respectively. In this equation, the slip ratio 
takes a value between 0 and 1. When a vehicle moves 
forward without slippage, the slip ratio is 0; when the 
vehicle does not move forward at all because of slippage, 
the slip ratio is 1. Therefore, a smaller slip ratio on a 
given traction load denotes a high traveling performance 
according to this definition.�

     
(a) Two-wheeled rover      (b) Mono-tracked rover  

Fig. 1 Overview of the rovers. 
 

�   
(a) 0 lugs       (b) 3 lugs        (c) 6 lugs 

�   
(d) 12 lugs      (e) 24 lugs       (f) 48 lugs 

Fig.� 2� Wheels equipped with different 
numbers of lugs. 

3. Experiments 
3.1 Two-wheeled and tracked rovers 

In this study, we developed a two-wheeled rover 
with a wheel mechanism (Fig.1 (a)). The distance 
between the front and rear wheels of the rover was 400 
mm, and each wheel has a diameter of 150 mm and a 
width of 100 mm. The rover weight was 4.0 kg. 

In addition to the two-wheeled rover, we developed a 
mono-tracked rover with a track mechanism (Fig.1 (b)). 
As a key feature, the designed rover is almost the same 
size as the two-wheeled rover. The distance between the 
front and rear sprockets of the rover is 400 mm, and the 
track has an outside diameter and width of 115 mm and 
100 mm, respectively. The rover weight was 7.0 kg. 
Motion measurement systems with optical sensors and 
laser sources were mounted onto both rovers in order to 
measure the actual rover's speed without external 
devices embedded in the target environment. From the 
rover speed and the angular speed of the wheel/track 
measured by using an encoder, slip ratio, s, is calculated 
using Eq.(1). 
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Fig. 3 Traction load vs.slip ratio (wheeled rover). 

 
3.2 Experimental overview and conditions 

Both the rovers, with six types of tracks/wheels, 
were used to conduct traction tests with various loads in 
a sand box. Six track/wheel types have 15mm height 
lugs and different numbers of lugs. Figure 2 shows the 
wheels with different numbers of lugs. The lugs on the 
surface of the tracks are placed at the same spacing as 
the lugs on the wheels. 

The sandbox has a length, width, and depth of 1.5 m, 
0.30 m, and 0.15 m, respectively and was filled with 
Toyoura standard sand (JIS R 5200); this sand has very 
low viscosity and its particle is almost uniform. 

In the traction test, the rover moved forward while 
pulling an attached weight behind it. To compare the 
traveling performance of the rovers, which had different 
weights each other, traction loads were set based on a 
traction weight (Fx) - to rover's weight (Fz) ratio (i.e., 
drawbar pull coefficient). 

In these experiments, the angular speeds of the 
wheel and track were fixed at 2.50 rpm and 3.30 rpm, 
respectively, and we measured the slip ratio after the 
wheels/track stopped sinking. Each trial was conducted 
under identical soil conditions, and three trials were 
conducted for each condition. 

 
3.3 Influence of the number of lugs on the traveling 

performance of wheeled rover 
To evaluate the influence of the number of lugs on the 

traveling performance of the wheeled rover, the 
relationship between the traction load (Fx/Fz) and the 
slip ratio is plotted in the graph shown in Fig 3. 

According to the figure, it was found that the slip 
ratio over a given traction load decrease as the number 
of lugs increases from 3 to 12. This means that an 
increase in the number of lugs contributes to the high 
traveling performance; this is a predictable consequence. 

On the other hand, wheels with 12, 24, and 48 lugs 
show slight differences in the slip ratio values for 
different numbers of lugs. In these cases, there is little 
space between lugs. Therefore, the spaces between the 
lugs would be filled with soil, and shearing would occur 
across the lug tips. We concluded that this caused an 
increase in the number of lugs to have little influence on 
improving the traveling performance. 

 
Fig. 4 Traction load vs.slip ratio (tracked rover). 

 
3.4 Influence of the number of lugs on the traveling 

performance of tracked rover 
To evaluate the influence of the number of lugs on the 

traveling performance of the tracked rover, the 
relationship between the traction loads (Fx/Fz) and the 
slip ratio is plotted in the graph shown in Fig 4. 

According to the figure, the tracked rover has a 
smaller slip ratio over a given traction load compared to 
the wheeled rover. That is, the tracked rover has a higher 
traveling performance than the wheeled rover. This is 
becuase the contact area of a track is much larger than 
that of a wheel. 

Furthermore, it was found that the tracked rovers 
equipped with lugs had a higher traveling performance 
than that without lugs. Besides, tracks with lugs showed�
slight differences in the slip ratio values for different 
numbers of lugs.  

The tracked rover had the high traveling 
performance even without lugs and showed a very small 
range within which it can generate a drawbar pull when 
slippage occurs. Therefore, track does not move forward 
at all if the drawbar pull increased by lugs is smaller 
than a given traction load. This is why we were unable 
to observe any improvement of the traveling 
performance from an increase in the number of lugs. 
 
4. Concluding remarks 

In this study, two-wheeled and mono-tracked rovers 
experiments were performed. From the results, we 
concluded that an increase in the number of lugs on 
wheels contributes to a high traveling performance; 
however, there is a limitation on the improvement. On 
the other hand, an increase in the number of lugs does 
not have much influence on the traveling performance of 
tracked vehicles.  
 
5. Acknowledgements 

This work was partially supported by Tohoku 
University Global COE Program on World Center of 
Education and Research for Trans-disciplinary Flow 
Dynamics. 

References 
[1] J. Y. Wong, Theory of Ground Vehicles Third edition, 
Wiley-Interscience, New York (2001). 
[2] K. Iagnemma, and S. Dubowsky, Mobile Robots in 
Rough Terrain, Springer, New York, (2004). 



Eighth International Conference on Flow Dynamics
November 9 - November 11, 2011

－ 576 － － 577 －

 Effects of Gas Properties on Molecular Gas-Film Lubrication 
 

 

Susumu Isono
1
, Shigeru Yonemura

2
, Takanori Takeno

3
, Hiroyuki Miki

2
, Toshiyuki Takagi

2
 

1
Graduate School of Engineering, Tohoku University, Aramaki Aza Aoba 6-6, Aoba-ku, Sendai, Japan 

2
Institute of Fluid Science, Tohoku University, Katahira 2-1-1, Aoba-ku, Sendai, Japan 

3
Tohoku University International Advanced Research and Education Organization,  

Aramaki Aza Aoba 6-6, Aoba-ku, Sendai, Japan 

isono@chapman.ifs.tohoku.ac.jp 

 
ABSTRACT 

It was found experimentally that the friction between a partly polished diamond coating and a metal surface was drastically reduced 

to zero in the atomosphere as relative speed increased to a few m/s. It seems that diamond coating took off the counter surface 

because sliding was noiseless in their experiment. On the other hand, it was also found experimentally that the slider took off the 

counter surface in the helium gas with atmospheric pressure. In the present study, we investigate the effect of gas properties on 

molecular gas-film lubrication. 

 

 

1. Introduction 
Nakamori et al. [1] found experimentally that the 

friction between a diamond coating with partly polished 

surface and a metal surface is drastically reduced to zero 

in the atomosphere as relative speed increased. Their 

results are shown in Fig. 1. The Scanning Electron 

Microscope (SEM) image of the partly polished 

diamond coated surface is shown in Fig. 2. This sliding 

was noiseless during their experiment. This indicates 

that the slider is lifted by gas flow and the sliding 

mechanism is gas-film lubrication.  

In the previous works [2,3], we performed numerical 

simulations of micro-/nanoscale gas flow between the 

two sliding surfaces and successfully reproduced lift 

force large enough to suspend the slider used in the 

experiment. On the other hand, Shimono [4] found that 

the friction reduced to zero as relative speed increased 

also in the helium gas. In the present study, we 

investigate the effect of molecular mass and diameter on 

molecular gas-film lubrication. 

 

2. Numerical method 
As mentioned in the introduction, in the case where 

the spacing between the two sliding surfaces is much 

larger than the surface roughness, the flow will become 

Couette flow and high pressure will not appear. 

Therefore, we consider that the spacing is as large as the 

surface roughness or smaller. Since the mean free path � 

of atmospheric molecules is estimated at 0.065 µm and 

the surface roughness of the partly polished diamond 

coating is from 0.28 µm to 0.57 µm, Knudsen number 

Kn (=�/L) will be larger than 0.1, where L is the 

characteristic length of the flow. This indicates that the 

gas flow between two sliding surfaces cannot be treated 

as a continuum. Such kind of gas flow is in 

nonequilibrium due to lack of intermolecular collisions 

and is governed by the Boltzmann equation and not by 

the Navier-Stokes equations. Therefore, we use the 

direct simulation Monte Carlo (DSMC) method [5], 

which is the stochastic solution of the Boltzmann 

equation. 

 

Fig. 1 Experimental results [1] of the friction force as 

the function of the relative speed of the surface 

roughness. 

 

 

 

Fig. 2 Partly polished diamond-coated surface. 

 

�
Fig. 3 Computational domain. 

 

The computational domain treated here is shown in 

Fig. 3. The length of the spacing between two surfaces is 

h=0.14 µm. The gravity points to the -y direction. The 

counter surface moves in the x direction with speed 

u=10m/s. The lengths l1 and l2 are set at 11.52 µm. The 

depth of the concave part is d=1.44 µm. The angle � is 

the angle of the oblique part to the horizontal line. The 

periodic boundary conditions are used for both the left 
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and right ends of the domain. Some molecules that run 

out of the domain through the left or right boundary will 

come into the domain again through the other boundary. 

The computational domain is divided into cells. 

Intermolecular collisions in the same cell are calculated 

stochastically by using the maximum collision number 

method [6]. In this work, we perform parametric study 

about gas properties, therefore, we treat the virtual gas 

molecules listed in Table 1. At the initial condition, the 

gas with atmospheric pressure and room temperature, 

300K, is put into the computational domain. The wall 

temperature is also set at the room temperature, 300 K. 

The hard sphere model is used for collision calculation. 

The motions and collisions of molecules are traced and 

hence, time evolution of the flow field is simulated. 

Simulation molecules represent a huge number of real 

molecules. Since the mean free time of molecule is 

1.4x10
-10 

s, the time step of simulated molecule is set at 

1.4x10
-11 

s. The velocities of molecules reflected on the 

solid wall are determined by using the diffuse reflection 

model with the wall temperature. 

 

3. Results and Discussion 
Table 1 shows computational conditions and 

obtained lift force. From the comparison of cases a, b 

and c, we can investigate the effect of the molecular 

mass. On the other hand, from the comparison of cases a,  

d and e, we can investigate the effect of the molecular 

diameter. Figure 4 shows the pressure distribution for 

cases a, b, and c. The upper curve shows the pressure 

distribution, and the lower diagram shows the shape of 

the flow channel. The lift force to suspend the slider is 

given by the difference between the pressure in the 

figure and the atmospheric pressure. Along the x-axis, 

the pressure increases in the concave part, and high gas 

pressure is maintained in the parallel part. First, we 

discuss the effect of the molecular mass. Figure 4 shows 

that the lift force increases with increasing molecular 

mass. Since the magnitude of the momentum transfer 

becomes larger for larger molecular mass, heavier 

molecules receive stronger shear stresses from sliding 

surfaces, and hence the gas pressure changes more 

largely.  

Next, let us discuss the effect of the molecular 

diameter. Figure 5 shows that the lift force increases 

with decreasing diameter. It will be induced by 

increasing mean free path with decreasing diameter. The 

viscosity increases with increasing mean free path. The 

slip velocity increases with increasing mean free path, 

and hence, flow velocity gradient on the surfaces 

becomes small. The increasing viscosity increases the 

shear stress, but the decreasing velocity gradient 

decreases the stress. The positive effect of viscosity is 

larger than the negative effect of the velocity gradient. 

Therefore, the gas pressure changes more largely when 

smaller molecules are used.  

 

4. Conclusion 
In the present study, we investigate the effect of 

molecular mass and diameter on molecular gas-film 

lubrication. The lift force increases with increasing 

molecular mass and decreasing molecular diameter.  
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         Fig.4 The effect of the molecular mass on 

pressure distribution. 
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           Fig.5 The effect of the molecular diameter 

on pressure distribution. 
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Case 

Molecular 

mass 

Molecular  

diameter 

[m] 

Lift force 

[Pa] 

a 28.966 3.70�10
-10

 2048.98 

b 10.000 3.70�10
-10

 749.39 

c 4.003 3.70�10
-10

 298.71 

d 28.966 7.40�10
-10

 707.61 

e 28.966 14.80�10
-10

 271.21 

Table 1 Computational conditions and lift force. 
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ABSTRACT 
The Marangoni convection in a droplet and a liquid column were computed by an incompressible SPH method. The Marangoni effect 
was modeled by adding the tangential accelerations to surface particles which depends on both the gradients of their temperatures
and the surface tension coefficient. The simulations showed the reasonable results in which the surface moved according to the 
surface tension difference generating a convectional flow.  

1. Introduction 
Smoothed Particle Hydrodynamics (SPH) is a 

Lagrangian-based method to simulate a fluid motion 
without a grid. The fluid motion is represented by the 
behavior of particles that move according to their 
respective motion equations with interaction. SPH has 
several advantages over other CFD methods. For 
example, it is easy to handle deformable boundaries 
including a free surface of a liquid body. 

In a computation of a flow field including a free 
surface movement, it is important to implement the 
effect of the surface tension. Generally, when the surface 
tension is constant, the driving force caused by the 
surface tension is treated as the pressure difference 
across the surface, which is called the Laplace pressure. 
This force works on the surface in its normal direction. 
On the contrary, the surface tension gradient caused by a 
difference of temperature or a difference of consistency 
of the liquid composite generates a tangential movement. 
This phenomenon is called Marangoni effect. Up until 
now, the way to treat this tangential force has not been 
successfully deliberated in SPH. In this study, the effect 
of Marangoni force is appended to the SPH method, and 
the thermofluid behavior of the heated droplet and the 
heated liquid column are simulated using the SPH 
method. 

2. Numerical Method 
2.1 Model Description 

In the SPH method, the mass distribution of each 
particle is given as a continuous function of Kernel W,
so that the density distribution at the particle position is 
written as 
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where a and b denote the particle indices, r is the 
position of a particle, and m is the mass of a particle. 
Then, the momentum equation is written as 
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where u is the velocity, t is the time, p is the pressure, �
is the viscous coefficient, and F is the external driving 
force. The first and second terms of the right hand side 
in Eq. (2) represent the forces by the pressure gradient 
and viscosity, respectively. The detailed model 
description of the SPH method can be found in Ref. [1]. 
2.2 Treatment of Surface Tension 

In this study, the driving force caused by the surface 
tension FST is expressed as the combination of the 
normal direction force FLaplace, tangential direction force 
Ftangent, and the attracting force Fattract:
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where n is the unit normal vector, � is the surface tension 
coefficient, d is the particle diameter, and T is the 
temperature. FLaplace and Ftangent are given only to the 
surface particles. 

2.3 Computational Condition
The following two cases are simulated. 

Case 1 Computation of the droplet on the disk 
Figure 1 shows the computational domain 

representing a droplet attached to a disk with the 
diameter of 5 mm and the thickness of 0.6 mm. The 
droplet is discretized by 5,044 particles with the 
diameter of 0.2 mm. The geometries are set to be similar 
to the conditions of Ref. [2] for comparison. The disk 
temperature is increased at the constant rate of 2 K/s. 
The time step is set to be 0.4 ms. 
Case 2 Computation of the liquid column 

Figure 2 shows the computational domain 
representing a liquid body bridging the gap between two 
disks whose diameter (D) is 50 mm and the thickness is 
6 mm. The gap length is H=38 mm, so the aspect ratio 
Ar=H/D=0.76. The liquid body in the gap is descretized 
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by about 9,500 particles whose diameter is 2.0 mm. The 
initial temperature is 300 K and uniform. The 
temperature of one disk is increased to 320 K. The time 
step is set to be 1 ms. The heat condition and the 
geometries are similar to one case of the space 
experiments called the Marangoni Experiments in Space 
(MEIS) which were carried out in the International 
Space Station (ISS) Ref. [3].

In both computations, the material properties of the 
silicone oil are used. Its surface tension coefficient is �T

= 6.36×10-2 mN/mK, dynamic viscosity � = 5.00×10-6

m2/s. The evaporation of the liquid is neglected. 
Influence of the ambient gas on the flow field or 
temperature field is not taken into account.  

3. Results and Discussion 
Case 1 Computation of the droplet on the disk 
  Figure 3 shows the flow field in the plane including 
the center axis. The continuous increase of the disk 
temperature produced the temperature difference in the 
droplet. The surface tension difference owing to this 
temperature difference induced the movement of the 
droplet surface, which leads to continuous convection 
with an upward movement of the surface and the 
downward flow at the center region of the droplet. The 
flow behavior is similar to the result in Ref. [2]. 
Case 2 Computation of the liquid column 
  Figure 4 shows the flow field in the plane including 
the center axis. The temperature difference between the 
two disks causes the liquid surface movement. The 
surface moves from the higher temperature side to the 
lower temperature side. As a result, the liquid moves to 
the higher temperature side inside the liquid. This 
behavior is similar to the result in Ref. [4]. 

4. Concluding remarks 
In this study, SPH method was applied to the 

simulations of the thermofluid behavior of the heated 
liquid bodies taking into account the Marangoni effect. 
The results of the simulations were reasonable, where 
the surface movement was driven by the surface tension 
difference, resulting in a convectional flow.  
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Fig. 1 The droplet and the disk represented by 6496 
particles. Black particles denote liquid. Gray particles 
denote the solid disk.�

�
Fig. 2 The liquid column and two disks represented by 
12475 particles. Black particles denote liquid. Gray 
partcles denote solid disks. 

�
Fig. 3 Instantaneous velocity vectors at particle locations 
in the center plane of a droplet attaching the disk when 
t=13.6 s. 

� � �
Fig. 4 Instantaneous velocity vectors at particle locations 
in the center plane of a liquid column when t=80.1 s. 
Black and gray particles are 300 K disk and 320 K disk. 
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ABSTRACT 
Experimental study of water jet formation by electric discharge in tubes with various widths is carried out. It is the phenomenon of a 
bubble interaction with water surface interaction in a closed space. The bubble evolution and the water jet generation are visualized 
by a high speed camera. The location and the velocity of water jet are also obtained and discussed by analyzing recorded photos. 

1. Introduction 
   The sudden release of high pressure gas bubble in 
water induced by underwater explosion generates a 
shock wave outward, resulting in the movement of 
surrounding water, especially on the side of free surface. 
When underwater explosion occurs in the straight 
rectangular tube, the water above the bubble can be 
accelerated, forming  water jet. The mechanism of this 
jet formation is similar to explosive volcano eruptions 
that are caused by expanding pressurized soluble gases 
[1] in volcanic channels. In past few years, the 
laser-induced liquid jet has been studied in biology and 
medicine [2]. In this application, the water jet and the 
bubble is induced in a narrow pipe. In order to generate 
the water jet with good repeatability, a controllable  
water jet is preferable. Shallow and deep underwater 
explosions in free space have been heavily investigated 
experimentally for decades. However, two side walls 
may have an significant impact on the water jet 
formation in the confined space. Therefore, in our 
previous studies, the water jet velocity and formation in 
a narrow tube with a rectangular cross-section by 
underwater explosion is investigated for a few cases. 
This paper reports our recent experimental results on 
more explosion depths and widths.  

2. Experimental Method 
   The rectangular tube is used as the test section to 
investigate the behavior of water jet in closed space. 
Fig.1(a) shows the test section in this study. The 
thickness of the rectangular tube , D , is 5mm, and the 
height is 250mm. The bottom wall and two side walls 
are made of stainless steel, and other two sides are fixed 
by two optical windows made of transparent plexigalss. 
The purefied water is used in this study. Underwater 
explosion is created with high voltage electric discharge. 
The experimental equipment in this study is shown in 
Fig.2(b). The driver circuit in high voltage discharge 
consists of a high voltage power, a capacitor, a spark 
trigger and two electrodes (P and N).� These electrodes 
are installed at Y = 140mm and connected with copper 
wire in water. Capacitor is connected in parallel with 
voltage power and its capacity C is 0.2 �F. The circuit is 
triggered manually. When the circuit is triggered, 
electric discharge is instantly generated and then 
explosion bubble appears. To investigate the 
dependence of water jet velocity and its formation on  
the location of explosion center in the rectangular tube, 
explosion depth H is changed with 10 patterns, H = 5, 
10, 15, 20, 25, 30, 35, 40, 50, 60mm, are tested. The 
bubble evolution and the water jet formation are directly 
visualized by a high speed camera at the frame rate of 
50 thousands frames per speed. The exposure time is 
2�sec per frame. The metal halide white lamp with 
power of 350w is used as a light source. The location 

and the velocity of flow structures are also obtained by 
analyzing recorded photos. 

(a)Test section      (b)Experimental equipment 
Fig.1 Test section and experimental equipment 

3. Results and Discussion
3.1 The Behavior of Bubble Evolution and Water Jet 
Formation 
   The experiments are conducted at ten depths (H = 5, 
10, 15, 20, 25, 30, 35, 40, 50, 60mm). The patterns of 
the bubble evolution of six depths (H = 5, 10, 15, 20, 25, 
30mm) have been reported by [3]. These phenomena 
observed at W = 15mm are only reported in this paper. 
Pattern A is observed at the depth of 35mm, and pattern 
B is seen at the depths of 40mm, 50mm, 60mm. Two 
typical photos are shown respectively in Fig.2 and Fig.3. 
At first, the configuration of the bubble is cylindrical. 
When the electric current passes through the horizontal 
expansion is affected with two sidewalls and is stopped 
then the expansion bubble changes to an ellipsoid shape. 
At the two electrodes, electric energy is released and a 
blast wave is caused. This blast wave is propagates in 
the water and it creates the low pressure region in the 
water behind. In Fig.2 at the time of 1.0ms, second 
cavitation is observed at the pipe wall, in the region 
between the bubble and the free surface because of the 
low pressure. When the expansion wave reaches free 
surface, these cavitation gradually disappears. In all 
figures, second cavitations are also seen under the 
bubble in the channel. These cavitation bubbles are 
formed because of the low pressure in the water 
generated by expansion waves reflected from the 
bottom wall. As seen in Fig.2 for H = 35mm, the water 
above the bubble is accelerated and forms a jet. Two air 
pockets are generated near pipe wall. The water jet is 
blunt-sharped at beginning. However, the shape of water 
jet is changed from a blunt shaped jet to a spike-shaped 
jet at last. At about t = 1.8ms, it is seen that a micro jet 
is formed inside the bubble from the bottom of the 
bubble. This inner jet moves upward. Two air pockets 
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ABSTRACT 
A two dimensional simulation of velocity fluctuation generation inside a boundary layer by an actuator on the wall was carried out. 
The results were compared to experiments carried out in the past. Although generation of T-S waves could be observed in the 
numerical results, the T-S wave pattern decayed quickly and did not grow.  

1. Introduction
Tollmien-Schlichting (T-S) waves are typical 

instability waves observed at the early stage of natural 
transition of a boundary layer. To delay the turbulence 
transition, many attempts to control these instability 
waves have been performed proposing various types of 
the actuators.[1][2] In the series of our studies, the growth 
of linear instability waves has been successfully 
suppressed by the feedforward control system using a 
combination of an array of upstream sensors and 
downstream piezo-electric actuators.[3]

In addition, we have focused on methods to use the 
actuators more efficiently. The effects of using driving 
signals apart from the sinusoidal signal were examined. 
It was found out that the types of driving signal have a 
certain effect on the generated instability waves. 
However, it is very difficult to measure the flow field in 
the vicinity of the actuator in the experiment. So, in this 
study, a numerical simulation of a flat-plate boundary 
layer is carried out focusing on the velocity fluctuation 
excited by an activated actuator. The results are 
compared with the previous experimental results[4] and 
discussed. 

2. Computational method
The target flow is a flat-plate boundary layer with 

conditions same as the experiment.[4] The computational 
domain is a rectangular region shown in Fig. 1. The 
main flow velocity is U � =14m/s and the inflow 
Reynolds number based on the thickness of the 
boundary layer is 3.5×103. The origin of the coordinate 
system is set at the leading edge of the plate. The axes x
and y denote the streamwise and wall-normal directions. 
Dimensionless height ��is defined by 
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x

Uy
�

� ��  (1) 

where �[m2/s] is kinetic viscosity of the air. The velocity 
profile of the inlet flow has a Blasius profile.  

The governing equations are the two-dimensional 
incompressible Navier-Stokes equations. These 
equations are solved by the fractional step method. The 
convectional term and the viscous term are discretized 
by the second order central difference scheme. Eulerian 
method is adopted for time marching. 

As for the velocity boundary conditions, the non-slip 
condition is applied at the wall surface, and the 
Neumann condition is applied at the top and outlet 
boundaries. As for the pressure boundary conditions, the 
Neumann condition is applied to the boundaries, while 
the pressure at the inlet is fixed. The computational 
region covers 600mm<x<1200mm and 0mm<y<10mm.  
A uniform grid system is used and the numbers of grid 
points are Nx×Ny = 400×100. 

A Piezo actuator expands and shrinks when an 
alternate voltage is applied. In the experiment, the 
upstream side of an actuator was glued on the surface, 
while the downstream side freely moved with a 
displacement of several micrometers. In the numerical 
simulation, the movement of the actuator on the plate is 
expressed by providing finite values for velocity at the 
actuator surface in the range of 820mm<x<900mm 
instead of zero. Therefore the thickness of the actuator is 
neglected in this simulation. Also, the driving frequency 
is set at 100Hz and the maximum amplitude of velocity 
fluctuation is 4.4% of the freestream velocity. Although 
this frequency is slightly different from the experimental 
condition, it is selected to be within the unstable region 
predicted by the linear stability theory. 

y

x

x=600mm x=1200mm
y=10mm

820mm<x<900mm

Actuator (flush mounted)

Flow U�

Fig. 1 Computational domain. 

3. Results and Discussion 
Figure 2 shows the velocity distributions at the 

different streamwise positions when there is no actuator. 
All the velocity profiles agree well with the Blasius 
profile. 

Figures 3 and 4 show the vorticity fluctuations when 
the actuator is activated for the experiment and the 
simulation, respectively. In the experimental results, the 
ensemble-averaged velocity gradient yu ens ��� '  is 
regarded as the vorticity fluctuation. As shown in Fig. 3, 
negative and positive fluctuation pattern appears 
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downstream accompanying the periodic motion of the 
actuator. Its phase velocity is 5.2m/s, which is 37% of 
the freestream velocity. This is a typical value for T-S 
waves. On the other hand, in Fig. 4, although there is a 
stripe pattern just downstream of the trailing edge of the 
actuator, it is weak, quickly decays and does not grow. 

Figure 5 presents the RMS distribution of the 
streamwise velocity fluctuations u'rms at x = 915mm, 
15mm downstream from the trailing edge of the actuator. 
The profile has two-humped peaks, which is the 
characteristic feature of the T-S waves. The result 
indicates that T-S waves were actually generated in the 
simulation. The reason why T-S waves' stripe pattern 
can hardly be found in Fig. 4 is probably due to 
numerical errors. 

u/U�

�

x = 1200 mm
x = 1000 mm
x = 800 mm
Theory

u/U�

�

x = 1200 mm
x = 1000 mm
x = 800 mm
Theory

Fig. 2 Velocity of the basic flow at the different 
streamwise positions, x=800, 1000, 1200mm. 

Fig.3 Ensemble averaged local velocity gradient
yuens ���� / in x-y plane at z = 0mm. 
(Experiment [4])
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Fig. 4 Vorticity fluctuation in x-y plane in simulation. 
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Fig. 5 RMS profile of streamwise velocity fluctuations 
at x=915mm.  
(Simulation) 

4. Concluding remarks 
An attempt to numerically simulate and reproduce 

the excitation process of instability waves using the 
actuator on the wall was carried out. Although T-S 
waves were generated right behind the actuator, they 
decayed very quickly and did not grow. 
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ABSTRACT 

The behavior of cavitating flows over a hydrofoil Clark-Y is analyzed with numerical method. A semi-implicit method is employed 
to enhance the computational efficiency of a fully compressible two-fluid model for the low speed liquid flow. In this study, the 
cycles of cavitation and re-entrant jet are successfully predicted.  It is confirmed that the sudden drop of the lift coefficient is due to 
the high pressure created by the bubble collapsing. 

 
1. Introduction 

In liquid flows, cavitation occurs if the liquid is 
accelerated and pressure of liquid falls below vapor 
pressure. It is a serious problem that the cavitation 
deteriorates the performance and cause erosions over 
propellers. It is a challenging task accurately to predict 
the cavitation by numerical simulation.  
  In this study, the solution for dealing with high and 
low current speeds is developed to analyze the cavitation 
phenomena over a hydrofoil. Previously work of Liou 
by using AUSM+-up scheme [1] employed an explicit 
method. A semi-implicit method is employed to analyze 
at high speed, and AUSM+-up scheme is employed to 
deal with low Mach number flows. The cycles of 
cavitation and high pressure region by collapsing 
cavitation are observed. 
 
2. Method 

In this study, the simulation is conducted with a 
semi-implicit Lagrange-Remap method. It solves 
conservative quantities of pressure and velocity in the 
Lagrangian coordinate. Moreover, to solve 
discontinuous quantity of state at particle interfaces, the 
simple acoustic solver [2] is employed as the 
approximate Riemann solvers. The quantities of 
pressure p* and velocity U* at interface are given as 
follows: 

� �
RL
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II
UIUIpp

U
�

���
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     (1) 

� �
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where I is acoustic impedance, and subscript L and R 
indicate left and right at interface. 1� and 2�  are 
coefficients of numerical viscosity, as introduced in the 
AUSM+-up scheme to improve the convergence 
behavior at low Mach numbers,  and are given by 
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�             (3) 

� �� �MM �� 2,1min2�         (4) 
with M is the upstream Mach number. The conservative 
quantity is remapped to the Euler coordinate, and it is 
used in next step to solve conservative quantity. Subgrid 
modeling is employed to calculate two-phase interface 
inside a cell [3]. For the cavitation model, Merkle’s 
cavitation model is adapted to two-fluid model [4]. 

We calculate Clark-Y hydrofoil at an angle-of-attack 
of �8 . Fig.1 shows a computational grid structured 
O-type (160� 56). The length of chord is 1[m]. This 
hydrofoil is located in water. Viscosity is not considered. 
Computations have been done for various cavitation 
numbers � of 0.4-2.0 at every 0.2. The flow Mach 
number is 0.0065. All cases above are done with the 
CFL number 0.04 in order to observe the propagation of 
high pressure waves. The lift and drag coefficients are 
almost similar for a much higher CFL number of 0.4, 
but the pressure waves are hardly resolved with the high 
number.  

 
(a)Overall view        (b)Magnified view 

Fig.1 Computational grid 
 
3. Results and Discussion 

The lift and drag coefficients at cavitation number 
� = 1.0 are recorded and shown in Fig.2. The periodic 
behavior of the cavitation over the hydrofoil is predicted. 
The volume fraction distributions in a cycle of 
cavitation are shown in Fig.3. The cavitation is initiated 
over the hydrofoil, and then forms a cloud cavitation. 
The re-entrant jet is recognizable at this stage. The 
re-entrant jet penetrates into the cavitation zone at t = 
0.34[s], as shown in Fig.4.  

The averaged lift and drag coefficients are shown in 
Fig.5 again cavitation number � , together with 
experimental data by Wang et al. [5] and calculated data 
by Wu et al. [6]. The data is averaged over a few cycles 
resolved. These obtained at CFL number 0.4 is also 
compared. The numerical predicted data agree well with 
the experiments especially at low cavitation numbers. A 
discrepancy is seen near the breakdown regime, where a 
fully three-dimensional effect should be important.  

The cloud cavitation reduces its size gradually, and 
disappears eventually, creating a shock wave and high 
pressure waves. The pressure distributions, during the 
collapsing of a cavitation bubble in Fig.3(d), are shown 
in Fig.6. It is seen that the upper surface is impacted by 
these high pressure waves, resulting in a sudden drop in 
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lift coefficient. In Fig.6(a) and (b), the cavitation bubble 
with the vapor still remains in the high pressure region. 
This is due to the fact that in the numerical modeling, 
the cavitation model is performed after updating 
pressure in integrating Euler equations.  

The propagation speed of high pressure waves varies 
from 1700m/s to 3000m/s, depending on the direction of 
propagation.  The speeds are evaluated from the isobar 
contours in the figures, which gives only an estimate of 
the wave speed. Nevertheless, the order of these speeds 
agrees with the sound speed in water.  
 
4. Concluding remarks 

The bubble in cavitating flows over a hydrofoil 
Clark-Y is analyzed. The periodic cavitation and 
re-entrant jet are resolved. The calculated data agree 
with experimental data at low cavitation numbers. Thus 
it is necessary to improve method at near cavitation 
number 1.2. A 3D algorithm is under development. It is 
also confirmed that the sudden drop in lift coefficient is 
due to the high pressure induced by the bubble 
collapsing over the upper surface of the hydrofoil. 

  
(a) Lift coefficient       (b) Drag coefficient 

Fig.2 Histories of lift and drag coefficients 

 
(a) t = 0.22[s]          (b) t = 0.46[s] 

 
(c) t = 0.57[s]          (d) t = 0.64[s] 

Fig.3 A cycle of cavitation 

 
(a) Volume fraction  (b) Velocity in direction of x 

Fig.4 Re-entrant jet on the upper surface at t = 0.34[s] 

 
    (a) Lift coefficient     (b) Drag coefficient 

Fig.5 Dependence of lift and drag coefficients of 
Clark-Y at angle of attack �8 on the cavitation 
number 

 

 
(a) -25.2[µs] before   (b) -12.4[µs] before 

bubble bubble collapsing     collapsing 

 
(c) 0[µs]   (d) 12.5[µs] after        

collapsing bubble 
Fig.6 Pressure distributions before and after the collapse 

of a cavitating bubble (The bubble is collapsed at  
t0 = 0.6475891[s]) 
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ABSTRACT  
We measured the supersonic flowfield with transverse injection by stereoscopic particle image velocimetry (SPIV) and calculated the 
single-time two-pint spatial correlations of velocity fluctuations. These correlations showed scale structure of turbulence. 
Furthermore, the effect of injection species was investigated. The shapes of correlation region changed with the selected velocity 
component. The bow shock wave was well correlated with a reference point on the 50% averaged concentration track. They were 
connected by sound wave. The correlation regions for air and helium injection differed each other. 

 
1. Introduction 

As a propulsion system of hypersonic flight vehicles, 
a supersonic combustion ramjet (scramjet) engine has 
been studied and developed. Flow velocity in a 
combustor of this engine is supersonic and the time for 
mixing between air and fuel is very short. Therefore, a 
fuel injection and mixing were required to be highly 
efficient. 

Transverse injection into a supersonic flow is one of 
the fuel injection methods. This injection method caused 
a large loss, but it had a high penetrating in the 
mainflow and could add a three dimensional disturbance 
to accelerate mixing. 

Takahashi et al. [1] measured this flowfield by planer 
laser induced fluorescence (PLIF) technique and 
obtained the turbulent structure of the scalar field. 
Horikoshi [2] investigated the effect of injection species 
to the turbulent structures. 

In this study, we measured the supersonic flowfield 
with transverse sonic injection by a stereoscopic particle 
image velocimetry (SPIV) and calculated the 
single-time two-pint spatial correlations of the velocity 
fluctuations, because the velocity fluctuation was 
regarded as the driving source of turbulent mixing. In 
addition, the effect of injection species was investigated. 
 
2. Equipment and Method 

We used a suction-type supersonic wind tunnel with 
a two-dimensional Laval nozzle. The mainstream 
nominal Mach number Mm was 2.0. 

The test section had a 30-mm square cross section 
and was 290 mm long. The walls of this test section 
were clear acrylic resins. The lower wall used red 
acrylic resin to reduce the influence of reflection of the 
laser light sheet. There was a single injection hole of 2.5 
mm diameter on the lower wall. This injection hole was 
located on the center line at 75 mm downstream from 
the entrance.  

The SPIV system used a double-pulse Nd-YAG laser 
(wave length: 532nm, power: 15mJ/pulse, pulse 
duration: 5~7 ns, frequency: 15 Hz) as a light source. 

The tracer particles were droplets of dioctyl sebacate 
(density 913.5 kg/m3 of about 1μm diameter) produced 
with a Laskin nozzle. 

The injectants were air and helium. The 
jet-to-mainstream momentum flux ratio J was 1.96±0.02 

for air and 1.99±0.02 for helium. These parameters 
referred to Takahashi et al.[1]. The measurement 
conditions of SPIV are shown in Table 1. 

 
Table 1 Measurement conditions of SPIV 

Camera Configuration Scheinpflug 
Camera Angle 27 deg 
Lens Tilt Angle 8 deg 

Aperture 6.7 
Number of Picture pair 1500 pair 

Delay Time 500 ns 
Thickness of Laser Sheet 1 mm 

Correlation Method Direct Cross-Correlation 
 
3. Results and Discussion 

The single-time two-pint spatial correlation Cuiuj was 
computed by Eq. (1). Average velocity and root mean 
square (rms) of velocity fluctuation are computed by the 
analyzing system (©FtrPIV system). Point (x, y) is a 
location of the reference point. Δx and Δy are 
streamwise and transverse distances from the reference 
point, respectively. We took the reference points on the 
50% averaged concentration track that referred to 
Takahashi et al. [1]. 

In this study, sample number of picture pairs was 
1500. For this number of data, the highly correlation 
was where the absolute correlation value |C| ≥ 0.1, as 
calculated by significance test.  
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where u, v and w are streamwise, transverse and lateral 
velocity components, respectively. 

Figure 1 showed the nondimensional transverse 
velocity fluctuation. The dashed-dotted and the two 
point dashed-dotted lines indicated the 10% and 50% 
averaged concentration tracks measured by Takahashi et 
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al. [1], respectively. 
The 50% averaged concentration track represented 

the most intensively concentration fluctuation of jet. 
However, in this study, this track did not coincide with 
the track of maximum streamwise velocity gradient 
shown by dotted line. The highest fluctuation of v 
appeared near the dotted line. 

Figure 2 shows typical examples of the spatial 
correlation distribution, ones of transverse velocity 
fluctuation: Cvv. The injectant was air for upper of Fig. 2 
and helium for lower of Fig. 2. 

Both injectant showed a strong correlation region 
around the reference point at x/dj = 7 on the 50% 
averaged concentration track. The shapes of the 
correlation region were showed vertically elongated 
ellipses. This shapes changed with the selected velocity 
components. 

The whole bow shock wave correlated with a 
reference point in the air injection. Furthermore, in this 
case, a reattach shock wave emanated near the reference 
point was observed and it was weakly correlated with a 
reference point, too. On the other hand, in the helium 
injection case, the bow shock wave was not well 
correlated with the reference point and the reattachment 
shock wave was not observed. 

Around a point (x/dj, y/dj) = (5, 6), the positively and 
negatively correlated regions existed for both injection. 
These regions represented sound wave irradiated by the 
motion of jet plume. Since the injection velocity of 
helium was faster than that of air, the correlated region 
for helium injection was larger than that for air injection. 
 

 
 

 
Fig. 1 Velocity fluctuation 2v�  

(Upper: Air, Lower: Helium) 

 

 

 
Fig. 2 Spatial correlation distribution of transverse 

velocity fluctuation: Cvv (Upper: Air, Lower: Helium) 
 
4. Concluding remarks 

We measured the supersonic flowfield with 
transverse injection by SPIV and calculated the 
single-time two-pint spatial correlations of the velocity 
fluctuations. The following results were obtained. 

 
� The 50% averaged concentration track measured 

by PLIF was not coincided with the track of 
maximum streamwise velocity gradient. 

� A strong correlation region existed around the 
reference point and its shapes changed with the 
selected velocity components in both injection 
case. 

� The whole bow shock wave correlated with a 
reference point on the 50% averaged concentration 
track in the air injection case 

� Sound wave irradiated by the motion of jet plume 
was observed between the reference point and the 
bow shock wave. 
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ABSTRACT 
Cryogenic slush fluids such as slush nitrogen and slush hydrogen are two-phase single-component fluids containing solid particles in 
a liquid, which have higher density and refrigerant capacity than a shingle-phase liquid. In this study, the three-dimensional thermal 
non-equilibrium two-phase flow model is developed to clarify flow characteristics of slush fluid in a horizontal square pipe . Flow 
characteristics of slush nitrogen in a horizontal square pipe became clear by the numerical analysis. 

 
1. Introduction 

Cryogenic solid–liquid two-phase slush fluids have 
superior properties as high-density fluids and 
refrigerants. The use of slush hydrogen allows more 
efficient transportation and storage of hydrogen energy, 
as well as having the superior thermal-fluid properties. 
However, there has been relatively little research 
conducted on flow characteristics of slush fluid in 
horizontal pipe flow. 

Therefore, the aim of this research is to clarify flow 
characteristics of slush fluids in a horizontal pipe based 
on three dimensional two-phase flow model. In this 
study, the slush nitrogen is applied and flow 
characteristic of slush fluid in a horizontal square pipe 
used widely is analyzed. 
 
2. Numerical method 

In this study, the three-dimensional thermally 
non-equilibrium two-phase flow model is used. As a 
computational model, two-fluid model is adopted by 
Euler-Euler coupling approximated the solid-liquid by 
continuum, assuming incompressible fluid. Therefore, 
the solid-liquid phase can be treated as a Newtonian 
fluid. Pressure drop reduction phenomenon and heat 
transfer deferioration phenomena, which are known as 
the characteristics of slush fluid, is not considered. Fig. 
1 shows the square pipe model used in this numerical 
analysis. The flow path length L is 600 mm, which is a 
smooth horizontal square pipe with a side length of 
12mm. The calculation result at L=400mm is used to 
evaluate the characteristics. The governing equations are 
composed of the continuity equation (1), the momentum 
conservation equation (2) and the energy conservation 
equations (3) and (4). 
 
                                           (1) 
 
 
                                            
                                           (2) 
 
 

                                         (3) 
 
 
                                           (4) 
 

3. Results and Discussion 
3.1 The characteristic of flow velocity distribution and 
the solid phase volume fraction 
 In order to ensure validity of the simulation for flow 
characteristic of slush nitrogen, some results of this 
numerical analysises were compared with the PIV 
(Particle Image Velocimetry) method using solid 
particles of slush nitrogen as a tracer (Experimental 
conditions, Sectional shape is the same shape and 
numerical models, measured in the low-flow conditions 
and high-flow conditions). The comparisons of the 
velocity distribution of the solid phase between the 
numerical results and the experimental results by the 
PIV method are presented in Figs. 2(a) and (b). In these 
figures, the horizontal axis indicates solid phase 
velocities normalized by the mean velocity of the solid 
phase, and the vertical axis indicates the position of the 
cross section of the pipe. By referring to those figures, 
the numerical results agree well with the experimental 
results for both low and high velocity conditions. The 
profiles of the solid phase volume fraction at each inlet 
velocity along a vertical axis plane are shown in Fig. 3. 
By referring to Fig. 3, the lower the inlet velocity, the 
larger the solid phase volume fraction is at the bottom of 
the flow channel. As the interference between the solid 
particle, and the liquid increases in the bottom of the 
tube, the velocity profile becomes asymmetric. 

Fig.1 Square pipe model  

    (a) low-flow conditions   (b) high-flow conditions 
Fig.2 Comparison of the velocity distribution between 
numerical results and experimental results  
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3.2 Pressure drop characteristics 
The comparison of the pressure drop per length 

between the numerical result of slush nitrogen and the 
Blasius equation is shown in Fig. 4. In this figure, 
horizontal axis indicates the inlet velocity, and the 
vertical axis indicates the pressure drop per unit length. 
As shown in Fig. 4, the numerical result of subcooled 
liquid nitrogen agree well with the Blasius equation. 
Validity of the simulation method for flow 
characteristics is also ensured from this results. 
Moreover, the pressure drop becomes larger with 
increase in the initial solid phase fraction. This 
phenomenon can be explained by the relationship 
between the initial solid fraction and the turbulent 
energy. Fig.5 shows the relationship between the initial 
solid fraction and the turbulent energy of liquid phase. 
From Fig. 5, it is clear that the turbulent energy becomes 
large with increase in initial solid fraction. This 
phenomenon is due to the increase in interference 
between solid and liquid phases with the increase in 
initial solid fraction. As the result, the pressure drop 
becomes larger with increase in the initial solid phase 
fraction.  
 
3.3 Secondary flow characteristics 

Secondary flow characteristics of slush nitrogen is 
presented in Figs. 6(a) and (b). Uay and Uaz show the 
velocity distribution for Y and Z directions, respectively. 
Secondary flow directions expected from Uay and Uaz are 
presented in Fig. 6(a) with arrowed lines. This pattern 
is different from two symmetric vortices in the 1/4 cross 
section towards the corner measured for the single-phase 
flow by Brundrett and Gessner [2][3]. This phenomenon 
is because the effect of gravity becomes stronger by the 
presence of solid particles. Moreover, in the high flow 
velocity, the secondary flow velocity becomes smaller 
than that in the low flow velocity. This is considered, 
due to the strong inertia force to the mainstream velocity 
direction in high flow conditions, the secondary flow  
is reduced. 
 
4. Concluding remarks 

The numerical code was verified to be able to analyze 
the flow characteristics of slush nitrogen with sufficient 
accuracy. 

The lower the inlet velocity, the larger the solid phase 
volume fraction is at the bottom of the flow channel. 

The pressure drop became larger with an increase in 
the initial solid phase fraction. 

In the high flow velocity, the secondary flow velocity 
is smaller than that in the low flow velocity. 
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Fig. 4 Inlet velocity and pressure drop per unit length  

Fig. 5 Solid fraction and turbulent energy 

Fig. 6 Secondary flow characteristics of slush nitrogen 



Eighth International Conference on Flow Dynamics
November 9 - November 11, 2011

－ 592 － － 593 －

Pressure-Drop Reduction Phenomenon of Cryogenic Solid-Liquid Slush Flow 
in a Corrugated Pipe 

 
Jun Okuyama, Kei Nakagomi, Katsuhide Ohira, Koichi Takahashi 

Institute of Fluid Science, Tohoku University, 2-1-1 Katahira, Aoba-ku, Sendai, Miyagi, 980-8577, Japan 
okuyama@luna.ifs.tohoku.ac.jp 

 
ABSTRACT 

Cryogenic slush fluids such as slush hydrogen are solid-liquid, two-phase fluids. There are high expectations as a functional thermal 
fluid. Experimental flow tests were performed using slush nitrogen to elucidate the pressure-drop reduction for two different types of 
corrugated pipes having inner diameters of 12 and 15 mm, while the behavior of solid particles were observed by using a high-speed 
video camera and the PIV method to clarify the pressure-drop reduction phenomenon. At a solid fraction of 5~32 wt.% and a flow 
velocity of 2 m/s or greater, pressure-drop reduction, which was not observed in the case of liquid nitrogen flow, was first confirmed. 
 
1. Introduction 

Cryogenic solid-liquid two-phase slush fluids have 
superior properties as high-density fluids and 
refrigerants. Our laboratory has proposed a 
high-efficient hydrogen energy system which is shown 
in Figure. 1 [1]-[2]. This system can expect synergetic 
effects using slush hydrogen (14K). For development of 
this system, flow properties of slush fluids in a 
corrugated pipe are important because the corrugated 
pipe is used as both the transport pipe and the refrigerant 
pipe for superconducting power transmission. In this 
experiment, by measuring the pressure drop of slush 
nitrogen (63K) in different two types of corrugated 
pipes, the pressure-drop reduction phenomenon was 
shown for the first time. In addition, the behavior of 
solid particles was observed by using a high-speed video 
camera and the PIV method to clarify this phenomenon. 
 
2. Experimental apparatus and procedures 

Figure. 2 shows the flow test apparatus. This apparatus 
is composed of a run tank, a transfer pipe, a catch tank 
and the measurement system. After slush nitrogen is 
produced in the run tank, it flows into the transfer pipe. 
Corrugated pipes A and B have inside diameters (d) 12 
and 15 mm, outside diameters 17.5 and 19.4 mm, pitch 
(s) 3.3 and 3.0 mm, height of convex (t) 2.75 and 2.2 
mm, and lengths 824 mm (pressure drop measurement 
section 614 mm), respectively. They are made of 
stainless steel pipes. The upstream section has a 
entrance length of 210 mm. In the experiment, liquid 
nitrogen  (63K) was also used for  comparison.  
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Fig. 1 Synergetic effect of a combination of slush 

         hydrogen and superconducting equipment. 
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Fig. 2 Experimental apparatus for slush nitrogen flow test. 
 
Experimental conditions are as follows: flow velocity 
1.4~4.5 m/s, pressure 0.1~0.2 MPa, solid fraction 5~32 
wt.%. 
 
3. Results and Discussion 

Figure. 3 shows the result of pressure drop and flow 
velocity in corrugated pipes A and B. White and black 
plots show for inside diameters of 12 (A) and 15 mm 
(B), respectively. In the figure, Prandtl-Karman Eq. (15 
mm) and Hawthorne & von Helms Eq. are shown. 
Prandtl-Karman Eq. shows for the single-phase flow in 
a smooth circular pipe. Hawthorne & von Helms Eq. 
shows for the single-phase flow in a corrugated pipe [3]. 

Pressure drops of the liquid nitrogen for A and B are 
5-9 times and 3-6 times larger than that of 
Prandtl-Karman Eq., respectively. In the range of mean 
velocity below 2 m/s, pressure drop of slush nitrogen 
shows equal or slightly greater than that of liquid 
nitrogen. On the other hand, in the range of over 2 m/s, 
pressure drop reduction appears and it increases with 
increase of solid fraction. 

Figure. 4 shows results of pipe friction factor λ and 
Reynolds number (representative length d). Friction 
factor of liquid nitrogen increases with increase of 
Reynolds number and approaches Hawthorne, et al. Eq. 
But, in the area of low Reynolds number, it’s different 
from the trend of Hawthorne, et al. Eq. In the transition 
range where Reynolds number is about 105, friction 
factor agrees well with experimental value of Daniels & 
Cleveland [4]. 
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Fig. 3 Pressure drop and mean velocity of slush N2. 
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Fig. 4 Friction factor and Reynolds number of slush N2. 
 

Friction factor of slush nitrogen shows nearly constant 
value. It decreases with increase of solid fraction.When 
solid fraction was 30 wt.%, pressure drop reduction was 
a maximum of about 37 %.  

Staggered rectangular pipe for visualization is shown 
in Figure. 5. The pipe consists of a rectangular pipe 
(12×12 mm), a staggered rectangular pipe (12×16 mm) 
and a circular pipe (ID = 15 mm). Pressure drop was 
measured along the 346 mm length. Only upper and 
lower surfaces are staggered and the number of convex 
is 36. Pressure drop ratio rdp is shown in Figure. 6 
(rdp=ΔPsl /ΔPsub). In the case of rdp<1, the pressure drop 
reduction emerges. Pressure drop ratio of slush nitrogen 
tends to decrease over the mean flow velocity of 2 m/s. 
However, unlike corrugated bellows, most data is in the 
range of rdp = 1.1~1.25 and pressure drop reduction 
didn’t clearly emerge. This is probably due to the 
increased losses since the measurement section contains 
a rectangular part, an expanded part and a circular part. 
Figure. 7 (1) and (2) correspond to the high-speed 
camera images. In Figure. 7 (1), solid particles are 
caught in vortices in the concave portion and collide 
with the wall. On the other hand, in the case of Figure. 7 
(2), solid particles are hardly caught in the concave 
portion and relatively tend not to collide with the wall or 
corner. Consequently, pressure drop ratios are 
considered to become 1.0 and 1.2, respectively. Also, in 
the PIV measurement, recirculation streamlines of solid 
particles were observed in concave potions for high rdp 
(rdp = 1.2), but in the case of low rdp (rdp = 0.95), such  
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Fig. 6 Pressure drop ratio rdp and mean velocity of 

slush nitrogen (rdp=ΔPsl /ΔPsub). 
 
 
 
 
 
 

(1) (2) 
Fig. 7 Images of solid particles near the bottom of the 

staggered pipe. 
(1) 3.18 m/s, 15.8 wt.%, r

dP
=1.19  

(2) 2.50 m/s, 13.6 wt.%, r
dP

=1.03 
 
streamlines were not observed. As a result, it’s 
considered solid particles (solid fraction) and the flow 
velocity are closely related to the pressure drop 
reduction. 
 
4. Conclusions 
 When slush nitrogen flows in a corrugated pipe, 
pressure drop reduction phenomenon that pressure drop 
reduces compared to the liquid nitrogen flow was shown 
at the flow velocity 2 m/s or greater. This phenomenon 
is considered to occur by following reasons:  
(1) By the migration of the solid particles to the center 
of the pipe with increase in the flow velocity, 
interference between solid particles and the corrugation 
part is reduced. 
(2) Solid particles in the pipe center suppresses 
turbulence generation of liquid on the pipe wall and 
inside the corrugation part. 
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ABSTRACT
Small amount of water micro droplets is injected into the downstream of plasma flow without disturbing plasma flow directly.
The water droplets are vaporized in the tail of thermal plasma flow, and then are dissociated to hydrogen molecules which 
improve thermofluid characteristics of plasma flow. Therefore, the thermofluid flow characteristics of the plasma flow are 
enhanced and the powder spheroidization process efficiency is increased with water droplets injection using a DC-RF hybrid 
plasma flow system under the low electric power.

1. Introduction
Spherical particles achieve more homogenous and 

stable particle transportation by improving the powder 
fluidity in the tube. They allow fine control of powder 
feeding rate without agglomeration problems because of 
low friction loss between particles and tube surface.
Steady powder feeding is the important for achieving 
high performance thermal spray processes such as dense 
coating formation and thin film fabrications. Therefore, 
alumina powder spheroidization processes are needed
for high quality sprayed coating processes [1-3].

Argon plasma flow mixed with hydrogen gas
improves thermofluid flow characteristics of plasma 
flow with the concentration of hydrogen gas. Water 
droplets are dissociated to molecular hydrogen and 
oxygen molecules in thermal plasma flow, all these 
species are mixed with the plasma flow and especially 
improve enthalpy and thermal conductivity of plasma 
flow [4, 5]. 

This study aims the improvement of thermofluid 
flow characteristics of plasma by mixing argon plasma 
flow with hydrogen molecules. While thermal energy of 
plasma flow is consumed to vaporize water droplets,
mixing effect of plasma flow with hydrogen molecules
compensates the energy loss by increasing plasma 
enthalpy. Therefore, the effects of water droplets 
injection into the downstream of plasma flow on the 
thermofluid flow characteristics of plasma flow and the 
alumina powder spheroidization process are 
experimentally investigated to achieve the high 
performance spheroidization process using the low 
electric power DC-RF hybrid plasma flow system.

2. Experimental setup
Figure 1 shows a schematic illustration of the 

DC-RF hybrid plasma flow system. The origin point 
denoted by “O” is located at the exit of the DC plasma 
torch on the central axis. The operating pressure is 150 
torr. The DC power of 1.2 kW and RF power of 6.6 kW
are used. The working gas is argon. The flow rates of 
central gas and swirling sheath gas are 5 and 20 Sl/min, 
respectively. The central gas flow rate is given as a sum 
of the DC plasma jet forming gas flow rate of 4.2 Sl/min
and the powder carrier gas flow rate of 0.8 Sl/min.

Water droplets are injected by a two-phase atomizer 
(YS-03, Yaezaki Inc., Japan) at r = 95 mm and z = 195 
mm without disturbing plasma flow directly as shown in 
Fig. 1. The purified water and the atomizing gas of 
argon are used. The water flow rate (Qw) is 1 - 15
Sml/min. Atomizing gas flow rate (Qg) for atomizing 
water is 4 - 8 Sl/min. 

An enthalpy probe is axially installed in the chamber. 
Sampling gas flow rate of 0.8 Sl/min is decided to 
satisfy isokinetic conditions under the pure argon 
plasma flow. The probe sensitivity is 4.57, which 
represents the ability of the probe to distinguish a 
change in the measured quantity. Plasma enthalpy is 
estimated from the energy balance.  

Fig. 1 Schematic illustration of the DC-RF hybrid
plasma flow system.
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3. Experimental results and discussion
Figure 2 shows the effect of water droplets injection 

on plasma enthalpy increment in the upstream of plasma 
flow. The plasma enthalpy is measured at z = 110 mm. 
Injected water droplets are sucked to the downstream of 
the thermal plasma flow and produced to hydrogen 
molecules. Increasing water flow rate, plasma enthalpy 
gradually increases because of the mixing effect with 
hydrogen and plasma flow.

Figure 3 (a) and (b) show the morphology of 
processed particles in the scanning electron microscope 
(SEM) images. Without water droplets injection, 
unprocessed particles still remains as shown in Fig. 3 (a). 
The spheroidization rate with water droplets injection at 
water flow rate of 15 Sml/min and atomizing gas flow 
rate of 8 Sl/min effectively increases as shown in Fig. 3 (b).

Figure 4 shows the effect of water droplets injection 
on the spheroidization rate. The spheroidization rate is 
the percentage of the total number of processed particles 
to the number of processed spherical particles in the 
SEM images. When the spheroidization process is 
carried out with water droplets injection, plasma 
enthalpy is improved by mixing with hydrogen 
molecules and the spheroidization rate becomes higher 
compared with the case of without water droplets 
injection. The spheroidization rate increases from 
84.5 % to 97 % under the water droplets injection.

4. Conclusions 
The effect of water droplets injection into the 

downstream of plasma flow on plasma enthalpy and the 
spheroidization process efficiency has been 
experimentally clarified using a low power DC-RF 
hybrid plasma flow system. The results are summarized 
as follows:
� Water droplets injection increases the plasma enthalpy 

due to the mixing effect with hydrogen and argon 
plasma flow.

� Spheroidization rate improves from 84.5 % to 97 % by 
water droplets injection due to increase of plasma 
enthalpy by mixing plasma flow with generated 
hydrogen from water vapor.
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ABSTRACT 

The work presented here is the usage of the Photogrammetric techniques in Dynamic Wind Tunnel testing to determine the position 
and attitude of a delta wing model. Firstly the cameras used are calibrated using Direct Linear Transformation (DLT) method. 
Secondly the 3D-coordinates of the registration targets with respect to the wind tunnel are determined by using two different views of 
the same registration targets. And finally the position and attitude are determined by relating the 3D-coordinates obtained to the 
3D-coordinates of the model registrations targets with respect to model coordinate system. 
 
1. Introduction 

Image based measurement techniques are being 
used for a long time to get the forces acting on the body, 
measuring the position, attitude and deformation of the 
body. This is because the image based measurement 
techniques are non-intrusive, accurate and more 
sensitive. These image based measurement techniques 
are not being used for dynamic wind tunnel testing as of 
now. For using the image based measurement techniques 
in dynamic wind tunnel testing we have to integrate the 
force measurement techniques, position, and attitude 
and deformation measurement techniques.  

In the present work of reconstructing the model 
movement the theory discussed below will be used. 

 
2. Theory 

In image based measurement techniques the 
2D-coordinates of the image (xn, yn) are related to the 
3D-coordinates of the model (Xn, Yn, Zn) by the 
collinearity equations given below.  

 
�� − �� + �� =
−� �11 (�� −�� )+�12 (�� −�� )+�13 (�� −�� )

�31 (�� −�� )+�32 (�� −�� )+�33 (�� −�� )                               (1) 
�� − �� + �� =
−� �21 (�� −�� )+�22 (�� −�� )+�23 (�� −�� )

�31 (�� −�� )+�32 (�� −�� )+�33 (�� −�� )                               (2) 
 
Here m11 to m33 are the rotation matrix coefficients and 
functions of the orientation angles of the camera (ω, ∅, 
κ). 

The collinearity equations include different 
parameters of the camera. Camera calibration as given 
by Liu et al [1] is done to determine these different 
parameters of the camera such as the exterior and 
interior parameter of the camera. The exterior 
parameters include the three orientation angles of the 
camera (ω, ∅, κ) and the perspective center (Xc, Yc, Zc). 
The interior parameters of the camera include the 
principal distance c and the principal point (xp, yp). Also 
due to lens distortion the image could be shifted by dx 
and dy. This lens distortion is sum of radial distortion 
and decentering distortion which can be modeled as K1, 
K2 and P1, P2 respectively. Since the collinearity 
equations are non-linear direct determination of 

parameters is difficult. 
 
2.1. Camera Calibration 

In order to determine the camera parameters, the 
camera has to be calibrated. Initially for basic results it 
is assumed that the lens distortion is small and can be 
neglected. Now the collinearity equations can be given 
as following (Direct Linear Transformation method) 

 
�1�� + �2�� + �3�� + �4 − �� (�9�� + �10 �� +
�11�� + 1) = 0                                     (3) 

�5�� + �6�� + �7�� + �8 − �� (�9�� + �10�� +
�11�� + 1) = 0                                     (4) 
 

The simplified equations are linear and can be 
solved for different targets to determine the L coefficients. 
These coefficients are functions of the camera parameters, 
so solving these coefficients will give us the camera 
parameters. 

This process is carried out for the initial position of 
the model whose registration targets 3D-coordinates are 
determined using the coordinate measuring machine. 
Using these 3D-coordinates and relating them to the 
corresponding image coordinates we can determine the 
camera parameters. 
 
2.2. 3D coordinate measurement 

Once the camera parameters are determined we can 
use the same equations to determine the 3D-coordinates 
of the registration targets. But for a given camera we 
have only two equations to determine the three 
unknowns Xn, Yn, Zn. To solve this problem a second 
camera is introduced which is calibrated in the same 
way as the first camera. Now we have four equations 
from two cameras to determine the three unknowns [2]. 

 
2.3. Position and Attitude measurement 

To determine the position and attitude of the model 
the following theory is proposed. If we consider the 
model to be rigid and the model deformations to be 
small, then we can relate the 3D-coordinates of the 
registration targets with respect to the model coordinate 
system (X’, Y’, Z’) with zero pitch, roll and yaw angles 
of the model to the 3D-coordinates obtained by the 
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imaging process (X, Y, Z) at a given position and 
attitude by translation and rotation of axes as shown in 
Fig.1. 

This relation can be given by the following 
equation. 
� = ∆� + ��′                                                                      (5) 
 
Where X is the 3D-coordinates of the registration targets 
with respect to tunnel coordinate system  

X’ is the 3D-coordinates of the registration targets 
with respect to model coordinate system 

DX and R are the translation and rotation of the 
coordinate systems. 

 
Since we know both X and X’ we can determine 

DX and R for the given position for a given number of 
registration targets. Here DX and R are the orientation 
parameters for a given position of the model. If this 
procedure is applied for all the images covering the 
model motion one can reconstruct the model movement. 

 
3. Summary 

An experiment is conducted by moving the model 
in predetermined manner using a robotic arm. Fig. 2 
shows the delta wing with the robotic arm. The model 
movement is reconstructed using the procedure given 
here. Now the model movement induced by the robotic 
arm and the reconstructed model movement is compared 
to validate the results. 

In summary to reconstruct the movement of a delta 
wing using imaging techniques in Dynamic Wind 
Tunnel testing the following procedure is used. 

 
Step-1: Using two cameras the model images are 

taken 
Step-2: 3D-coordinates of the registration targets 

are determined using the coordinate measuring machine 
Step-3: Using the image coordinates and the 

3D-coordinates of the registration targets, camera 
parameters are determined for both the cameras. 

Step-4: Using the two cameras the 3D-coordinates 
of the registration targets are calculated at different 
positions of the model during Dynamic Wind Tunnel 
testing. 

Step-5: Relating the Model coordinate system and 
Tunnel coordinate system for each position of the model 
the corresponding position and attitude are determined 
for that corresponding position. 

 
Thus the model movement is reconstructed using 

imaging techniques. 
 
4. Future work 

The future work includes determining the lens 
distortion parameters which are neglected here for 
increased accuracy. Also this method has to be improved 
so that it can be applied to flexible model. This can help 
in understanding the flow phenomenon due to model 
deformation. 

 

 
Fig. 1 Relating model coordinate system and tunnel 

coordinate system. 
 
 

 
Fig. 2 Robotic arm and the delta wing during Dynamic 

wind tunnel testing 
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ABSTRACT 

The atomization characteristics of an airblast atomizer is experimentally investigated, whose atomization mechanism 
has not been fully understood. In this study, the effect of ambient pressure was resolved using an airblast atomizer 
operated in a high pressure environment. Also, it was indicated that the equation on droplet diameter which was 
proposed in the past study could not reproduce the effect of high pressure, and the refinement of the equation is 
necessary.  
 

1. Introduction 
The atomization and spray technology is widely used 

for gas turbines, internal combustion engines, agriculture, 
chemistry, food engineering, environmental preservation, 
and material products[1]. However, the mechanism of 
atomization has not been fully understood over the wide 
range of operation condition because it is highly complex 
and unsteady phenomenon. For example, despite the fact 
that airblast atomizers of mainly used for gas turbines are 
operated at high pressure, the pressure effect on 
atomization properties such as particle size, atomizing 
angle, velocity of particles are not clarified clearly. These 
atomizing properties are essential to predict the 
combustion characteristics and to establish sophisticated 
numerical simulations. Especially, the pressure 
dependence of the particle velocity and particle size is 
important not only for the combustor design but also for 
elucidating dynamics of the atomization mechanism. In 
this study, therefore, the effect of ambient pressure on the 
particle velocity and the particle diameter were 
investigated using the airblast atomizer operated in a 
high pressure environment.  
 
2. Experimental method 

In this study, Phase Doppler Particle Analyzer, PDPA, 
was used to measure particle velocity and particle size. 
Particle velocity is measured from the frequency of the 
Doppler burst, while the size measurement is based on 
the comparison of the signals collected by two 
photo-detectors at different angular positions with 
respect to the measurement volume: the two signals have 
a phase difference that is dependent on the particle 
diameter. For this reason, the high pressure chamber has 
four windows for optical access. PDPA is designed for 
the single-point measurement, so an actuator with a 
stepping motor is attached to the atomizer for 
multiple-point measurement. In this study, we classified 
the measurement points into 4 areas, which are inside of 
the spray cone, IC, along the cone, AC, upper outside of 
cone, OC-1, and lower outside of cone, OC-2, as shown 
in Fig. 1. In the present experiment, air and water were 

introduced to the atomizer as an oxidizer and the fuel, 
respectively. Air flow velocity, UA, and Mass Air Fuel 
Ratio, AFR, were set to 70 m/s and 10, respectively. The 
ambient pressure in the chamber, Pc, was set to 0.1, 0.3, 
0.5, and 0.7 MPa.  

 
3. Results and Discussion 
3.1 Effect of pressure on particle diameter 

In this study, from measured particle diameter profile, 
arithmetic mean diameter, D mean, peak diameter from 
the profile, D peak, and Sauter Mean Diameter, SMD, 
were calculated. SMD is given by the following equation, 
where n and d are number of particle and particle 
diameter, respectively.  

2

3
=

i d ini

i d iniSMD

                      
)1(

       
 

Figure 2 shows relationships between pressure in the 
chamber and above-mentioned particle diameters in IC 
region. It was turned out that these diameters are almost 
constant or become larger with increasing pressure 
regardless of the measurement point. Figure. 3 shows 
those in AC region. It can be seen that these diameters 
are constant or become a little larger with the increasing 
pressure regardless of the measurement point until 0.5 
MPa, while at 0.7 MPa these diameters becomes a little 
smaller. Figure 4 shows those in OC-1 region. The figure 
shows that SMD becomes larger with the pressure 
increases, but the Dmean and Dpeak are approximately 
constant. Figure 5 shows those in OC-2 region. These 
four figures show that particle diameters are 
approximately constant or become larger with pressure 
increases. It is indicated that the velocity of liquid 
becomes faster with pressure increase, while the velocity 
of air does not change because AFR is constant and the 
velocity difference between gas and liquid becomes 
small, meaning that the atomization is suppressed under 
a high pressure condition. Different trend of pressure 
dependence of SMD was also seen among IC region, AC 
region, OC-1 region, and OC-2 region. It can be said that 
the recirculation zone formed inside of the cone 
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enhanced the collision at the particles and the subsequent 
merging of them. 
 
3.2 Comparison with the equation proposed by Lefebvre 

Lefebvre[2] proposed the following equation to 
estimate SMD of airblast atomizer. 
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In this equation, σ is surface tension, ρA is density of air, 
UA is the velocity of air, DP is the radius of outer rip, μL 
is viscosity coefficient of water, Am

�  is mass flow rate of 
air, A’ and B’ are constant, respectively. In the present 
study, the variable in Eq. (2) is only ρA, because μL ρL 
and σ are nearly constant with the pressure increase[3]. 
When pressure increases, ρA becomes large, so this 
equation mean that SMD becomes smaller under the high 
pressure condition. Symbols "X" in Figs. 2 to 5 means 
the SMD calculated using Eq. (1) where SMD at 0.1 
MPa was normalized by that in our experimental results. 
Despite the fact mentioned above, SMD did not become 
smaller in any other region. It can be said that the 
equation which was proposed by Lefebvre could not 
reproduce the effect of high pressure, and the refinement 
of the equation is necessary for the practical combustor 
design. 
 
4. Concluding remarks 
1. Variations of particle diameters with pressure 

generated by an airblast atomizer depend on the 
region in spray structure. Also, existance of 
recirculation flow affects the variations of particle 
diameter through the increasing residence time. 
This is due to the difference in speed between air 
and liquid effected by pressure, and the frequency 
of particle collision.  

2. It was indicated that the equation proposed by 
Lefebvre in the literature can not reproduce the 
effect of high pressure found in this study, thus 
refinement of the equation is necessary. 

 

 
Fig. 1 Typical image of the spray structure and four areas 

of measurement points. 

 
Fig. 2 Pressure dependence on the particle diameter  

in IC region. 

 
Fig. 3 Pressure dependence on the particle diameter 

 in AC region. 

 
Fig. 4 Pressure dependence on the particle diameter 

 in OC-1 region. 

 
Fig. 5 Pressure dependence on the particle diameter 

 in OC-2 region. 
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ABSTRACT
The objective of this study is to clarify Mach number effect on the characteristics of a propeller blade of a Mars airplane. We 
measured aerodynamic force and pressure distributions on a thin triangular airfoil at low Reynolds number using a force balance and
Pressure Sensitive Paint. The results show that Mach number has an effect to delay a reattachment of shear layer, resulting in a 
change of aerodynamics characteristics of the airfoil. A comparison between the lift obtained by this test with that estimated using the 
Prandtl-Glauert (P.G.) rule indicates that, the thrust force of a Mars airplane propeller might be overestimated by the P.G. rule.

1. Introduction
A Mars airplane has been considered as a feasible 

means of exploring Mars [1, 2]. As shown in Fig. 1, a 
propeller of the Mars airplane operates at low Reynolds 
number and high-subsonic number, meaning that it is 
necessary to consider these factors in designing the 
propeller. In this study, we select a thin triangular airfoil 
as propeller section and attempt to obtain its 
experimental data at Martian atmospheric condition. 
There are few such experimental data because it is 
difficult to simulate the flow condition on Mars in a 
conventional wind tunnel. Thus, the Prandtl-Glauert 
(P.G.) rule is used to estimate Mach number effect.

The objective of this research is to clarify Mach 
number effect on the characteristics of a propeller blade 
of a Mars airplane by conducting airfoil tests in the 
Mars Wind Tunnel (MWT) at Tohoku University. In this 
test, a thin triangular airfoil was used as a test model. 
We measured aerodynamic force and pressure 
distributions on the model using a force balance and 
Pressure Sensitive Paint (PSP). Comparing the data 
obtained by the present tests with those from the P.G. 
rule, we examined the suitability of applying the P.G. 
rule for designing a propeller for a Mars airplane.

2. Experimental Devices and Condition
2-1. Mars Wind Tunnel

The MWT is composed of a vacuum chamber, an 
induction-type wind tunnel and a buffer tank. The 
induction-type wind tunnel is located inside the vacuum 
chamber where the pressure condition of Martian 
atmosphere can be simulated. The test gas is dry air in 
usual tests, but can be replaced with carbon dioxide.
Currently, the MWT is being operated at ambient 
temperature only.

2-2. Two-component Balance System
A two-component balance system was used to 

measure aerodynamic force. This balance system is 
composed of two load cells and has a sufficient 
sensibility and accuracy to measure lift and drug at
reduced pressure.

2-3. Pressure-Sensitive Paint
PSP is a coating type pressure sensor consisting of 

luminescent molecules and binder. Being illuminated 
with light at excitation wavelength, the luminescent

molecules in PSP are elevated to the excited state. The 
excited molecules return to the ground state through 
several photochemical processes; luminescence, thermal 
deactivation, and oxygen quenching. The principle of 
PSP is based on oxygen quenching. The rate of 
quenching depends on local oxygen concentration which 
is proportional to ambient pressure. Therefore, surface 
pressure can be calculated from measured luminescent 
intensity of PSP.

In this experiment, we used PdTFPP as luminescent
molecule and poly(TMSP) as binder. This PSP has high 
pressure sensitivity at low pressure conditions.

2-4. Triangular Airfoil
The triangular airfoil is shown in Figure 2. The 

maximum thickness of this airfoil is 5% of the chord 
and is located at x/c=30 % from the leading edge.

2-5. Experimental Condition
The Reynolds number and the Mach number were 

set to cover the whole operation range of a Mars 
airplane propeller shown in Fig. 1. 

3. Results and Discussion
3-1. Aerodynamic Force

Figure 3 shows the aerodynamic characteristics of 
the triangular airfoil at Reynolds number of about 3000. 
As shown in Fig. 3(a), for Mach number of 0.16 and 
0.25, the lift slope suddenly increases at 7 deg. On the 
other hand, for Mach number of 0.5 and 0.7, the lift 
curve maintains its linearity even above 6 deg. 
Therefore, it can be said that the compressibility has an 
effect to enhance the linearity of the lift curve at 
Reynolds number of about 3000. As shown in Fig. 3(b), 
however, L/D does not change much when the Mach 
number is changed from 0.16 to 0.7. 

Figure 4 shows the aerodynamic characteristics of 
the triangular airfoil at Reynolds number of about 9000. 
As shown in Fig. 4(a), there is almost no difference in
the lift curves at two different Mach numbers. As shown 
in Fig. 4(b), however, L/D changes with Mach number. 
For the Mach number of 0.15, L/D reaches its maximum 
value at 6 deg. On the other hand, for Mach number of 
0.5, L/D reaches the maximum value at 6 deg that is 
smaller than that for Mach number of 0.15. 



－ 602 － － 603 －

 

3-2. Pressure Distribution
Figure 5 shows pressure distributions at 8 deg for 

various Reynolds number and Mach number. As shown 
in Fig. 5, a constant-pressure region near the leading 
edge expands as Mach number increases. According to 
Anyoji, et al [4], it is considered that the compressibility 
has an effect to stabilize a separated share layer and to 
delay its transition to turbulence. It is suggested that, in 
the range of Reynolds number from 3000 to 9000, Mach 
number has an effect to delay a reattachment of the 
shear layer. 

 
3-3. Evaluation of an Application of Prandtl-Glauert 
rule

To estimate the lift force of a Mars airplane’s
propeller blade and at high subsonic Mach number from 
the incompressible data, we calculated the lift 
coefficient at Mach number of 0.5 from the data at the 
Mach number of 0.16 and 0.17 using the 
Prandtle-Glauert (P.G.) equation. 

For different Reynolds numbers, the lift coefficient 
from the P.G. rule is similar to that from the test at angle 
of attack bellow 3 deg. Above 3 deg, however, the lift 
from the P.G. rule are higher than that of the test. The 
P.G. rule is derived from the potential theory. So these 
results suggest that, on the condition of low Reynolds 
number and high angle of attack where the viscosity 
affect is dominate in the flow, it is not safe to employ 
the P.G. rule for designing a Mars airplane because this 
rule might overestimate the thrust force of a propeller.

4. Conclusions
To evaluate the Mach number effect on the 

characteristics of a propeller blade of a Mars airplane,
we measured the aerodynamic force and pressure 
distribution on a triangular airfoil at different Reynolds 
numbers by using a two-component balance system and 
PSP. 

The results indicate that Mach number has an effect 
to delay a reattachment of shear layer and to change 
aerodynamic characteristics of the airfoil. A comparison 
between the lift obtained by the present test with that 
estimated from the P.G. rule indicates that it is not 
appropriate to apply the P.G. rule in the design of a Mars 
airplane’s propeller because its thrust force might be 
overestimated. 
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ABSTRACT 
This paper reports high aspect ratio carbon nanotube (CNT)-carbon composite cantilevers fabricated by novel fabrication 
technique based on the micromolding and pyrolysis of a resist (SU-8) mixed with CNTs. The Young’s modulus E of 
CNT-carbon composite is estimated to be 105.8±3.2 GPa, which is higher than pyrolysis carbon, thus Young’s modulus was 
increased by adding CNTs as reinforcing agents to pyrolysis carbon.  

 

Introduction 

Carbon nanotubes (CNTs) have been appreciated as 
ideal high toughness fibres for micro/nano composite 
structures [1], and CNT composites may satisfy various 
mechanical specifications since the CNTs are ideal 
candidates for the mechanical reinforcement [2]. The 
CNTs used as reinforcing agents in composite structures 
has two advantages, i.e. high modulus and small weight. 

The incorporation of CNTs into a bulk material can 
lead to a large extent promotion of the toughness and 
strength of the matrix that have been reported. Many 
researchers have endeavored to fabricate advanced CNT 
composite materials that exhibit excellent mechanical, 
thermal, and electrical properties by now. Many 
methods such as melt blending [3], calendaring [4], 
ultraviolet radiation initiated polymerization [5] etc. 
have been utilized to fabricate CNT composites. 
However, it still remains challenge for the fabrication of 
composite microstructures with high aspect ratio.  
  In MEMSs, the critical issues of microactuators, 
including micro XY stages [6] and optical 
microscanners, are the difficulty obtaining both large 
displacement and high frequency response. Si has been 
often used as an elastic material for actuators, due to its 
high toughness and no mechanical hysteresis, but even 
so movable Si portions are broken [6]. For the solution 
of this problem, another material with better toughness, 
which should replace Si, is desired as an elastic material, 
and the CNT composite is one of the candidates.  
  Various microfabrication methods for carbon 
micro/nano structures that utilize polymer precursors or 
photoresists have been proposed by now, and these 
methods can be divided into two types. Some methods 
for the fabrication of freestanding carbon structures 
have been reported, and these microstructures were 
fabricated by the pyrolysis process of photoresist 
patterns formed by photolithography [7-9]. Other 
methods utilize the combination of micromolding and 
nanotemplating technique, with pyrolysis process 
[10-12]. In our research, high aspect ratio composite 
cantilevers are fabricated by a novel technique using the 
Si micromolding technique and pyrolysis process of a 

resist mixed with CNTs. 
 

2 Fabrication process and results 

In this work, we have fabricated CNT-pyrolysis 
carbon composite cantilevers with different lengths 
(400-1000�m) and widths (10-100��m).  

In the fabrication process as shown in Fig. 1, a Si 
micromold fabricated by photolithography and deep 
reactive ion etching (deep RIE) was used for CNT/resist 
filling, and then the CNT/resist was converted to 
CNT-carbon composite by pyrolysis process. 

 
 
 
 

 
 

 
 
 
 
 
Figure 1. Fabrication process of the CNT-carbon composite 
microstructures. 

 
At first a 400 �m-thick (100)-oriented Si wafer is 

cleaned with typical RCA cleaning process. Using deep 
RIE, a Si micromold was fabricated for filling process. 
Resist (SU-8 50cp) mixed with MWCNTs (Multi Wall 
CNTs) with 1 wt% was used as a filling material. Then, 
the CNT/resist was dropped onto the mold, and the back 
side of the wafer was evacuated by a pump, thus the 
CNT/resist was flow and filled into the mold. Then, 
remained CNT/resist on both sides was removed by 
squeezing. Additionally, still remained CNT/resist on 
the surface was removed by O2 plasma. Then, the 
CNT/resist in the mold was pyrolyzed at 300 or 400oC 
in N2 gas for 1 h. Thus, CNT/resist in the mold was 
converted to CNT-carbon composite during the 1st 
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pyrolysis process. In order to fabricate hybrid 
silicon/composite cantilevers, the photolithography and 
deep RIE were performed again to release the composite 
cantilevers. The 2nd pyrolysis at higher temperature of 
600oC or 800oC than that of 1st pyrolysis was performed 
after deep RIE to reduce the shrinkage/depression of the 
composite microstructures. 

SEM images of some released cantilevers after 
two-step pyrolysis of 400oC (1st, 60 min) and 600oC (2nd, 
60 min) were shown in Fig. 2. The height of narrow 
CNT-carbon composite cantilevers is almost equals to 
the thickness of the Si mold as shown in Fig. 2. The 
maximum aspect ratio of 40 can be achieved by this 
process.  
 
 
 
 
 
 
 
 
 
 
Figure 2. SEM images of the fabricated composite cantilevers: 
(a) Tilt view of cantilevered microstructures (b) Magnified 
view of a cantilever (c) Magnified view of the surface of the 
CNT-carbon cantilever.  
 

3 Characterization results of Young’s modulus 

For the investigation of the Young’s modulus of the 
composite cantilever, it is estimated from the resonant 
frequency of the composite cantilevers that was 
measured by a laser Doppler vibrometer as shown in Fig. 
3. For the resonant frequency of a rectangle cantilever, it 
can be expressed by Equ. (1), where K is the spring 
constant, and m* is the effective mass, that can be 
expressed by Equs. (2) and (3), respectively. 
 
                       (1) 

 
                       (2) 
 

 (3) 
E: Young’s modulus; t: Thickness (50 or 100 �m); 
�: Width (~340 �m); l: Length (650-1000 �m); 
�: Density (2.06±0.06 g/cm3); 
n: Geometrical factor (0.24) 

The density of composite microstructures was 
estimated from the CNT-carbon film fabricated by the 
same pyrolysis process as the cantilevers. The resonant 
frequency of one cantilever with a length of 700 �m was 
shown in Fig. 3. From the resonant frequency f = 237.90 
kHz, the Young’s modulus E of CNT-carbon composite 
is estimated to be 105.8±3.2 GPa. The Q factor of the 
resonance is approximately 30 in ambient atmosphere. 
The Young’s modulus of SU-8 pyrolyzed at 600oC was 
32 GPa [9]; thus, the Young’s modulus was increased by 

approximately 230 % by adding 1 wt% of CNTs as 
reinforcing agents. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Resonant frequency measurement of CNT-carbon 
composite cantilever 
 

4 Conclusions 

Hybrid microstructures of the CNT-carbon composite 
and Si with a high aspect ratio of the composite can be 
fabricated by this novel micromolding and pyrolysis 
process. Higher Young’s modulus was obtained by 
adding CNTs as reinforcing agents to pyrolysis carbon.  
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ABSTRACT
To achieve high performance in heterogeneous computing systems, use of multiple accelerators is a promising approach. Task

assignment for good load balance is important to fully exploit the computing potential of the system. However, as the best load balance
depends on the combination of available accelerators, it is difficult for a programmer to balance the loads. This paper proposes an
automatic task assignment method and shows the performance improvement of load balancing realized by an automatic task assignment
method. The proposed method enables programmers to easily use multiple accelerators without considering the load balance.

1. Introduction
Recently, heterogeneous computing systems of gen-

eral purpose processors (CPUs) and multiple acceler-
ators such as Graphics Processing Units (GPUs) are
attractive to achieve high performance and high power
efficiency. As many scientific computations such as
computational fluid dynamics (CFD) and finite element
methods (FEM) involve massive parallelism, heteroge-
neous computing systems can achieve high performance
in various fields[1]. Accelerators such as GPUs have high
floating-point operation performance and high memory
bandwidth. However, their performance might be
degraded if their architectural features are not suitable for
the computations. This problem becomes more serious
when different accelerators are available in a system.

Suppose that a program contains multiple computa-
tions, called tasks, which are computationally-expensive
parts of the program and offloadable to accelerators.
If there are some tasks that can be independently
executed, scalable speed-up can be achieved using
multiple accelerators with appropriate task assignment.

However, it is difficult to appropriately assign tasks
to multiple accelerators because the best accelerator for
each task depends on various conditions such as the
system configurations, the problem size, and so on.
In many cases, as these conditions are determined at
runtime, it is difficult even for an expert programmer to
properly assume the conditions. Therefore, an automatic
task assignment method is required.

This paper proposes an automatic task assignment
method and shows the expected performance improve-
ment of load balancing realized by the proposed method.
For load balancing among accelerators in a heteroge-
neous computing system, the proposed method assigns
a task to an appropriate accelerator at runtime so as to
minimize the execution time of an application program.
The proposed method predicts the execution time of a
task on each accelerator and analyzes data dependency
among tasks to detect independent tasks. Based on
the performance prediction and the data dependency
analysis, the proposed method selects an appropriate
accelerator for a given task.
2. Related work

Unlike CUDA[2] for NVIDIA’s GPUs, OpenCL[3]
is a non-proprietary standard programming framework
released by Khronos Group for heterogeneous computing
systems. CUDA and OpenCL assume that programmers

explicitly assign every task to an appropriate accelerator.
An expert programmer that has enough knowledge of
accelerators must decide task assignment considering
the configuration of a heterogeneous computing system.
However, it complicates programming and performance
tuning. Therefore, an automatic task assignment method
is required for efficient execution of programs to easily
exploit the potential of a heterogeneous computing
system.

In addition, OpenCL need neither know nor specify
the number of processing elements in an accelerator.
However, programmers need the number of accelerators
for parallel processing using multiple accelerators and for
exploiting the potential of the heterogeneous computing
system. The automatic task assignment can allow a
programmer to develop a program without considering
the number of accelerators, because tasks are assigned at
runtime considering the number of available accelerators.
3. Automatic Task Assignment Method

This section proposes an automatic task assignment
method consisting of three techniques; execution time
prediction, data dependency analysis, and task schedul-
ing.
3.1. Execution Time Prediction

In the predictor proposed in [4], performance profiling
is performed to analyze the relations between execution
times and execution parameters such as the argument
values and the execution granularity.

Execution parameters can be classified into three
types according to the effect to execution time; N-type,
S-type, and W-type. Parameters of different types are
used in different ways to improve prediction accuracy.
N-type parameters are not used for prediction because
they have no effect on the execution time. S-type
parameters are used to build linear prediction models, and
W-type parameters are used to select the most appropriate
prediction models.

By using multiple linear prediction models, the per-
formance predictor can improve the prediction accuracy.
Besides, as this model is built by only profiling data,
the performance predictor does not need architectural
features of each accelerator and is thus able to predict
the performance of any accelerator.
3.2. Data Dependency Analysis

To use multiple accelerators, it is necessary to find
the tasks that can be independently executed. The
data-dependency analyzer proposed in [5] records the
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memory objects, which are passed to tasks, and then
analyzes the data dependency among them. As a result,
it can determine whether a task reads or writes each
memory object.

The data dependency analyzer uses an access his-
tory of memory objects recorded at runtime to find
independent tasks, among which there are no data
dependencies of memory objects. As data dependencies
are analyzed by using the access history, the analyzer
can find concurrently-executable tasks even if the data
dependencies are dynamically changed.
3.3. Task Scheduling

According to the predicted execution time and the
data dependencies among tasks, the scheduler in the
proposed method decides an accelerator, to which a task
is assigned. When the scheduler determines the task
assignment, it also has to consider data transfers and
their nonnegligible overheads. The proposed method
assigns each task to the accelerator that can complete the
execution of the task with considering data transfer cost
based on the list scheduling method[6].

By scheduling at runtime, a programmer can assign
tasks without considering the number of available
accelerators, and the tasks are assigned automatically to
appropriate accelerators, resulting in the minimization of
the execution times.
4. Evaluation

We evaluate the effect of load balancing, which can
be realized by the proposed automatic task assignment
method. In this evaluation, three accelerators are used;
Tesla C1060, GeForce GTX 260, and GeForce GTX 480.
We use the MonteCarloAsian benchmark in AMD APP
SDK that has many parallel tasks.

Figure 1 shows the execution times of MonteCar-
loAsian when tasks are assigned to Tesla C1060 and
GTX260 while changing the ratio of tasks assigned to
each accelerator. Figure 2 also shows the execution times
when the program runs using Tesla C1060 and GeForce
GTX 480. From these results, it is obvious that load
balancing can improve performance and the optimal ratio
depends on the combination of accelerators. Hence,
programmers must adjust the ratio for the combination
of accelerators to achieve optimal load balancing. In
these cases, the proposed method can achieve good load
balancing by dynamically assigning tasks.

We are currently developing a framework that uses
the proposed method to achieve the optimal load
balancing automatically for the programs with many
parallel tasks.
5. Conclusions

Use of multiple accelerators is a promising approach
to achieve higher performance in heterogeneous comput-
ing systems that have various accelerators. However, as
the optimal task assignment depends on the combination
of available accelerators, programmers must adjust the
ratio of tasks assigned to each accelerator in order to
achieve high performance. An automatic task assignment
method can automatically adjust the ratio and allow
programmers to avoid tedious performance tuning for
individual heterogeneous systems. This paper has shown
the overview of the automatic task assignment method
and its effects through some evaluation results.
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Fig. 1 The effect of load balancing between GeForce
GTX 260 and Tesla C1060.
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Fig. 2 The effect of load balancing between GeForce
GTX 480 and Tesla C1060.

In the future work, we will develop an automatic task
assignment framework based on the proposed method,
and evaluate the performance gain by appropriate load
balancing.
6. Acknowledgements

The authors would like to acknowledge support from
the Tohoku University Global COE Program on World
Center of Education and Research for Trans-disciplinary
Flow Dynamics. This research was partially supported by
Grants-in-Aid for Young Scientists(B) #21700049; Excellent
Young Researcher Overseas Visit Program of Japan Society
for the Promotion of Science (JSPS); and Core Research of
Evolutional Science and Technology of Japan Science and
Technology agency (JST).

References
[1] GPGPU.org . GPGPU General-Purpose Computation on Graphics

Hardware . http://gpgpu.org .
[2] NVIDIA Corporation . NVIDIA CUDA NVIDIA CUDA C

Programming Guide Version 4.0 , 2011.
[3] Khronos OpenCL Working Group . The OpenCL Specification

version 1.1 . http://www.khronos.org/opencl/ .
[4] Katsuto Sato, Kazuhiko Komatsu, Hiroyuki Takizawa, and Hiroaki

Kobayashi. A History-based Performance Prediction Model
with Profile Data Classification for Automatic Task Allocation
in Heterogeneous Computing Systems. In The 9th IEEE
International Symposium on Parallel and Distributed Processing
with Applications, pages CD–ROM, May 2011.

[5] Katsuto Sato, Kazuhiko Komatsu, Hiroyuki Takizawa, and Hiroaki
Kobayashi. A Runtime Dependency Analysis Method for Task
Parallelization of OpenCL Programs. In IPSJ Transactions on
Advanced Computing Systems (ACS36), 2011.

[6] P. Thambidurai E. Ilavarasan. Low Complexity Performance Ef-
fective Task Scheduling Algorithm for Heterogeneous Computing
Environments. Journal of Computer Science, 3:94–103, 2007.



Eighth International Conference on Flow Dynamics
November 9 - November 11, 2011

－ 610 － － 611 －

Friction Properties between Stainless Steel and 
Partly Polished Polycrystalline Diamond Film with Ti Interlayer 

 
Yosuke Nakayam1)*, Hiroyuki Miki2), Takanori Takeno3), and Toshiyuki Takagi2) 

1) Graduate School of Engineering, Tohoku University, Aoba 6-6-04, Aramaki, Aoba-ku, Sendai 980-8579, JAPAN 
2) Institute of Fluid Science, Tohoku University, Katahira 2-1-1, Aoba-ku, Sendai 980-8577 JAPAN 

3) Institute for International Advanced Interdisciplinary Research, Tohoku University Advanced Research and Education 
Organization, Aoba 6-3, Aramaki, Aoba-ku, Sendai 980-8578, JAPAN 

E-mail of corresponding author: nakayama@wert.ifs.tohoku.ac.jp 
 

ABSTRACT 
To investigate the possibility of party polished polycrystalline diamond films with Ti interlayer as a solid lubricant, friction properties 
and durability were examined by a reciprocal ball-on disk test. The diamond film was successfully deposited on steel substrates with 
Ti interlayer that has a thickness of 2 �m, and the film endured the sliding under contact pressure of about 595 MPa and showed 
steady coefficient of friction (COF) in steady-state regime value of about 0.1 with steel balls under periodic speed changing in the 
friction test. It can be said that the partly polished polycrystalline diamond film with Ti interlayer is a quite fine solid lubrication film. 

 
1. Introduction 

Chemical Vapor Deposition (CVD) diamond films 
have good properties like high hardness, low coefficient 
of friction, wear resistance, and chemical inertness and 
so on. Therefore, CVD diamond films are expected to be 
applied solid lubrication films. In our past research, it 
was revealed that the partly polished polycrystalline 
diamond films deposited on ceramics substrates showed 
good friction properties against stainless steel [1, 2]. 
However, it is necessary to deposit diamond films on 
steel substrates from the viewpoints of resistance to 
impact and workability for industrial application. To 
deposit diamond films on steel, the difference of 
coefficient of thermal expansion between diamond and 
steel, and graphite synthesized by catalysis of steel are 
major factors to reduce the adhesion strength of the 
diamond film to steel. One of answers for these 
problems is to fabricate interlayer between the diamond 
film and steel. The difference of coefficient of thermal 
expansion and the catalytic effect of steel are reduced 
and avoided by interlayer covering the surface of steel. 
Based on these backgrounds, the diamond films were 
deposited on stainless steel with Ti interlayer and its 
friction properties with stainless steel ball were 
investigated. 
 
2. Film deposition 
 Fig.1 shows the schematic of the test piece in this study. 
We used 20x20x4 mm AISI440C substrate, and its 
surface roughness was adjusted to Ra = 0.5 �m to 
improve the adhesion force of the diamond film. Ti 
interlayer was deposited on the stainless steel substrate 
by the magnetron sputtering. The sputtering condition is 
shown in Table 1. We chose Ti for interlayer because of 
its compatibility of carbon and steel, and flexibility. 
Thickness of Ti interlayer was changed to 1, 2 and 3 �m. 
Roughness of the test piece surface was kept after the 
sputtering. 

 
Fig.1 Schematic of the test piece 

Table 1 Interlayer sputtering condition 

 
Table 2 HF-CVD condition 

 
 
 
 

Fig.2 Schematic of polished diamond surface 
 

Polycrystalline diamond films were deposited on the 
substrate with Ti interlayer used by Hot Filament CVD 
(HF-CVD). Before the deposition, seeding treatment 
was done with diamond particle which diameter was 
less than 0.5�m. The deposition condition is shown in 
Table 2. After the deposition, the diamond film was 
polished up to Ra = 0.2 �m used by the same type of the 
diamond film. By this polishing, surface of the diamond 
film became the partly flat shape as shown in Fig.2. 
 A 2 �m-interlayer test piece was successfully polished 
up to Ra = 0.2 �m, but other test piece was delaminated 
during polishing. In a 1 �m-interlayer test piece, 
delamination occurred by the reason that stainless steel 
surface was not covered completely by Ti interlayer, and 
graphite synthesized at the spot where surface of the 
substrate was exposed. In a 3 �m-interlayer test piece, 
the diamond film was delaminated by buckling caused 
by excessive compressive stress of the film. Every time 
we observed delamination of the film, Ti surface 
appeared which indicates the low interface adhesion 
strength between Ti interlayer and the diamond film. 

Target Ti 
Ar pressure 1.3 Pa 
DC power 100 W 

Thickness of the interlayer 1, 2, or 3 �m 
(Controlled by process time) 

Particle size of diamond seeds Less than 0.5 �m 
Flow rate of H2 100 ml/min 

Flow rate of CH4 2.3 ml/min 
Gas pressure 11 kPa 

Temperature of filaments 2000 K 

Thickness of diamond film 2 �m 
(5hour deposition) 

Polishing 
Diamond film 

Ra = 0.2 �m 
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From these results, we decided the suitable thickness of 
Ti interlayer for the diamond film is 2 �m, and this test 
piece was used for further investigations hereafter. 
 
3. Friction test 
 We investigated friction properties and durability of the 
diamond film with Ti interlayer by reciprocal ball-on 
disk test.  Durability of the diamond film and the effect 
of repeated change in sliding direction were examined in 
the reciprocal test. The test condition is shown in Table 
3. Three patterns of sliding speeds were investigated in 
this test. 

In Hertzian elastic contact theory, the elastic contact 
radius between two balls is calculated by the following 
formula. 
 
 

(1) 
 
According to (1), the mean contact pressure between 
balls and the diamond films when the radius of the 
diamond film was assumed to be infinite was about 595 
MPa at the beginning of the test. 
 Fig.3 shows the result of the friction test. The value of 
the COF at the middle of track (at the point of max 
sliding speed) was picked up, and smoothed with 10 
points moving average. COFs obtained in 0.75 cm/s and 
5.0 cm/s had almost same trend. However, the COF of 
10 cm/s was scattered and showed the lowest value of 
the 3 sliding speeds. Fig.4 shows the raw data of COFs 
in foreword of sliding. COFs of 0.75 cm/s and 5.0cm/s 
showed almost stable value through the one way sliding. 
On the other hand, the COF of 10 cm/s was scattered in 
Fig.4. The reason of the vibration in the COF obtained 
in 10 cm/s was natural vibration of the tribometer. It is 
shown that the vibration of the COF in 10 cm/s test was 
synchronized with natural vibration of the tribometer in 
Fig.5. From these data, it can be said that the vibration 
of the COF in 10 cm/s test in Fig.3 was caused by 
natural vibration of the tribometer.  

In each test speed, the wear track on the diamond film 
was not damaged so much except that the flat areas 
became slightly larger than before the friction test, and 
delamination was not occurred. The diameter of wear 
scar of the ball was about 0.3 mm in each test. In the 
additional 10,000 cycles test, COFs showed almost same 
trends and conditions of wear tracks and balls showed 
no significant changes. 
 
4. Summary 
 To investigate the possibility of partly polished 
polycrystalline diamond films with Ti interlayer as a 
solid lubricant, friction properties and durability of the 
diamond film with 2 �m Ti interlayer were examined by 
reciprocal ball-on disk test. The diamond film endured 
the sliding under contact pressure of about 595 MPa and 
showed stable COFs value about 0.1 after 4,000 cycles 
in the friction test of 0.75 cm/s and 5.0 cm/s maximum 
speed at the reciprocal friction test. The same results 
were obtained in the additional 10,000 cycles test. From  

Table 3 Reciprocal friction test condition 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.3 Filtered COF of each sliding speed 
 
 
 
 
 
 
 
 
 
 
 

Fig.4 Raw data of COF 
 
 
 
 
 
 
 
 
 
 
 

Fig.5 Natural vibration of the tribometer 
 
these experimental results, it can be said that the partly 
polished polycrystalline diamond film with Ti interlayer 
is a quite fine solid lubrication film under the 
lightweight conditions. Friction properties between the 
diamond film and steel balls under bigger load, and 
more detailed conditions of wear tracks and balls after 
the friction test will be investigated in near future. 
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Equipment Standard Tribometer (TRB) 
(CSM instruments) 

Test piece 2 �m-interlayer piece 
Max sliding speed A A = 0.75, 5.0 or 10 cm/s 

Sliding speed v v = Asin(�t), �: angular velocity 
1/2 amplitude 0.75 cm 

Load 1 N 
Ball AISI 52100 (�6 mm) 

Number of cycles 4000 

5.0cm/s 

10cm/s 

0.75cm/s 

10cm/s 

0.75cm/s 

5.0cm/s 

Raw data of 10cm/s 

Natural vibration of the tribometer 
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ABSTRACT 
We propose, design and fabricate here a novel electrostatically actuated continuous membrane deformable mirror for the next 
generation astronomical observation. To get a large stroke, a bimorph spring array is used to generate a large air gap between the 
mirror membrane and the electrode. A 3.4mm�3.4 mm deformable mirror with a underlying 4�4 electrode array is fabricated by 
utilizing plasma activated bonding and the subsequent all-dry release process. The fabricated deformable mirror deformed 3.8�m at 
130V. 
 
1. Introduction 
Deformable mirrors (DMs) have been successfully used 
in adaptive optics (AO) to correct the optical aberrations. 
A variety of different DMs based on micro 
electromechanical system (MEMS) technology have 
been developed. DMs based on piezo-electric actuation 
which suffer from hysteresis problem are not preferable 
for the open-loop control in astronomical application. In 
comparison, DMs based on electrostatic actuation are 
free of hysteresis but limited in the stroke [1]. Although 
a segmented electrostatic DM was demonstrated to 
possess a large stroke (~10�m) [2], diffraction due to the 
gaps between segmented elements downgrades the 
optical performance. In addition, up to 20�m stroke is 
required for the applicable adaptive optics for the next 
generation astronomical observation. Therefore, it is of 
great importance to develop a large stroke continuous 
membrane deformable mirror. 
In this study, we demonstrate a novel structure of 
continuous membrane electrostatically actuated DM by 
combining wafer bonding process and bimorph spring 
array. The design and the fabrication process are first 
introduced. The static driving experiment is also 
implemented. 
 
2. Structure Design 

 
Fig. 1 Schematics of the deformable mirror 

 
As schematically illustrated in Fig. 1, a single-crystal 
silicon mirror membrane (~2�m) is bonded at the end of 

the bimorph spring which is comprised of an HfO2 layer 
and a silicon layer. The HfO2 layer is then crystallized to 
generate a large compressive film stress which bends the 
bimorph spring out of the electrode plane and elevate 
the mirror membrane. Other than the fixed micro post 
array, the soft bimorph spring flexure can enlarge the 
stroke at low voltage actuation. The electrode array is 
laid on the silicon substrate to locally actuate the mirror. 
As shown in Fig.2, a 3.4mm�3.4 mm mirror with a 
underlying 4� 4 electrode array is designed. The 
electrodes are all 500�m square and the pitch between 
each one is 100�m for the space of the wiring lines. 

 
Fig. 2 Main design of the deformable mirror 

 
3. Fabrication Procedure 
The proposed DM is fabricated from two parts which 
are called actuator chip and mirror chip, respectively. 
Actuator chip loaded with bimorph spring and electrode 
array is fabricated as shown in Fig.3 (a). The starting 
SOI wafer includes 10�m device layer which is first 
patterned and etched ~8�m to from the bonding points. 
Subsequently, the device layer is patterned and etched to 
the buried oxide layer to form the silicon layer of 
bimorph springs and the electrodes. Then, the HfO2 
layer is deposited and patterned by using liftoff 
technique. Mirror chip fabrication starts from a SOI 
wafer with 2�m silicon device layer. As illustrated in 
Fig.3 (b), the device layer is first etched to from the area 
of mirror membrane. Second, the back side of the wafer 
is etched to form the alignment marks for the following 
alignment prior to bonding. As shown in Fig.3 (c), the 
mirror membrane is bonded with the bonding points of 
the bimorph spring array on the actuator chip by 
utilizing Si-Si plasma activated bonding technique. Then, 
the handle layer of actuator chip is etched to the buried 
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oxide layer by using silicon deep reactive ion etching 
(DRIE). Similarly, the handle layer of mirror chip is also 
removed. To release the mirror membrane and the 
bimorph spring array, the buried oxide layers of the 
actuator chip and the mirror chip are removed by using 
CHF3 plasma dry etching. At last, HfO2 is crystallized 
in 800� and the mirror is elevated. 

 
Fig.3 Fabrication process 

 
4. Result and Discussion 
The optical micrograph of the fabricated DM is shown 
in Fig.4. The bimorph spring array under the mirror 
membrane is shown in Fig.5 (a). As shown in Fig. 5(b), 
the bimorph spring deflected about 20�m and thus 
created about 28�m electrode gap with consideration of 
the 8�m-high bonding points. This value is much lower 
than the expected 58�m electrode gap. The reason for 
this mismatch is because the thickness of the silicon 
layer of the bimorph spring was fabricated larger than 
the designed thickness in the first prototype. Static 
deflection of the DM was characterized using a 
phase-shifting interferometer (Polytec MSA500). The 
900�m×670�m mirror surface at the top of the center 
electrode was measured at different drive voltage. The 
surface height profiles at 0V and 130V are shown in 
Fig.6. The mirror initially deflected 160nm upward and 
deformed 3.8�m at 130V. A symmetrical bimorph 
deflection structure was also designed and fabricated to 
suppress the undesirable slope at the bonding point. The 
design was shown in Fig. 7(a) and the deflection was 
shown in Fig. 7(b). A flat profile at the bonding point 
was realized by using the symmetrical structure. The 
deflection was measured to be 21�m. A larger stroke is 

expected to achieve by enlarging the deflection of the 
bimorph spring to create a larger electrode gap. 
 

 
Fig. 4 Fabricated deformable mirror 

 
 
 

Figure 4. (a) The 
fabricated DM; (b) 

Bimorph springs and 
electrodes 

 
 
 
 
Fig.5 (a) Bimorph springs and electrodes; (b) Deflection 
of the bimorph spring 
  

  
Fig. 6 Mirror profile at (a) 0 V, and (b) 130 V 
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Fig.7 (a)symmetrical bimorph spring structure; (b) 
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ABSTRACT 

We present a high effective vacuum seal method, which is based on the reflow of low melting temperature metal combining with 
anodic bonding. The package method eliminates contaminant caused by package process. A deformable diaphragm structure similar 
to a capacitive pressure sensor is used to investigate the proposed package method. The yield of the proposed package method is 
confirmed up to 100% compared to 25% of the novel package method. This vacuum packaging method can be implemented to 
remove air damping for optimal performance of mechanical resonators. 

 
1. Introduction 

 

Vacuum package is considered to be an effective 
way which is not only to protect devices but also to 
decrease the consumption power thanks to the high 
quality factors of packaged devices. Vacuum package 
can be carried out using different methods such as 
anodic bonding, deposition sealing, and glass frit 
bonding [1, 2]. Anodic bonding has been accepted for 
not only common MEMS devices but also optical 
MEMS devices. This is due to the strength of bonding 
between pyrex glass and silicon, transparence of pyrex 
glass to light. However, the vacuum packaging based on 
anodic bonding contains several limits. The bonded 
contact surface between pyrex glass and silicon wafers 
is required high flatness for hermetical seal, while 
evacuation is performed on the interface between glass 
and silicon wafers without perfect flatness. In addition, 
to use commercial vacuum packaging machines such as 
EVG bonder and EVG aligner, all of bonding sample 
setups are almost followed a fixed process. Therefore, 
the evacuation for packaging cavity becomes difficult 
even long evacuating time. The vacuum level in the 
package is often not uniform for all wafer level 
packaged devices. 

 
Fig. 1 Schematic of packaging methods: (a) 
conventional package method, and (b) proposed package 
method. 

bonding interface between the pyrex wafer and the 
silicon wafer and the hermetically sealed cavity. 

 
3. Design and Fabrication 

Device structure for testing package technology is 
shown in Fig. 2 (a). The package includes two main 
parts, silicon and pyrex parts. The silicon part is 
fabricated from a SOI wafer having 10�m thick top 
device layer, 1�m thick buried oxide (BOX) layer and 
200�m thick handle layer. The SOI wafer having 
cylindrically structured devices is fabricated by an 
inductive coupled plasma reactive ion etching 
(ICP-RIE) machine from backside to BOX etching top 
layer. The cylindrically structured devices with 
diameters from 250 to 1750�m are designed and 
fabricated on a 2 x 2 cm2 SOI wafer for estimating the 
vacuum level in the package. To form poses for 
depositing Au/Sn/Cr layers, the poses are also designed 
and fabricated on the SOI wafer. Moreover, it is easier 
for the reflow of Au/Sn/Cr layers in package process, 
the poses are lower than compared with the surface of 
device layer a height ts. The thickness of deposited 
Au/Sn/Cr layers is tAuSnCr (Fig. 2 (d)). To form sacrificial 
gap for evacuating air in the cavity before packaging, 
tAuSnCr have to be larger than ts. To evacuate residual 
gases generating in anodic bonding process, a 
non-evaporable getter (NEG) is fixed in the patterned 
pyrex part.  

In this paper, we propose a high vacuum package 
method which is simple and high-yield for commercial 
package machines. 

 
2. Packaging Method 

Figs. 1 (a) and (b) demonstrate conventional and 
proposed package methods, respectively. The method 
demonstrated in Fig. 1 (a) is performed, which benefits 
by non-perfect flatness of bonding interface between the 
silicon wafer and the pyrex glass wafer for evacuating 
the hermetically sealed cavity. This method is not easy 
even long evacuating time. The vacuum in cavities is 
often not uniform for wafer level package. To solve this 
problem, the package method based on combining 
anodic bonding with reflow of low melting tempeature 
metal is proposed (Fig. 1 (b)). The Au/Sn/Cr layers are 
designed such as sacrificial poses to form gap for 
evacuating cavity having defined device before the 
hermetical seal process is performed by anodic bonding. 
The trenches prevent contaminant routing into the  

The pyrex glass wafer having the cavity for fixing 
the NEG is patterned by liftoff process and wet etching 
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 Fig. 2 (a) – (b) schematic of packaging structure and (c) 

– (e) package process. Fig. 5 Optical image showing concave surfaces of 
diaphragms after packaging.   

 with protective mask of Cr/Au in a 49% HF solution. 
The structures on the SOI wafer are fabricated by 
ICP-RIE and then sputter deposited Au/Sn/Cr poses 
using a shadow mask.  

 

 
4. Vacuum packaging experiment 

The package using anodic bonding which usually 
includes a silicon wafer with fabricated devices and 
pyrex lid is aligned in an alignment system. After 
aligned, the silicon wafer is put in intimate contact with  

 

Fig. 6 Center deflection of diaphragm investigated as a 
function of diameter. 

 
Fig. 5 shows the device after anodic bonding in a 

vacuum chamber of 0.5 Pa. The surfaces of diaphragms 
become concave after packaging. The yield of 
packaging is up to 100%. When we perform packaging 
process without using sacrificial Au/Sn/Cr layers for 
pre-evacuating air in the cavity, the package yield is 
only obtained 25%. Fig. 6 shows the center deflection of 
diaphragm investigated as a function of diameter sealed 
with and without getter, respectively. The center 
deflection of diaphragm in the case of getter sealing is 
larger than that without getter. Thus, the getter is also 
effective for absorbing produced gases during bonding 
process. The vacuum in the package is being 
investigated, which is based on a capacitive absolute 
pressure sensor. 

Fig. 3 Temperature process flow for packaging process. 
 
the pyrex lid by flag and force. It is due to the sacrificial 
air gap formed by sputtered Au/Sn/Cr layers, the SOI 
wafer and pyrex glass wafer is contacted via the 
Au/Sn/Cr poses as shown in Fig. 2 (b). Bonding process 
is described detail in Fig. 3.  

 
5. Results and discussion 

Fig. 4 (a) shows a SOI wafer with diaphragms which 
are fabricated using ICP-RIE. As seen from topography 
in Fig. 4 (b), the 200�m x 200�m Au/Sn/Cr poses with 
the height of 2 �m is sputter deposited on the 2000 �m x 
2000 �m silicon poses separated from the silicon area 
having bonding area and diaphragms by trenches.  

 
6. Conclusions 

A high-yield vacuum package method was presented, 
which was based on combining the low temperature 
reflow process of metal with anodic bonding. Any metal 
or alloy having melting temperature lower than the 
anodic bonding temperature is applicable not only for 
Sn metal. The method is used for commercial package 
machines.  
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ABSTRACT

In order to develop space robotic technologies, the feasibility and reliability of the systems have to be
verified by repetitive tests. Hardware in the loop (HIL) simulation is one of the effective ways to simulate
micro-gravity condition on the earth. However, simulating a continuous contact by a HIL simulation, there
is a problem that the kinetic energy increases. This paper presents that the energy increase is caused by
dead-band processing to force/torque data and suggests a compensation method.

1. Introduction

Hardware in the loop(HIL) simulation is one of the
effective methods to test space robotic operations on
the ground. The HIL can emulate three dimensional
relative motion of a space robot with respect to a
certain target in micro gravity environment using nu-
merical dynamic calculation and hardware to which
physical interaction occurs (Fig. 1). However, the
HIL simulator generally suffers from a problem of
energy increase, the coefficient of restitution exceeds
one in the collision emulated by the HIL simulator,
which does not happen in reality. This problem oc-
curs by mainly two causes, delay time in the loop and
dead band in force/torque(F/T) measuring. A num-
ber of researches tackled the energy increase problem
due to the delay time [1–3]. On the other hand, the
influence of the dead band in F/T measuring has not
clearly been discussed yet. When the HIL simulator
is used to simulate a continuous contact, such as a
grasping of a target by an on-orbit space robot, the
influence of the dead band becomes more crucial.
This paper proposes two compensation methods

to cope with the energy increase due to the dead
band in F/T measuring. The effectiveness of the
proposed methods are verified by single-axis collision
experiments.

2. The HIL simulator and the effect of dead
band

As shown in Fig. 1, the HIL simulator consists of
a motion table, a numerical simulator and a physical
model that is designed as same as a part of the corre-
sponding real target. The physical model is affected
by physical interaction or contact. The physical con-
tact is measured by a F/T sensor installed between
the motion table and the physical model. The nu-
merical simulator calculates dynamic motion of the
entire robotic system due to the contact. Then, the
relative motion is demonstrated by the motion table
based on calculation result in the numerical simula-
tion. When the environment is modeled with certain
stiffness, the total HIL system can be modeled as
shown in Fig. 2. In Fig. 2, dead time means a de-
lay due to a lowpass filter and servo delay which is a
cause to increase the energy of the system. To com-

F/T Sensor

Physical Model

Motion Table

Force

Motion 
Command

Dynamics Calculation
Numerical

Model

Fig. 1 Concept of HIL.
EnvironmentTarget

F/T Sensor

Servo Dead Band Dead Time

Dead Time
Compensation

Input

Output

Fig. 2 Numerical simulation model.

pensate the effect of the dead time, the method pro-
posed in [3] is applied, whose advantage is not only
to guarantee the stable system but also to enable us
to determine any desired value of coefficient of resti-
tution. Besides, in this simulation process, the dead
band in F/T measuring is necessary to avoid unex-
pected motion of the HIL simulator due to the noise
and drift data in the F/T sensor. And, the dead band
means that when input data is smaller than thresh-
old value, output data is zero (Fig. 2). However, this
dead band also causes energy increase in the sys-
tem. Hereafter, we analyze the effect of the dead
band by numerical simulation, in which a floating
object collide, with stiff environment. Fig. 3 shows
the result of the numerical simulation. In general,
energy must be conserved or consumed, and hence
integrated power must be zero or negative. However
as shown in Fig. 3, the power integrated during a
contact becomes positive when a dead band is set
to F/T sensing, which shows that the energy is in-
creased. Due to the dead band, a force lower than
threshold is regarded as zero, and hence the ignored
force causes the energy increase. The total power
during a contact is calculated as follows.
� π

ω0
+τ−tdb

τ+tdb

vfdt =
kv20
2ω2

0

sin(2ω0τ) sin(2ω0tdb), (1)

where v0 is initial velocity, k is stiffness of the
spring, w0 is natural vibration frequency, τ is the
dead time of system. Eq. (1) suggests that the addi-
tional energy to the system depends on the v0. Be-
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sides, if the duration in the dead band tdb equals to
zero, it can be easily estimated that the system does
not receive any additional energy as the case without
the dead band. This analysis gives us the new insight
to design the compensation methods presented in the
following chapter.

3. Compensation methods for dead band
3.1 Compensation method α

The first proposed method absorbs the increased
energy by adding a virtual damping. The coefficient
of the virtual damping γ is determined by desired
coefficient of restitution by using the following equa-
tion.

Ea =
mv20
2
(ε2ref − 1), (2)

where εref is a desired coefficient of restitution. Ea

is work of one contact. On the other hand Ea is a
function of γ. And γ is calculated to satisfy Eq. (2).
Then the system’s damping coefficient is set to γ.

3.2 Compensation method β

The second method compensates the increased en-
ergy by supplying the force lost in the dead band. In
the HIL simulation, the measured force under the
threshold of the dead band is before and after con-
tact. However it is impossible to estimate the dura-
tion in the dead band before the contact. Therefore
we provide supplementary force for 2tdb just after
contact. The supplementary force F �

comp is calcu-
lated by the following equation.

F �
comp(t) = Fcomp(tb) + Ḟcomp(tb) · (t− tb), (3)

(tb < t < tb + 2tdb)

where Fcomp is compensated force for delay time shown
in [3], tb is the moment when Fcomp equals to the
threshold of dead band. By virtue of the compensa-
tion β, kinetic energy during a contact is expressed
as follows:

Eb =

� π
ω+τ−tdb

τ+tdb

p(t)dt+

� π
ω+τ+tdb

π
ω+τ−tdb

F �
compẋdt. (4)

Without supplying additional force calculated by Eq. (3),
the total energy Eb is positive because the second
term of Eq. (4) is zero. On the other hand, with
proper compensation force, the total energy Eb be-
comes close to zero.

4. Experimental verification

The experimental verification is carried out. Fig. 4
shows the experimental setup. In the experiment, a
rigid body is moved along y axis and collides with
environment. The motion of the rigid body before
and after the collision is demonstrated. The mass
of the rigid body in the numerical model is 350 [kg].
The rigid body moves with four patterns of initial ve-
locity; v ={0.0025, 0.005, 0.0075, 0.01} [m/s]. The
threshold of dead band in the F/T measuring is set to
be 0.5 [N]. In the experiments, we measured the co-
efficient of restitution in the case without dead band,
with dead band, with dead band and compensation
α and with dead band and compensation β. Each
case is carried out 5 times.
Fig. 5 shows the experimental result and it shows

the average of 5 trials. This figure obviously shows
that the coefficient of restitution in the case with
dead band is larger than that in the case without the
dead band. This means that the dead band induces
the energy increase in the system. Especially, it is
clearly shown that the coefficient of restitution in the
case with dead band, but no compensation becomes
more than 1, which does not occur in reality. On the
other hand, in the case with compensation α and β,
the coefficient of restitution becomes smaller than
without compensation even though with the dead
band. The experiment demonstrates the effective-
ness of the proposed compensation methods.

5. Conclusion

This paper proposed two compensation methods
to guarantee the stability and the fidelity of the HIL
simulator. The experiment verified the validity of
the proposed compensation methods.
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ABSTRACT 

Attempt to extract characteristic temperatures from dynamics is one of significant tasks on glass transition phenomena. In this paper, 
four characteristic temperatures are obtained from the long-time self-diffusion by comparisons among theoretical works and 

molecular dynamics simulations on metallic glass formers Cu60Ti40-xZrx. It is shown that these dynamic temperatures could quantify 
thermodynamic including a thermal glass transition point and a peak point of the specific heat. 

 
1. Introduction 

Understanding of correlations between dynamics and 
statics is one of fundamental problems on glass 
transition phenomena. For this purpose, many 
researchers have proposed characteristic temperatures to 
specify static and dynamic quantities [1, 2]. In thermal 
descriptions, a glass transition temperature Tg is defined 
by the specific volume and heat [3, 4]. Meanwhile, a 
dynamic Tg is characterized by the self-diffusion 
coefficient, viscosity, and so on [5]. Despite many 
efforts, an understanding of how the temperatures 
specify physical quantities is still incomplete. Thus, in 
this paper, we try to obtain characteristic temperatures 
from the long-time self-diffusion coefficient DS

L by 
carrying out molecular dynamics simulations on 
metallic glass formers Cu60Ti40-xZrx for different 
compositions x.  

Recently, one of the present authors (M. T) has 
proposed theoretical curves for DS

L, which are valid for 
liquid and supercooled liquid in equilibrium [6]. Then, a 
separation among simulation results and the curve could 
represent a dynamical Tg, below which a system is no 
longer in equilibrium. The above framework is adopted 
in this paper. Hence, several characteristic temperatures 
are determined from DS

L on Cu analyzing by the theories. 
Moreover, the specific volume and heat are measured to 
obtain a thermal Tg. We explore correlations between 
statics and dynamics in terms of the temperatures.  �

 In the next section, we explain current simulation 
models. We discuss simulation results in section 3 and 
conclude and summarize in section 4.   
 
2. Simulation Models 

In this section, we shall describe details of molecular  
dynamics (MD) simulation models on metallic 
glass-forming Cu60Ti40-xZrx melts (x=20 and 30). Present 
models are based on Han and Teichler’s works [7]. It 
has been confirmed that their simulation works 
quantitatively agree with experiment results by 
considering not only two-body potentials Uαβ but also 
the electron gas potential Eele. In [8], we have proposed 
simple models, where potential parameters are 
independent of compositions x, give qualitatively 
consistency with their results within a single-particle 

dynamics. Present systems are composed of N =10 976 
atoms in a cubic at an atmosphere pressure p and 
constant temperature T under periodic boundary 
conditions. NpT ensembles are attained by using the 
Berendsen thermostat and barostat. Particle obeys the 
Newton equation via Uαβ with the Stillinger-Weber 
potential [9], where parameter sets of the potential are 
referred in [7].    
   In the current paper, reduced units are used for 
plotting simulation results, which is based on parameters 
of Cu: energy ε0 = 0.485 eV, length σ0 = 2.275Å, and 
mass m0 = 1.054 × 10−25 kg. Energy is order of ε0, length 
is of σ0, temperature is of T0(= [ε/kB]), and diffusion 
coefficient is of σ0v0 with an average velocity v0 = 

(ε0 /m0) . Mass of Ti and Zr are in units of m0, that is 
mTi/m0 = 0.7533 and mZr/m0 = 1.4356. For more details 
of present simulations such as how to obtain equilibrium 
states, we can refer to Ref. 8.  
 
3. Results and Discussion 

In this section, we shall discuss simulation results.  
Simulation results are taken average over number of 
particles and ensembles. It is confirmed that thermal 
properties become stationary and the mean-square 
displacement on Cu sufficiently approaches a diffusive 
region in current simulation time.  

In order to obtain characteristic temperatures from 
dynamics, we measure the long-time self-diffusion 
coefficient DS

L of Cu. Cu is a main component in 
current systems and dynamics of Cu has an analogy in 
that of other components. A definition of DS

L of 
component α is given as 

  
DL

S = limt → ∞

1
Nα

� 
X i

α (t) −
� 
X i

α (0)[ ]2

6ti
∑   ,         (1) 

where  
� 
X i

α (t)denotes a position vector of ith particle at 
time t, Nα number of particle, and < > ensemble average. 
Figure 1 shows simulation results for DS

L on Cu as a 
function of inverse temperature. The simulation results 
are analyzed by two theoretical curves mentioned as 
following. At liquid region, DS

L is described as a 
mean-field curve,  
   DL

S

σ 0v0

= κ −1 T
Tc
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Fig. 1 Logarithm of DS

L on Cu versus inverse 
temperature in Cu60Ti20Zr20 (x=20). The broken line 
represents the mean-field curve Eq. (2) and the solid line 
the master curve Eq. (3). Characteristic temperatures are 
plotted in.  

 
Here a material constant κ is computed to 9 in Cu, 
regardless of compositions x. A singular temperature Tc 
is determined by fitting. The master curve valid for 
supercooled liquid is given as  
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where Tf is an extended singular temperature. In general, 
Tc is larger than Tf. As shown in Figure 1, separations 
among simulation results and theoretical curves appear 
around Tx and Tg. These points, Tx and Tg, would specify 
dynamic crossovers, that is, a strong supercooled liquid 
and glass transition temperatures, respectively. Below Tx, 
dynamics changes from the two-body to many-body 
correlation regimes. Dynamic Tg would be interpreted as 
a crossover point from a metastable to non-equilibrium 
states because the master curve argues that as long as a 
system is in equilibrium, the transport coefficient obeys 
a singular curve.  
   The above characteristic temperatures should be 
linked to thermal quantities. In order to confirm it, we 
measure the specific volume V and heat Cp as shown in 
Figure 2. In fact, a validity of the suggestion can be 
checked. Around Tx, Cp has a moderate peak, which 
implies that a particle can be more activated around Tx. 
From Figure 2, a good agreement between a thermal Tg 
and dynamic one is seen. Moreover, at Tf < T < Tc, Cp 
and V largely change. In other words, below Tf, Cp 
becomes constant. The fact is linked with the Arrhenius 
behavior of DS

L~exp[Ω/kBT] with a constant activation 
energy Ω.  
   Values of the temperatures depend on compositions 
x. However, the theories indicate if temperature is 
normalized by Tf, simulation results for DS

L in different 
x should be collapsed on a single master curve. In fact,  

  
Fig. 2 Temperature dependence of the specific heat Cp/N 
and volume V/N per atom on Cu60Ti20Zr20 x=20 at 
constant pressure. Broken lines denote linear 
extrapolations to estimate the thermal glass transition 
temperature Tg on V/N. �
 
such master curves are seen in not only DS

L but also Cp. 
 
4. Concluding remarks 

In order to explore associations between dynamics 
and statics, we have performed molecular dynamics 
simulations on metallic glass formers Cu60Ti20Zr20 and 
Cu60Ti10Zr30. We have extracted dynamic temperatures 
from DS

L by comparing with the theoretical curves. 
Then, we have shown the dynamic temperatures are 
linked with thermal temperatures. The above discussions 
would be valid for other glass-formers.  
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ABSTRACT 
In this study, creep damage of mod. 9Cr-1Mo steel is evaluated based on electromagnetic nondestructive evaluation, focusing on 

high-frequency magnetization process. For this purpose, we employ magneto-optical Kerr effect measurement as well as non-linear 
eddy current method to identify the complicated structure change by creep damage. These two measuring methods show different 
correlation for thermal aging specimens and creep specimens, and there is a possibility that details of precipitation are evaluated 
based on the two different measurements. 

1. Introduction 
Mod.9Cr-1Mo steel is used for the boiler tubes of 

high-temperature steam lines in thermal power plants 
because it has anti-oxidative property and low 
isothermal expansion. However, they are exposed to 
severe conditions of 450-600 degrees celsius and 
15-100 MPa. Under such conditions, creep damage is 
dominant as life-limiting mechanism. Therefore, some 
nondestructive methods are required for detection and 
evaluation of creep damage in mod. 9Cr-1Mo steel [1].  

Magnetic properties have high sensitivity to 
micro-structures of materials, and they may change 
with change of precipitations and dislocation density 
due to creep damage. In a previous study, non-linear 
eddy current method was applied to evaluation of 
structure change of mod. 9Cr-1Mo steels, and 
feasibility was shown [2]. It was found that 
multi-frequency measurement can evaluate the both 
precipitation and dislocation change. However, 
complicated behavior of M23C6, MX and Z phase can 
not be identified by the method. 

In this paper, we employ magneto-optical Kerr effect 
(MOKE) measurement as well as non-linear eddy 
current method to obtain the information of 
magnetization as well as eddy current. Then, the 
measured data of two different methods are discussed 
in comparison with structure change of crept mod. 
9Cr-1Mo steels.  

2. Experimental Setup 
Figure 1 shows the experimental setup for MOKE 

and eddy current measurement. Magnetization can be 
evaluated by MOKE, measuring the rotation of 
polarization of light after the reflection [3, 4].  
Polarized 3mW He-Ne laser beam is directed to the 
pole of sample and reflected to be measured by 
photo-detectors. Plane of polarization light of laser is 

Fig. 1 Schematic drawing of experimental setup for 
MOKE and eddy current measurements. 

set to 45° to the vertical direction and divided into two 
equal intensity beams  by a polarizing beam splitter 
(PBS). They are detected by photo detectors (Si PIN 
photo diode) and differential signals are amplified. To 
magnetize the specimen and measure the eddy current, 
we use B-H loop analyzer (TESLA Corp. 
1S-BH-500KS).  

3. Specimens 
Chemical composition of mod. 9Cr-1Mo steel 

specimens for this study are shown in Table 1. In this 
paper, 3 iso-thermal aging specimens and 6 creep 
specimens are used. Their test conditions are listed in 
Table 2. All of specimens have cylindrical shape with a 
diameter of 3mm and height of 30mm. The specimens 
are magnetized in the axial direction and the bottom 

Table 1 Chemical composition of Mod. 9Cr-1Mo steel 
(mass%). 

C Si Mn P S Cu Ni 

0.1 0.24 0.42 0.006 0.002 0.01 0.07 

Cr Mo V Nb Al N Fe 

8.68 0.94 0.19 0.08 0.012 0.0599 bal. 
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surface is polished for MOKE measurement.  

4. Experimental Results 
Amplitude of applied magnetic field is set to be 19 

Oe, and test frequency is 50 kHz. Experimental results 
are averaged over 512 cycles. MOKE signals and 
pickup voltages of BH-loop analyzer were plotted as 
function of applied magnetic field. We use the 
parameter of “remanence equivalent” which is defined 
as the distance between two intersection points of 
vertical axis. For MOKE results, the data were 
normalized so that peak to peak value becomes the 
unit.  

Figures 2 and 3 show the relationship between 
remanence equivalent and Larson-Miller Parameter 
(LMP). LMP is a parametric relation used to 
extrapolate experimental data on creep and rupture life 
of engineering materials, and defined as T(20+logt), 
where T is the absolute temperature, t is the rupture 
time. For the thermal aged specimens, results of B-H 
loop analyzer and MOKE show the same tendency; the 
signal increase with LMP. On the other hand, results of 
two measurements show different tendency for crept 
specimens; results of B-H loop analyzer increase with 
LMP, though results of MOKE decrease with increase 
of LMP. Behaviors of MX precipitation are different 
between thermal aged and crept specimens, though 
precipitation behaviors of M23C6 are almost same. 
MOKE may depends on the amount of MX 
precipitation, and microstructure analysis will be made 
for the verification.  

5. Summary 
In this study, creep damage of mod. 9Cr-1Mo steel 

is evaluated through the two different electromagnetic 
method: MOKE measurement and non-linear eddy 
current method to identify the complicated structure 
change by creep damage. Results of MOKE and eddy 
current method show that for thermal aging specimens 

Fig. 2 Measurement results of B-H loop analyzer. 

Fig. 3 Measurement results of MOKE. 

ECT and MOKE show same tendency, though their 
results show different tendency for creep specimens. It 
may due to the different behavior of MX precipitation 
between thermal aged and crept specimens. 
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Table 2 Property of specimens. 
Number Temperature, � Time, h LMP

thermal-1 500 600 17600

thermal-2 550 4000 19400
thermal-3 600 7520 20800
creep-1 550 13.5 17390
creep-2 550 4418 19460
creep-3 600 710 19950
creep-4 600 11341 21000
creep-5 650 260 20690
creep-6 650 3095 21680
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ABSTRACT

This paper presents slip-sinkage characteristics of sand as a fundamental research for realization of biped
walking of a humanoid robot on sand. Dominant characteristic parameters of sand are identified through
slip test using a test plate which is same size of foot of the robot.

1. Introduction
Most of studies for walking of biped robots have

assumed stiff ground. Walking of biped robots on
loose soil such as sand is a greatly challenging re-
search in the field of humanoid robot. If a robot
achieves stable walking on a loose soil, the robot can
perform variety of tasks in various activities. To de-
velop such an advanced technology, it is important
to acquire proper knowledge of dynamic behavior of
a biped robot on sand.
In the case of crawler typed machine, Muro es-

timated tractive performance of a bulldozer on the
basis of a model between crawler and loose soil [1].
However, the study of walking on loose soil by the
biped robot has not been investigated yet. The au-
thors identified load-sinkage characteristics of sand
to develop static contact model between the robot
foot and sand [2]. However, slippage-sinkage charac-
teristics of sand is not identified.
The aim of this paper is to identify slippage-sinkage

characteristics of sand.

2. Dominant Parameter Identification
When a humanoid robot walks on loose soil, the

soil is deformed by a sole slip as shown in Fig. 1.
Therefore, in order for a humanoid robot to walk
on loose soil, it is important to analyze the char-
acteristics of slippage and sinkage. Static sinkage s
depending on the slip is expressed by the following
terramechanic equation [3]:

s = c0p
c1dc2 , (1)

where p is the ground pressure, d is the slippage, c0,
c1 and c2 are characteristic values of the soil material.
These parameters are required to be experimentally
identified.
In order to identify the parameters, multiple linear

regression analysis is performed on the experimental
data : s, p, d. In logarithmic space, eq. (1) is ex-
pressed as follows:

log10 s = log10(c0p
c1dc2)

= c2 log10 d+ c1 log10 p+ log10 c0. (2)

Eq. (2) can be expressed as a linear function as fol-
lows:

Y = AX +B, (3)

Sinkage

Slippage

Pressure

Surface of
   loose soil

Fig. 1 Slippage and sinkage of foot of a humanoid robot
on loose soil

where the symbols are defined as:

X = log10 d, (4)
Y = log10 s, (5)
A = c2, (6)
B = c1 log10 p+ log10 c0. (7)

In the first step, relationship between the slippage
log10 d and the sinkage log10 s is analyzed in each
pressure. X is expected to be in proportion to Y
from eq. (3). Therefore, A and B can be calcu-
lated by linear regression analysis on the experimen-
tal data. In the second step, the pressure log10 p
is expected to be in proportion to B from eq. (7).
Therefore, log10 c0 and c1 can be identified by linear
regression analysis on the results of first step. Fi-
nally, c2 is identified by taking an average of c2 at
each pressure.

3. Experimental system

Fig 2 shows an experimental setup to identify the
slippage-sinkage characteristics. It consists of a test
plate, a loading platform, a sand box and two dial
gauges. The setup is fixed on strictly horizontal
level. Two pairs of rails on vertical and horizontal
frames constrain movement of the loading platform
in the vertical and horizontal direction. The loading
platform holds weights. The platform and the test
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Sand box

Test plate

Weights

Dial gauge

Platform

Linear rail

Base

Fig. 2 Overview of developed test machine

plate are connected with common frame. The size of
the test plate is equal to the foot of the humanoid
robot (0.235 × 0.135 [m2]). Therefore, it is not nec-
essary to consider scale effect. Two dial gauges mea-
sure the sinkage and the slippage respectively when
the loading platform is moved. The gauges can mea-
sure in the range between 0 [m] and 0.02 [m] with
1.0 × 10 −5 [m] resolution.

The sand box of 0.370 [m] in length and 0.250 [m]
in width is filled up to 0.095 [m] with sand. In this
experiment, Toyoura sand is used that is one of the
standard sand in the teramechanics.

To identify the parameters, 5 ∼ 45 [kg] weights
are loaded on the weight table．The ground pressure
is calculated by using the total load and the area of
the test plate.

4. Experimental result
Fig. 3 shows the result of multiple linear regres-

sion analysis on measured pressure p, slippage d and
sinkage s. The surface in the figure illustrates the
relationship of p and d to s (s = c0p

c1dc2). In the
relationship, s monotonically increases depending on
p and d. The mesh depicts the relationship between
d and s (s = 10Bdc2) at each pressure. This is a re-
sult of the first linear regression analysis. The mesh
is well approximated to the surface. From the first
linear regression analysis, B and c2 are estimated at
each pressure.
Fig. 4 shows the relationship between log10 p and

B. This is a result of the second linear regression
analysis. It is observed that there is a positive cor-
relation between log10 p and B. As the result of the
linear regression analysis, the following relationship
is identified:

B = 1.29 log10 p − 7.04 (R = 0.946), (8)

where R is the coefficient of correlation. From the
relationship, c0 and c1 are identified. Finally, c2 is
identified by taking an average at each pressure.
Consequently, c0, c1 and c2 are identified as shown

in Table 1.

Slippage d [m]Pressure p [N/m2]

S
in

k
ag

e 
s 

[m
]

Results of first linear regression analysis

Multiple linear regression approximation

×10
–3

Fig. 3 Relationship of p and d to s

2 2.5 3 3.5 4 4.5 5
−3.5

−3

−2.5

−2

−1.5

−1

−0.5

log
10
p

B
B = 1.29 log

10
p −7.04

(R = 0.946)

Results of first linear regression analysis

Linear approximation

Fig. 4 Relationship between log10 p and B

Table 1. Identified characteristic parameters

c0 c1 c2

Value 0.904 × 10 −9 1.29 0.459

5. Concluding remarks
This paper presented slippage-sinkage character-

istics of a standard sand to develop the static con-
tact model between the robot foot and the loose soil.
Static sinkage was measured when the test plate slips
on sand. From the experimental data, dominant pa-
rameters were identified.
Using these characteristic parameters, the simula-

tion will be performed to predict the walking behav-
ior of the robot on sand.
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ABSTRACT 

Autonomous mobile robots are useful tool to search outdoor unknown-dangerous environment. To realize such mobile robot, 
many kinds of technologies such as mobility, localization, sensing, path planning, must be integrated appropriately. For this purpose, 
we developed a mobile robot platform. In this paper, we introduce our mobile robot designing and implementation and show an 
example of the autonomous navigation in the real world, to confirm the capability of our mobile robot designing. 

 
1. Introduction 

In the case of disasters, remote controlled mobile 
robots, called “rescue robots” can be of great help when 
searching inside collapsed buildings, taking the place of 
the rescue crews. Our research group has been 
developing rescue robots to explore underground malls 
in an NBC terrorist attack scenario [1] and the robots of 
our group were sent to Fukushima 1st power plant to 
search the unknown inner environment. Not only rescue 
purpose, mobile robots are used to explore the 
unknown-danger space mission, such as Moon, asteroid, 
and Mars. Currently, in practical missions, these types 
of mobile robots are controlled manually. However, to 
reduce the workload and solve the problem of time 
delay, mobile robots should be navigated autonomously. 

To realize such autonomous mobile robot, many 
technologies must be integrated appropriately. 
Especially, the three technologies; sensing, localization, 
and mobility  are key technologies to realize 
autonomous navigation. The autonomous robot must 
recognize the surrounded known environment by its 
onboard sensors, and also recognize the correct location 
of the robot itself. And, the robot must be able to 
traverse rough terrain by the mobility. 

In this paper, we introduce our autonomous mobile 
robot designing and implementations, and show some 
verification experiments. 

 
2. Hardware Design 
   We designed a mobile robot platform called 
“El-Verde” (Fig.1) for large unknown outdoor 
environment exploration. The length of the robot is 800 
mm , the width is 700 mm, the height is 730 mm 
including onboard sensors. The wheel diameter is 260 
mm and total weight is 29 kg.  

The robot has four wheels with independent motors 
and front two wheels can steer by Ackerman linkage 
driven by the one motor. To traverse rough terrain, the 
front units with front two wheels are connected to rear 
unit with rear two wheels by the rocker linkage. On 
rough terrains, to traverse on rough terrain, all the 
wheels should contact to the ground. To keep the 
contacts, the rocker linkage enables to roll the front unit 
and the rear unit inversely. This is important condition 
to maintain driving force. The rocker linkage is 
completely passive. The above linkage enables the robot 
to get over the obstacle with the half height of the wheel 

diameter. 
   El-Verde has several sensors for localization. The 
rotations of the four wheels are calculated by each wheel 
encoders. The attitude of the robot is detected by the 
three gyro sensors and 3 D.O.F acceleration sensor. The 
robot also has the GPS (Global Positioning System) 
sensors that detect the location of the robot in world 
coordinate. 
   El-Verde also has the sensor for surrounding 
environment sensing. A 3-Dimensional LIDAR (Light 
Detection and Ranging) sensor [2] is on the top of the 
center box of the robot. The sensor can detect the 
distance to surrounding objects and generate 3D map of 
point cloud and DEM (Digital Elevation Map). 
   All the information by these sensors are calculated 
by an onboard computer. The CPU of the computer is 
Intel ATOM processor Z530 0.80 GHz (Dual Core). The 
wireless network is used to communicate the onboard 
computer with external computers in operators’ side. 
The overview of the control architecture is shown in 
Fig.2. 

 
Fig.1 Autonomous mobile robot “El-Verde” 

 

 
 

Fig.2 Control architecture 
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3. System Integration 
   Fig. 3 shows the system diagram of El-Verde. The 
gyro based odometory calculated by using the wheel 
encoders, the gyro sensors and the acceleration sensor. 
The odometory is memorized in the shared memory 
successively. Likewise, the location information using 
GPS and LIDAR sensor information are kept in shared 
memory. To decrease the accumulated errors of gyro 
based odometory, the GPS location information and 
gyro based odometory are integrated by particle filter [3]. 
A user process can access to the shared memory and 
also control the robot motion by using the locomotion 
function. The operator of the robot can observe the state 
of shared memory via network server process. 

To develop the each user programs efficiently, 
without the process that is related with real devices, we 
are developing “Field Robot Simulator.” Each process 
can be executed in real and simulated environments by 
using same source codes. Regardless of the executing 
environment, the state of the system can be observed by 
the remote viewer (Fig.4) via TCP/IP network.  
 
4. Autonomous Navigation 

To confirm the capability of our robot system, we 
conducted the autonomous navigation experiment in the 
real world in Tsukuba City. In this experiment, we used 
3D LIDAR sensor for sensing, our navigation algorithm 
using Distance Time Transform [4] for path planning, 
and gyro based odometory for localization. In this 
implementation, the robot repeats the sensing, planning 
and moving procedure periodically. The interval of the 
repeating procedure is 1 sec and the 3D LIDAR sensor 
scanning interval is almost 3 sec. 

As the result, the robot traversed 240 m without 
collision. Fig.5 shows an example scene image of 
obstacle detection and avoidance. The robot can detect 
the surrounding obstacles (sky blue bars) by using 3D 
LIDAR sensor. Then, the robot planed a path (red dots) 
without collision in the free area (gradation colored 
area), and followed the path. 

 
5. Conclusion 

In this paper, we introduce our mobile robot 
platform for outdoor environment exploration. In the 
chaper of hardware designing, the rocker linkage to 
enable traversing rough terrain was explained. In the 
next chapter, the shared memory based system 
integration for the robot and Field Robot Simulator 
scheme were introduced. The capability of the designed 
mobile robot was confirmed at the real world 
autonomous navigation experiments. 

 
 

 
Fig.3 System diagram 

 

 
Fig.4 Remote viewer 

 

  
Fig.5 Obstacle detection and avoidance 

References 
[1] T. Yoshida, K. Nagatani, E. Koyanagi, Y. Hada, K. 

Ohno, S. Maeyama, H. Akiyama, K. Yoshida, and S. 
Tadokoro, “Field experiment on multiple mobile 
robots conducted in an underground mall,” In Field 
and Service Robotics, 2009 

[2] K. NAGATANI, T. Matsuzawa, K. Yoshida,�  
“Scan-point Planning and 3-D Map Building for a 
3-D Laser Range Scanner in an Outdoor 
Environment'',Preprints of the 7th International 
Conference on Field and Service Robotics,CDROM 
(2009-07) 

[3] S. Thrun, W. Burgard, D. Fox, “Probabilistic 
Robotics” (2005) 

[4] T. Ohki, K. Nagatani, K. Yoshida, “Collision 
Avoidance Method for Mobile Robot Considering 
Motion and Personal Spaces of Evacuees'',2010 
IEEE/RSJ International Conference on Intelligent 
Robots and Systems, pp.1819-1824 (2010-10) 



Eighth International Conference on Flow Dynamics
November 9 - November 11, 2011

－ 628 － － 629 －

A High Density 2D Array of φ6-nm Silicon-Nanodisk Structures 

and its Optical Characteristics for Solar Cells 
 

Makoto Igarashi, Mohd Fairuz Budiman, Weiguo Hu,
 
and Seiji Samukawa

* 

Institute of Fluid Science, Tohoku University, Japan; * E-mail: samukawa@ifs.tohoku.ac.jp 

 

ABSTRACT 

In this paper, a higher density, smaller sized, and periodic Si-ND structure demonstrated an increase in the optical absorption coeffi-

cient and more controllable band gap energy. We successfully fabricated a super-lattice structure with smaller size Si-ND of 6 nm in 

diameter and a higher Si-ND density of more than 1.2 × 1012 disks/cm-2. By using this 2D Si-ND array, the optical absorption coeffi-

cient drastically increased, and more controllable band gap energy could be realized by combining Si-ND diameter and thickness. The 

new technology is suitable for developing realistic all-Si tandem solar cells. 

 

1. Introduction 

An all-Si tandem solar cell comprised of quantum dots 

(QDs) has attracted much attention for its potential to break-

through the Shockley-Queisser limit and its compatibility 

with current Si technology.[1] QDs provide the opportunity 

to control an energy structure by adjusting the confinement 

in all three spatial dimensions for various absorption ranges 

of the solar spectrum through precise control of the size of 

the QDs. However, not only the uniformity and control of 

QD size but also high density QDs are essential for improv-

ing optical characteristics of QDs such as absorption. In the 

conventional technique that is widely used to fabricate Si 

QDs, multiple layers of amorphous silicon-rich oxide (SiOx, 

x < 2) and stoichiometric silicon dioxide (SiO2) are alter-

nately deposited by using sputtering or plasma-enhanced 

chemical vapor deposition followed by annealing at a high 

temperature (usually 1100ºC).[2] However, the results show 

poor uniformity of dot size and spacing, which indicates a 

limited control of quantum confinement. Also, the density of 

QDs is not high enough. 

To overcome these problems, we developed a 

sub-10-nm-silicon-nanodisk
 
(Si-ND) structure by using a 

bio-template as a φ7-nm etching mask and damage-free neu-

tral beam (NB) etching.[3] The fabricated Si-ND shows dis-

tinct quantum effects, such as an electron comfinement and 

size effect, at room temperature (RT). The Si-ND has two 

geometrical parameters, thickness and diameter, which can 

be controlled independently. We previously fabricated a 

well-ordered arrangement of high density 2D Si-ND arrays 

by combining a bio-template as a φ7-nm etching mask (ferri-

tin) and an etching process with NF3 gas/hydrogen radical 

treatment (NF3 treatment) and Cl damage-free NB etching. 

Optical measurements show that the band gap increases from 

1.4 to 2.2 eV as the thickness of the Si-ND decreases from 

12 to 2 nm.[4]  

In this research, a φ6-nm, uniform, and high density (1.2 × 

10
12

 disks/cm
-2

) Si-ND was fabricated by using a newly de-

veloped 2D array bio-template (Fe core) as a φ4.5-nm etch-

ing mask that uses Listeria-Dps ferritin.We expected that the 

usage of Li-Dps ferritin would achieve a higher nanodisk 

density due to the smaller diameter of the Li-Dps ferritin 

iron-core mask (4.5 nm) compared with that of a ferritin 

iron-core mask (7nm).  

In this paper, a higher density, smaller sized, and periodic 

Si-ND structure demonstrated an increase in the optical ab-

sorption coefficient and more controllable band gap energy.  

 

2. Experimental Method 

First, we began the fabrication by preparing 

quartz/poly-Si/SiO2 samples with steps 1 and 2. 

Bio-template�and Cl damage-free NB etching were then used 

to manufacture a 2D Si-ND array with steps 3 to 6.[3] For 

step 1, deposition of 6-nm-thick poly-Si thin film on a quartz 

substrate was performed. In step 2, a 3-nm SiO2 film was 

formed on the poly-Si thin film by using our developed neu-

tral beam oxidation (NBO) process at a low temperature of 

300ºC (the film is hereafter called “NBO SiO2”). In step 3, a 

2D array of Listeria-Dps ferritin molecules [protein includ-

ing an iron oxide core (φ4.5-nm Fe-core) in the cavity of the 

ferritin molecule] was placed through directed self-assembly 

on the surface of the NBO SiO2. Figure 1(a) contains a 

structure sketch of Li-Dps ferritin with the φ4.5-nm Fe-core. 

In step 4, ferritin protein shells were removed by heat treat-

ment in oxygen atmosphere to obtain a 2D Fe-core with a 

hexagonally close-packed array as a template. For step 5, 

etching was carried out by using NF3  treatment and Cl 

damage-free NB etching to remove the NBO SiO2 and 

poly-Si, respectively. Finally, in step 6, the 2D Fe-core was 

removed by using hydrochloric solution to obtain a 2D 

Si-ND array. For comparison, we also prepared a sample by 

using ferritin (φ7-nm Fe-core) and a control diameter of 2D 

Si-ND array by changing the NF3 treatment time. Figure 1(b) 

shows ferritin with a φ7-nm Fe-core. 

Optical absorption of the 2D Si-ND array was recorded us-

ing a JASCO ultraviolet-visible-near infrared (UV-vis-NIR) 

spectrophotometer (Model: V-570) with normal incidence 

light at room temperature.  

 

3. Results and Discussions 

Figure 2(a) shows a top view SEM image of the fabricated 

2D Si-ND array that used Li-Dps ferritin as the mask, which 

consisted of a closely packed array of Fe core at a size of 

φ4.5 nm on the surface of the NBO SiO2. Fifteen-minute NF3 

treatment was performed to remove the NBO SiO2, and 90 

seconds of NB etching was performed to remove the 4-nm 

poly-Si thin film. As shown in Fig. 2(a), the 2D Si-ND array 

had a high-density (1.2 × 1012 disks/cm-2) and well-ordered 

arrangement (diameter: 6.4 nm). Figure 2(b) shows the 2D 

Si-ND array that uses an etching mask of ferritin φ7-nm 

Fe-core at a density of 7 × 10
11

 cores/cm
-2

 as a comparison 
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(diameter: 10.5 nm). By using Li-Dps ferritin, the density of 

the 2D Si-ND increased to 170% of that using ferritin, while 

the size of the Si-ND shrunk to 61% of that using ferritin. To 

confirm regularity in the 2D array of Si-NDs, we measured 

the center to center distance between adjacent Si-NDs, as 

shown in Fig. 3(a). Figure 3(b) shows that the absolute value 

of the center to center distance and its distribution were 8.7 

nm and 10.1%, respectively. It was clear that the 2D array of 

Si-NDs using an etching mask of Li-Dps ferritin with 

φ4.5-nm Fe-core successfully achieved a 2D superlattice 

structure.  

The optical absorption properties of the structure were 

studied by measuring the transmittance of samples by using 

an� UV-vis-NIR spectrophotometer. The transmittance ab-

sorption coefficient is calculated on the basis of the equa-

tion[5]
 

ln (I0/I) = �d     (1) 

where � is the absorption coefficient, d is the total thickness 

of the Si-ND, and I0 and I are the intensities of incident and 

transmitted light, respectively. Figure 4(a) shows the calcu-

lated optical absorption coefficient by comparison of the 

same absorbed area. Figure 4(b) shows the optical absorption 

coefficient near the Eg region. Figure 4(c) shows the optical 

absorption coefficient at the Eg edge as a function of Si-ND 

size in comparison with thin film. We found that a 2D Si-ND 

array using Li-Dps ferritin has a higher absorption coeffi-

cient than a 2D Si-ND array using ferritin and thin film of Si 

(thickness: 4 nm). This is thought to be due to increasing the 

Si-ND density and shrinking the Si-ND size, which indicated 

an advantage in solar cell application. To determine the opt-

ical band gap energies, we used the Tauc formula: 

 
 (a)                    (b) 

Fig. 1 (a) Li-Dps ��������������φ���-nm�������� and (b) ���������
�����φ�-nm���������

�
(a)                        (b) 

Fig. 2 (a) 2D Si-NDs array using Li-Dps ferritin. (>12 × 1011 cm-2, 

diameter: 6.4 nm) (b) 2D Si-NDs array using ferritin. (>7 × 1011 

cm-2, diameter: 10.5 nm) 

 
 (a)                        (b) 

Fig. 3 (a) SEM image of ND center-to-ND center distance (b) dis-

tribution of ND center-to-center distances(8.7nm�10.1%) 

(�hv)
n
=A(hv-Eg)     (2) 

where A is a constant, h is Planck’s constant, v is frequency, 

Eg is the band gap energy, and n is 1/2 in the case of indirect 

allowed and forbidden electronic transitions. 

The intercept of the linear fitting line at zero absorption in 

the Tauc plot gives Eg. As shown in Figs. 2(a) and (b), the 

Si-ND diameter became smaller from 10.5 to 6.4 nm, which 

resulted in the band gap energy increasing from 1.8 to 2.0 eV. 

More data about the relationship between the Eg and the 

function of the Si-ND diameter is shown in Fig. 5. By 

changing the Si-ND diameter from 12.5 to 6.4 nm, the Eg 

increased from 1.7 to 2.0 eV, even at a disk thickness of 4 

nm. This result indicates that a higher absorption coefficient 

and more controllable band gap energy can be accomplished 

at the same time by using a Li-Dps ferritin iron-core mask. 

  

4. Summary  

By using a new bio-template φ4.5-nm etching mask 

(Li-Dps ferritin), we successfully fabricated a super-lattice 

structure with smaller size Si-ND of 6 nm in diameter and a 

higher Si-ND density of more than 1.2 × 10
12

 cm
-2

. By using 

this 2D Si-ND array, the optical absorption coefficient dras-

tically increased, and more controllable band gap energy 

could be realized by combining Si-ND diameter and thick-

ness. The new technology is suitable for developing realistic 

all-Si tandem solar cells.  
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(a)                         (b) 

 
(c) 

Fig. 4 Comparison between 2D Si-NDs array using Li-Dps ferritin, 

ferritin, Thin film. (a) Absorption coefficient (b)Absorption coeffi-

cient at Eg edge (c) Eg edge of Absorption coefficient by the func-

tion Si-ND diameter and Si thin film 

 
Fig. 5 Controlled of Eg by the function Si-ND diameter. 
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ABSTRACT 

Ultra accelerated quantum chemical molecular dynamics method (UA-QCMD) was used to study the dynamics of dissociative 
adsorption of hydrogen on Pd (111), (100) and Pd (332) surfaces for better understanding the role of surface hydrogen vacancy for 
the dissociative adsorption. Here the reaction dynamics, electron transfer, and structural changes were demonstrated. The creation of 
active sites for H2 dissociation will thus involve the formation of individual vacancies and their subsequent diffusion. We found for the 
dissociative adsorption of H2 on Pd (111), Pd (100) and Pd (332) surfaces, tri-, di- and mono- vacancy of H is required, respectively. 
 
1. Introduction 
    Surface defects exist extensively on many metal 
and semiconductor surfaces. Surface defects such as 
steps, vacancies and kinks play a significant role in 
surface adsorption [1], epitaxial growth [2-3] and 
surface diffusion [4-5]. By examining processes such as 
adsorption, dissociation, and eventually chemical 
reactions at step, terrace and kink sites of transition 
metals, for example, information relevant to industrial 
catalysts may be obtained. Advances in experimental 
and theoretical techniques, supplemented by enhanced 
computational power, have made it possible for surface 
scientists to carry the knowledge gained from studies of 
homogeneous flat low Miller index surfaces to their 
heterogeneous stepped high Miller index counterparts. 
    Dissociative adsorption of the H2 is a central step in 
many industrially important catalytic processes. 
Regardless of persistent investigation, the mechanistic 
details of the influence of surface H vacancy for the 
dissociative adsorption of H2 on Pd (111), Pd (100) and 
Pd (332) surfaces are still illusive. To explicate the actual 
mechanism new theoretical work covering the adsorption, 
dynamics of dissociation of H2 and comparison of 
electronic structures are necessary. In this study, we have 
introduced UA-QCMD as a tool for the qualitative 
determination of the role of hydrogen vacancy for the 
dissociative adsorption of hydrogen. The simulation also 
enables visualization of the electronic and structural 
changes, as well as the dynamic behavior of this system. 
The understanding of the influence of surface hydrogen 
vacancy may help in the design of better catalysts, where 
one can avoid poisoning by tuning the surface either by 
doping or introducing different steps, kinks, terraces etc., 
than originally present. 
  
2. Method 
   The calculations have been carried out employing a 
tight-binding quantum chemical approach implemented 
in our in-house system New-Colors [6], which enables 
the calculation of energies, charges and bond 
populations for large-scale atomic and molecular 
systems. The New-Ryudo [6] system is used for 
molecular dynamics simulations under NVT ensemble 
conditions with a 0.1 fs of integration time at 573 K.  

3. Results and Discussion 
   The influence of the surface hydrogen vacancy for 
the dissociative adsorption of hydrogen was simulated 
by applying the UA-QCMD method to Pd (111), Pd 
(100) and Pd (332) surfaces. A hydrogen molecule was 
placed in the vacuum region of the unit cell with an 
initial distance of 6.15 Å from the surface. The initial 
velocity of hydrogen molecule was fixed to 3350 m/s. 

Fig. 1 Snapshots of the dissociative adsorption 
phenomenon of hydrogen on Pd (111) surface  
 

    Here in Fig.1 three different models were prepared 
on the basis of surface hydrogen vacancy, to investigate 
the dissociative adsorption of H2 molecules on a Pd 
(111) surface. Three different models such as saturated 
surface, which was fully covered with adsorbed 
hydrogen. In Fig. 1a, Pd (111) surface was fully 
saturated with hydrogen and UA-QCMD simulation 
shows that H2 molecule without adsorbing departed 
from the surface at 268 fs. In Fig. 1b in case of 
di-vacancy, UA-QCMD calculation shows that no 
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dissociation occurs but hydrogen molecule adsorbed on 
the surface in molecular form at 232 fs. In case of 
tri-vacancy, Fig. 1(c) shows that dissociative adsorption 
of hydrogen molecule occurs at 551 fs.  
   Similar calculations were performed for Pd (100) 
surface, where divacancy was found to produce 
dissociative adsorption of hydrogen whereas at least 
tri-vacancy is required for Pd (111) surface. In Fig. 2a, 
snapshot at 270 fs shows that the hydrogen molecule 
without adsorbing departs from the surface. Here in Fig. 
2b, snapshot at 206 fs shows that the hydrogen molecule 
dissociatively adsorbs on the surface. Finally in Fig. 2c 
snapshot at 189 fs also shows that the hydrogen 
molecule dissociatively adsorbs on the surface. 
   

 

Fig. 2 Snapshots of the dissociative adsorption 
phenomenon of hydrogen on Pd (100) surface 
 
     Simulation of the surface hydrogen vacancy for the 
dissociative adsorption of hydrogen on Pd (332) surface 
was carried out on step and terrace sites. From this study 
it was observed that moderate dissociation of hydrogen 
occurs at saturated step site (Fig. 3) whereas dissociation 
occurs at monovacancy step site. It was also observed 
that hydrogen molecularly adsorbed on fully H covered 
terrace sites. Saturated terrace sites showed no propensity 
towards the dissociative adsorption of hydrogen. 
Comparison of bonding energy, bond length and bond 
populations between Pd-H at the adsorbed state 
conclude that stronger interaction occurs in the step site 
than that of terrace site.  
     Comparison of the atomic charges and partial 
density of states (PDOS) also confirms the high reactivity 
of step surface than that of any other surfaces. The altered 
adsorption and reaction behavior is often ascribed to the 
fact that the lower coordination number at a step modifies 

the electronic structure in its vicinity and that the 
molecules may adsorb in new geometrical configurations 
at steps. Finally the adsorption of, and reactions amongst, 
molecules are often very different at steps than that of 
the flat or terrace parts. Steps are invariably present on 
the surface of nanoscale particles commonly used in 
heterogeneous catalysis. The steps may therefore 
profoundly influence the catalytic properties of the 
surface. 
 

 
Fig. 3 Snapshots of the dissociative adsorption 
phenomenon of hydrogen on Pd (332) surface 
 
4. Concluding remarks 
   We have demonstrated and examined the isolated 
steps of dissociative adsorption process of hydrogen and 
the influence of a surface hydrogen vacancy for the 
dissociative adsorption of hydrogen on Pd (111), Pd 
(100) and Pd (332) surfaces through UA-QCMD. We 
have found that H-H dissociation takes place only at the 
Pd site where metal atoms were not bound to any 
hydrogen atom. We have also found that the reaction on 
Pd (111) is strongly coverage dependent. Surface 
coverage, however, have little effect on the reaction on 
Pd (100) surface. Stepped Pd (332) monovacancy 
surface is sufficient for the dissociative adsorption of 
hydrogen. We have shown that hydrogen molecule still 
cannot dissociatively adsorb in a hydrogen divacancy 
sites on almost fully hydrogen-covered palladium 
surface even using kinetic energy higher than the 
dissociation barrier.  
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ABSTRACT 
The purpose of this study is to measure the unsteady rolling moment acting on a wind-tunnel model using a robotic manipulator. 

Experiments were conducted with a delta wing of 80 deg sweepback angle. The model was forced to oscillate sinusoidally in roll 
using a serial-type robot manipulator. The experiments showed characteristic hysteresis-loops of the rolling moment. The break of the 
rolling moment is delayed, as the non-dimensional frequency increases. It is suggested that these observations were related to the 
dependency of vortex breakdown on oscillating frequency. 
 
1. Introduction 

The airplane is required to fly safety in all-weather as 
well as to have high mobility. For the flight domains 
such as high angle of attack (AoA) flight and post-stall 
maneuver, the stability of the airplane cannot be treated 
by the linear stability theory based on the traditional 
perturbation theory. For such flight domains, the 
nonlinear flight dynamics is necessary, that includes the 
dependency of stability coefficient on frequency, the 
treatment of large-amplitude performance and the 
unsteady aerodynamic force. To establish the nonlinear 
flight dynamics, it is necessary to conduct the dynamic 
wind-tunnel testing and measure the unsteady 
aerodynamic force.  

Conventionally, the small-amplitude forced oscillation 
with one degree of freedom (1-DoF) was common in 
dynamic wind-tunnel testing. It is known that a 
hysteresis loop appears in the large-amplitude pitching 
motion. However, to separate the effects of two terms, 
the quasi-steady term and the delay term due to 
downwash, simulation of the 2-DoF motion is necessary 
in dynamic wind-tunnel testing. 

Recently, the studies on multiple-degrees of freedom 
motion has becoming possible using devices like 
Kawazoe’s link mechanism at Tottori University[1] and 
Model Positioning Mechanism (MPM) at DLR[2]. These 
robotic manipulators can cover the wide frequency 
range.  

In this study, we measure the unsteady rolling 
moment acting on a wind-tunnel model using a 
serial-type robotic manipulator. Experiments are 
conducted with a rolling delta wing of 80 deg 
sweepback angle, which was forced to be oscillated 
sinusoidally in roll. The effects of non-dimensional 
frequency and amplitude on the rolling moment are 
evaluated and their dependency on the breakdown of 
leading-edge separation vortex is discussed. 

 
2. Experimental method 
2-1. Robotic manipulator 

In the present study, Mitsubishi Heavy Industries 
made machinery PA10 (Fig. 1) is used as a robotic 
manipulator. The PA10 is a multiple multiple-degrees of 
freedom serial-type robotic manipulator. It has seven 
motors that cane operated independently, thus can 
generate 7-DoF motion. In the present study, the roll 
motion was generated by using end motor.  

 
2-2. Wind tunnel 

Experiments were conducted in the Low-Turbulence 
Wind Tunnel at the Institute of Fluid Science, Tohoku 
University. This wind tunnel is a closed-circuit type. In 
the present experiment, an open-type test section with an 
octagonal cross section was used. The width of the test 
section is 810 mm and the length of the test section is 
1420 mm 

 
2-3. Test model and Experimental Condition 

The test model was a delta-wing shown in Fig. 2. 
The sweepback angle is 80 deg and the chord length is 
300 mm.  The leading-edge is sharp. The model is 
made of duralumin and its mass is 160 g. 

 

 
To study the effect of angle of attack, AoA was 

changed from 15 deg to 40 deg. At each angle, the 
oscillation frequency was changed at 0.1 Hz, 0.5 Hz and 
1 Hz to evaluate the effect of non-dimensional 
frequency. 

 
2-4.Aerodynamic measurement 

In the present study, a six component force balance 
(Nitta IFS-90M31A50-150) was used for rolling 
moment measurement.  

 
Fig. 2 Test model 
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The unsteady rolling moment acting on a delta-wing 
model was calculated by subtracting the wind-off value 
from the wind-on value (Fig. 3). To reduce the noise, the 
same measurement was repeated over 40 times and the 
obtained data were ensemble averaged and filtered by 
low-pass filter with 15 Hz cut-off. 

 
4. Results and Discussion 

Figure 4 shows the rolling moment of the oscillating 
delta wing. AoA was varied from 15 deg to 40 deg and 
the non-dimensional frequency (=fL/U) was 0.01. It is 
shown that the rolling moment depends strongly on AoA. 
Nonlinearity appears in the rolling moment for AoA 
larger than 20 deg and the unsteady rolling moment 
appears for AoA larger than 30 deg. The experiments 
also show characteristic hysteresis-loops at 30 deg. The 
results from these forced rolling experiments suggest 
that energy is supplied from the model to the flow when 
the roll angle |φ| is lower than 25 deg and the opposite is 
true when the roll angle |φ| is higher than 25 deg. For 
higher AoA and higher frequencies, energy is always 
supplied from the model to the flow.  

 

 

Figure 5 shows the rolling moment at � 35 deg. The 
non-dimensional frequency is varied from 0.001 to 0.01. 
It shows that the rolling moment strongly depends on 
the non-dimensional frequency. It is also noted that the 
rolling moment becomes almost constant after it takes 
an extreme value. The timing of this transition depends 
on the non-dimensional frequency. From these results, 
we have concluded that this observation is related to the 
delay of the breakdown of the leading-edge separation 
by rolling motion [3]. The beginning of vortex 
breakdown is delayed with increasing non-dimensional 
frequency.  
 

 
 
5. Conclusion 

We examined the effects of AoA and non-dimensional 
frequency on the rolling-moment of an 80-deg sweep 
delta wing using a robotic manipulator. The nonlinearity 
of the rolling moment became prominent at higher AoA. 
The nonlinearity of the rolling-moment appeared at 
higher non-dimensional frequencies. It is suggested that 
these observations are related to the dependency of 
vortex breakdown on oscillating frequency. As the next 
step, we plan to conduct 2-DoF roll-yaw-coupled forced 
oscillation by using PA10. 
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Fig. 5 Effect of frequency for AoA=30 deg  

 
Fig. 4 Effect of AoA for constant oscillation frequency  

(AoA=15 to 40 deg at 1 Hz) 

 

          measured raw data              extracted aerodynamic force 
Fig. 3 Data processing Procedure 
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ABSTRACT 

Quincke rotation is the rotation of non-conducting objects immersed in a dielectric liquid and subjected to a strong homogenous DC 
electric field. The rotation is spontaneous when the field exceeds a threshold value. In this research, for the purpose of developing a 
micro motor utilizing the Quincke rotation, polymer composites have been developed as materials for a micro motor rotor with 
micro-fabrication possibilities, and the motor characteristics of disk-shaped polymer composites as a micro motor rotor have been
investigated as a function of the electric field intensity and the diameter and thickness of the disk. 

 
1. Introduction 

So far, innumerable researches on MEMS have been 
done. In particular, various micro actuators which are 
the important parts of MEMS have been much 
researched. We have proposed a micro motor utilizing 
the Quincke rotation which is the rotation of 
non-conducting objects immersed in dielectric liquids 
and subjected to a strong homogenous DC electric field 
[1]. The micro motor has several advantages. As only 
two electrodes are used, the size and weight of the micro 
motor can be reduced, and the rotational speed of the 
motor can be simply controlled by only DC electric field 
applied by DC power supply.    

In this research, for the purpose of developing the 
micro motor utilizing the Quincke rotation, a polymer 
composite which is contained non-conducting particles 
in a gelatin has been developed as materials for the 
micro motor rotor with micro-fabrication possibilities, 
and the motor characteristics of several disk-shaped 
polymer composites as a micro motor rotor have been 
investigated as a function of electric field intensity and 
the diameter and thickness of the rotor. 
 
2. Experimental Apparatus and Procedure 

The disk-shaped rotor of polymer composite is 
prepared as follows [2]. FeO(OH) particles are dispersed 
into the gelatin solution at 70 , and the mass ratio of 
the filling material to dried polymer is 2.67. The mixture 
is poured into cylindrical mold made of a brass plate. 

In this study, in order to investigate the effects of the 
 
 

 
 
 
 
 
 
 
 
 
 

 

diameter d and thickness t of the rotor on motor 
characteristics, we prepare the polymer rotor disks of 
1.00 mm in diameter and 0.20 mm, 0.30 mm and 0.60 
mm in thickness and of 0.60 mm in thickness and 0.75 
mm, 0.30 mm and 0.60 mm in diameter. 

Figure 1 shows an experimental device to apply 
electric field to the rotor disk. The electric field is 
supplied by a high voltage DC power supply. The 
electric field intensity is increased up to 2.0kV/mm. The 
polymer rotor disk is immersed in the salad oil which is 
filled up between two parallel electrodes. DC electric 
field is applied perpendicularly to the axis of the rotor 
disk. The rotational speed of the rotor disk is determined 
by recording the spinning motion of the disk using a 
high speed camera equipped into an optical microscope.  

Then, to evaluate the motor characteristics of the 
polymer disk, the rotational torque of the polymer 
composite disk is measured. Figure 2 shows an 
experimental device to measure the torque of polymer 
composite disk. A shaft of nylon fiber is fixed 
perpendicular to the center of the rotor of 1.00 mm in 
diameter and 0.60 mm in thickness. When DC motor 
rotates the polymer rotor disk immersed in the salad oil 
between two electrodes under DC electric field, a 
torsional angle between two nylon fibers (a distance 
between two fibers is 10mm) adhered perpendicular to 
the shaft is measured by recording on a high speed 
camera. The rotor torque is calculated from a 
relationship between the applied torque and the torsional 
angle of the nylon shaft. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig.1 Experimental device to apply electric field to 
polymer composite disk and measurement of 
rotational speed of disk rotor Fig.2 Torque measurement of polymer composite disk rotor 
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03. Results and Discussion 
The polymer disk rotates around itself with an axis 

pointing in any direction perpendicular to the DC 
electric field. Above a threshold value of the electric 
field, the polymer disk rotates. Figure 3 shows 
experimental relationships between the applied electric 
field intensity and the rotational speed without load, 
depending on the diameter and thickness of the disk. 

It can be seen in the figure that the rotational speed 
of the rotor without load increases with increasing the 
electric intensity not significantly depending on both the 
diameter and the thickness, and also the threshold value 
of the electric field is close to 1 kV/mm. The maximum 
rotational speed of disk rotor is about 1300 rpm at the 
electric field intensity of 2.00 kV/mm. 

 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 

Figure 4 shows a relationship between the applied 
torque and the torsional angle of the nylon fiber shaft, 
experimentally obtained to measure the torque of disk 
rotor. Two nylon fibers (a distance between two fibers is 
10mm) are adhered perpendicular to the nylon fiber 
shaft. And a disk is adhered to the tip of the nylon shaft. 
After applying the torque by weights which are hung 
5mm away from the center of the disk, the torsional 
angle between the two fibers is measured. Using the 
approximated linear relation in Fig. 4, the generated 
torque of the micro motor is calculated from the 
measured torsional angle of two fibers. And, the motor 
characteristics of the rotational speed-torque of the 
micro motor depending on applied electric field 
intensity are obtained.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5 shows experimental results of motor 

characteristics of rotational speed–torque of the micro 
motor depending on applied electric field intensity, 
which is calculated by the linear relationship between 
the applied torque and the measured torsional angle of 
the nylon shaft in Fig.4. It can be seen in Fig.5 that the 
generated torque of the micro motor decreases with 
increasing the rotational speed and also increases with 
increasing the applied electric field intensity. The disk 
rotor generates the maximum torque of 2.4 �Nm when 
the electric field intensity of 2.00 kV/mm is applied . 
 
4. Concluding remarks 

The rotational speed of the disk-shaped rotor made of 
electric field-responsive polymer composites under no 
load increases with increasing the applied electric field 
intensity, not significantly depending on both the 
diameter and the thickness. 

The generated torque of the micro motor was 
measured by utilizing the torsion of the nylon fiber shaft. 
The measured generated torque of the micro motor 
decreases with increasing the rotational speed and 
increases with increasing the electric field intensity. 
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(a) Dependence on disk diameter (t=0.6 mm) 

(b) Dependence on disk thickness (d=1.0 mm) 
Fig.3 Relationships between electric field intensity 

and rotational speed under no load  

Fig.5 Motor characteristics of rotational speed N – 
torque T of micro motor depending on applied 
electric field intensity E 

Fig.4 Relationship between applied torque and 
torsional angle of nylon fiber shaft 
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ABSTRACT 

In classical contact mechanics, flat surfaces are treated as semi-infinite elastic half-spaces and tip-like bodies are treated as perfect 
paraboloids. The present experimental results demonstrate how, when the true geometry is accurately accounted for, the stresses in 
the contact deviate significantly from predictions. Using atomic-scale stick-slip friction measurements on atomically-thin graphene, 
friction is shown to vary by more than a factor of two depending on the number of layers present. Using in-situ TEM experiments, 

the geometry of a sliding contact is shown to evolve in real time, with the normal contact stress also varying by a factor of two.  
 

1. Introduction 
In traditional contact mechanics approaches, flat 

surfaces are treated as elastic half-spaces and sharp 
asperities are approximated as paraboloids of revolution 
[1]. This simplifies the analysis and, in many cases, 
provides reasonable agreement with experimental results. 
However, often these simplifying geometrical 
assumptions mask much more complex behavior, 
particularly at the nanoscale.  

One example of geometrically-induced complexity is 
in the frictional properties of contacts with graphene. 
Graphene, meaning single or a few atomic sheets 
derived from bulk graphite, is a novel material with 
many extreme properties including high strength [2, 3].  

Another example of where simple contact mechanics 
break down is in the case of a sharp nanoscale asperity 
sliding over a flat surface, where the asperity shape 
evolves due to wear. This case is relevant to scanning 
probe microscopy [4], tip-based nanomanufacturing [5] , 
and rough macroscale contacts, where a single apparent 
contact is composed of a large number of nanoscale 
asperities [6]. 

 
2. Method 

Friction experiments on graphene were performed in 
contact-mode by atomic force microscopy (AFM) using a 
Park Systems XE-100 AFM in ambient conditions 
(25-50% relative humidity, room temperature), and a 
RHK UHV350 AFM, where the sample chamber was 
purged by dry nitrogen gas (1-2% relative humidity, room 
temperature). Contact-mode silicon AFM probes were 
used for all the experiments. The number of layers for all 
sample regions probed was determined based on the 
topographic AFM images. In several cases, Raman 
spectroscopy was also used independently for verifying 
the thicknesses. Adhesion tests were performed in the 
same RHK AFM system (1-2% relative humidity, room 
temperature), using the regular force-distance (FD) 
spectroscopy. 

Separate adhesion and sliding experiments were 
carried out with in-situ transmission electron 
microscopy (TEM) to provide high-resolution 
characterization of the tip shape. A Hysitron PI-95 
nanoindenter was used inside a JEOL 2010 
field-emission TEM to bring a sharp silicon AFM tip 
into contact with a flat diamond substrate. The 

counter-surfaces were then slid laterally with respect to 
one another under adhesive loads. The sliding tests were 
recorded using real-time video, with higher-resolution 
out-of-contact still TEM images captured periodically 
over the course of the test. The shape of the evolving tip 
was characterized with sub-nanometer precision from 
the periodic still images and the adhesive loads were 
measured with sub-nanonewton precision by measuring 
the deflection of the calibrated AFM cantilever.   

  
3. Results and Discussion 
In the AFM friction measurements on graphene, we 
observed that the friction force – starting from one 
single layer – decreases monotonically with increasing 
number of layers of graphene. Moreover, the friction 
force on samples of four layers or more is approximately 
the same as that on the bulk materials. Those results are 
shown in Fig. 1. A similar trend has been predicted 
using finite element modeling (FEM) simulations.  

 

 
Fig. 1: Normalized friction force on areas with different 
numbers of layers. Friction forces were normalized to 

the value obtained on the thinnest layer. 
 

Puckering of the thin sheet around the tip, induced 
by adhesion and facilitated by the extremely low 
flexural stiffness of the thin sheet, has been proposed to 
cause this phenomenon. In this model, thinner sheets are 
more susceptible to out-of-plane elastic deformation 
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than thicker sheets, provided they are not strongly bound 
the substrate, thus leading to larger contact area and 
higher friction [4, 5].  

However, we found that the pull-off force, both in 
experiments and finite element simulations, has very 
little dependence on the number of layers. We believe 
this may be due to the fact that the increased friction 
requires the puckering and enhanced adhesion which is 
induced by sliding. Experiments incorporating sliding 
followed immediately by adhesion measurements are 
underway, with preliminary results suggesting that 
indeed sliding can lead to higher adhesion forces. 

Now we discuss the in-situ measurements. 
Traditionally, a single asperity would be described using 
a single parabolic fit, as shown in Fig. 2a. This 
introduces two sources of error into the mechanics 
calculations: first, only the geometry of the outermost 
asperity governs contact; and second, the shape of a 
nanoscale contact evolves significantly due to wear 
during sliding – even under zero applied load. Instead, a 
parabolic fit can be made specifically to the smallest 
asperity (shown in Fig. 2b), and this shape 
characterization can be repeated over the course of the 
test (Fig 2c-d).  

 

 
Fig. 2: The silicon asperity wears significantly with 

sliding. Rather than using a traditional parabolic fit (of 
the whole probe prior to sliding - shown in a), the 

contact mechanics is much more accurately described by 
fitting the smallest contacting asperity (shown in b). 

Further, the assumption of constant tip shape will 
introduce further errors, since it is clear that the shape of 

the contact changes due to wear (c-d). 
 
 When the pull-off force and tip shape are 
characterized periodically over the course of a sliding 
study, it is shown in Fig. 3 that the average contact stress 
is reduced by more than a factor of two over the course 
of the test. Experiments are currently underway to 
characterize the co-evolution of adhesion and wear, and 
to investigate the coupling together of the two processes.  
  

  
Fig. 3: The evolution of the average normal contact 

stresses as a single asperity (shown in Fig. 2) is slid over 
a flat diamond substrate under zero applied load. 

 
4. Concluding remarks 

In this paper, we discussed two experiments where 
geometrical effects led to unexpected behavior and 
deviations from contact mechanics results. For AFM 
sliding on graphene sheets, we observed 
layer-dependent friction. This observation, along with 
FEM results and our preliminary results from adhesion 
tests, suggests that sliding of the AFM tip over the thin 
graphene sheet induces puckering of the sheet around 
the tip – the thinner the sheet the stronger the puckering 
effect. Furthermore, this effect in turn will enhance the 
adhesion and friction force, in which the latter is 
responsible for the trend of layer-dependent friction. 

Separately, using in-situ adhesion and sliding 
experiments, we observed a case where the classic 
parabolic shape assumption led to significant deviations 
from the expected contact stresses. Because of nanoscale 
roughness, the contact geometry was governed by the 
radius of a sub-asperity on the end of the sharp AFM tip 
rather than by the radius of the whole tip. Further, even 
with zero-load adhesion-only sliding, the wear of the 
AFM tip changed the geometry of the relevant 
sub-asperity such that the contact stresses dropped by a 
factor of two in just 3 μm of sliding.  
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ABSTRACT 
Cu-DLC showed relatively low and stable friction coefficient independently of both contact pressure and environmental condition.
Nanoindentation measurements revealed that relatively soft tribofilm which consist of almost pure copper was formed in the sliding 
interface. Whereas the friction coefficient of Ag-DLC varied with both shape and morphology of the tribofilm, and the linear 
dependency of friction coefficient against the inverse of apparent contact pressure was observed. These results indicate that the
characteristics of tribofilm play an important role to the tribological properties of Me-DLC. 

1. Introduction 
Diamond-like carbon (DLC) coatings have been 

attracting a lot of researchers because of their excellent 
characteristics as tribo-material [1]. The tribological 
properties are, however, sensitive to the operation 
conditions such as contact pressure and operating 
environment etc.  In addition to that, DLC coatings 
cannot be applicable as lubricant of electric contacts 
because DLC are lacking in electrical conductivity.  
Adding metals to DLC coatings is thus considered as a 
powerful method to improve tribological properties as 
well as electrical conductivity. In recent years, synthesis 
and/or characteristics of metal doped DLC (Me-DLC) 
have been reported [1,2].  Cu is a powerful candidate 
for the additives because of low electrical resistivity and 
its cost performance.  Silver is also one of the 
promising metals as dopant because it shows enough 
lubricity as solid lubricant as well as a good electrical 
conductivity. 

In this study, tribological properties of a 
copper-diamond-like carbon (Cu-DLC) nanocomposite 
coating under different initial contact pressures and 
atmospheric conditions are presented.  The tribological 
properties of silver-diamond-like carbon (Ag-DLC) 
coatings are also presented together with the 
measurement of electrical contact resistance. 

2. Experimental details 
The Cu-DLC and Ag-DLC nanocomposite coatings 

were deposited on a Si (100) wafer using hybrid 
deposition process composed of plasma enhanced 
chemical vapor deposition (PECVD) and DC magnetron 
co-sputtering of Cu or Ag target [2].  Acetylene was 
used as a precursor. 

The thickness of the Cu-DLC was 1.2 �m, and the 
Cu concentration in the coating was estimated at 50 at.% 
by energy dispersive X-ray spectroscopy.   

Three kinds of Ag-DLC coatings with different 
concentrations were prepared for tribological 
experiments. The Ag concentration in the coatings was 
measured by energy dispersive X-ray spectroscopy 
(EDS), and estimated respectively as 63 (for Ag-L), 75 
(for Ag-M) and 84 at.% (for Ag-H).

For the tribological experiments of Cu-DLC, two 
linear reciprocating tribometers were used, one 

operating in ambient air, the other operating under 
ultra-high vacuum (UHV, < 10-7 Pa). For both 
tribometers, 52100 bearing steel was used as counterface, 
with a sliding length of 3 mm and a sliding speed of 
2 mm/s. The initial contact pressures were 0.5 and 
1.4 GPa. In ambient air, the ball radius was kept 
constant at 3 mm, and initial contact pressure was 
controlled by changing the normal load. In UHV, the 
load was kept constant at 3 N, and the contact pressure 
was varied by using pins with different tip radii (8 mm 
and 1.5 mm, respectively).  After tribological 
experiments, the worn surfaces have been investigated 
with various techniques, including Auger electron 
spectroscopy and nanoindentation. 

The tribological experiments of Ag-DLC were 
performed under a sliding speed of 2.0 mm/s for a wide 
range of contact pressure: 0.5 to 1.4 GPa, using 
pin-on-flat type tribometer in atmospheric condition. 
Mirror polished bearing steel ball with a diameter of 
6 mm was used as slider. The wear tracks on the 
Ag-DLC surfaces were observed by optical microscope. 
Tribofilms formed on the ball surfaces were also 
observed.

3. Results and Discussion 
3.1. Tribological properties of Cu-DLC 

Cu-DLC showed stable tribological behavior for 
both initial contact pressures and gaseous environments 
as shown in Fig. 1. The variations of friction coefficient 
remained between 0.13 and 0.16 for both initial contact 
pressures (0.5 and 1.4 GPa) in ambient air. The 
variations of friction coefficient in UHV were almost the 
same as in ambient air. It is noteworthy that Cu-DLC 
provided similar friction coefficient under different 
contact pressure and different environment.  In all 
cases, non-oxidized copper-rich tribofilm was formed on 
the steel counterface. Thus, the mechanism of the stable 
and low friction coefficient in UHV experiments seems 
to be same as that in ambient air. 

The evolution of such tribofilm with sliding cycles 
was found to depend on contact conditions. At low 
contact pressure, pure-copper islands evolved thicker 
and thicker as sliding cycles increase. Whereas, at high 
contact pressure, the copper flowed out of the contact 
area.. These results indicate that the copper-rich 
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tribofilm is relatively soft, thus, the real contact pressure 
would be kept at similar level. 

Nanoindentation measurements performed on the 
tribofilms showed that the hardness was approximately 
2 GPa for both initial contact pressures (0.5 and 
1.4 GPa). Since the hardness of copper-rich tribofilm is 
considerably lower than those of substrate and slider, 
friction coefficient can be written by the ratio between 
shear strength and hardness of tribofilm. Thus, Tribofilm 
keeps friction coefficient constant under various contact 
pressure, and non-oxidized Cu stabilizes the shear 
strength at real contact point in ambient air as well as in 
UHV. 

Fig. 1 Friction transition of Cu-DLC as a function of 
initial Hertz contact pressure and environmental 

conditions 

3.2. Tribological properties of Ag-DLC
Silver concentration in the DLC phase varied 

proportionally according to the mixture ratio between 
acetylene and argon gases. As a result, several Ag-DLC 
coatings with different concentrations were achieved by 
changing gas mixture ratio of acetylene and argon gases, 
C2H2/Ar, under a fixed DC input. By transmission 
electron microscopy, we observed that Ag metal clusters 
with 10-15 nm in diameter are dispersed in an 
amorphous DLC matrix. 

The durability of the coatings was found to increase 
as the concentration of Ag decreases under a normal load 
of 0.5 N. The increase of durability of the Ag-DLC is 
explained by an increase of hardness thanks to the 
decrease of Ag concentration.�

The friction coefficient of the Ag-L coating varied 
from 0.15 to 0.3 under normal loads ranging from 0.5 to 
10 N, and two characteristic tribofilm shapes with three 
kinds of surface morphologies were observed on the ball.�
The friction coefficient at the last cycle of the 
tribological experiments is shown in Fig.2. The linear 
dependency of friction coefficient against the inverse of 
apparent contact pressure that was calculated from both 
applied normal load and apparent area of tribofilm after 
the experiment was observed. This result indicated that 
apparent shear strength of tribofilm is proportional to 
the inverse of apparent contact pressure. 

To confirm above consideration, additional 

experiment was performed with successive decrease of 
normal loads (2.5 N for 200 cycles, 1.5 N for 100 cycles 
and 0.5 N for 100 cycles) on the same sliding track. The 
friction coefficient is found to increase as normal load is 
decreased. The change in electrical contact resistance 
was proportional to the change of the friction coefficient, 
suggesting a change in the apparent contact area. 

0 0.01 0.02 0.03
0

0.1

0.2

0.3

0.4

0.5

Invers of mean contact pressure, 1/MPa

Speed:2 mm/s
Ball dia.: 6 mm

Y = 9.7173x + 0.1291
R2 = 0.8062

Fig. 2 The friction coefficient at the last cycle

4. Summary 
We have demonstrated that the copper-rich tribofilm 

stabilizes the friction coefficient of Cu-DLC for various 
initial contact pressure values by means of 
nanoindentation hardness.  Friction coefficient of 
Cu-DLC is at around 0.15, and is insensitive to both 
contact pressure and operation environment, when the 
Cu-rich tribofilm is formed on the slider surface.  The 
evolution process of the tribofilm depends largely upon 
the Hertz contact pressure, but the contact pressure has 
little effect to the hardness of the tribofilm.  The 
hardness of tribofilm is about 2 GPa at the most, which 
is considerably lower than those of both Cu-DLC and 
slider.  Evolution of Cu-rich tribofilm plays an 
important role to obtain low and stable friction 
coefficient under various operation condition. 

Ag-DLC coatings with different concentrations were 
achieved by changing gas mixture ratio of acetylene and 
argon gases, C2H2/Ar, under a fixed DC input.  
Durability of the coatings was found to increase as the 
concentration of Ag decreases.  Apparent shear 
strength of tribofilm formed on the counterface is 
proportional to the inverse of apparent contact pressure.
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ABSTRACT 
Hydrogenated and hydrogen-free DLC films were deposited by UBMS system. The maximum indentation hardness was obtained at 

hydrogen content about 10 at%, and the hardness is strongly correlated with film density instead of sp2/sp3 ratio of DLC films. 
Tribological properties of these films were evaluated by vane on disk type sliding test in oil lubrication with various additives. The 
additives (GMO and Phosphate) decreased friction coefficient of DLC films with hydrogen content up to 20 or 30 at% 
 
1. Introduction 

DLC (Diamond Like Carbon) coatings are 
commonly used for various sliding parts with an 
intention to improve durability and to reduce friction 
coefficient. DLC films have been investigated with 
various approaches respect to the well-known ternary 
phase diagram of amorphous carbon in terms of sp2/sp3 
ratio and hydrogen content [1]. These structures can be 
controlled by changing the preparing method and 
parameters for deposition process. Hydrogen-free DLC 
can be obtained by sputtering or AIP (Arc Ion Plating) 
method. Kano reported that hydrogen-free DLC showed 
a very low friction coefficient in oil with Glycerol 
Mono-Oleate (GMO) additives [2]. This result indicates 
hydrogen-free DLC exhibits the lowest friction 
coefficient.  

In this study, DLC coatings with various hydrogen 
contents were prepared by UBMS method and structural 
properties against hydrogen content was investigated. 
Tribological tests were conducted at various hydrogen 
contents, and different oil additives were tested to 
compare friction coefficient hydrogen-free and 
hydrogenated DLC films. 
 
2. Method 

The DLC coatings were deposited using a 
multi-cathode UBMS system. The substrate for 
deposition were polished Si (100) wafers and high speed 
steel (HRC65) disks. These substrates were loaded in a 
vacuum chamber and evacuated to pressure of less than 
2×10�3 Pa. A Cr and Cr-C under-layer was deposited on 
the substrate to enhance adhesion with the substrate. For 
DLC deposition, a carbon target was sputtered in an Ar 
and CH4 gas mixture at 0.6 Pa pressure. Hydrogen 
contents were controlled by changing the Ar to CH4 gas 
flow ratio. Negative substrate bias of 100 V was applied 
during the DLC deposition. The total film thickness was 
about 1500 nm, including the DLC layer thickness of 
about 600 nm. Coating hardness was measured using a 
nano-indentation instrument (ENT-1100; Elionix Co. 
Ltd.) with a Berkovich-type diamond indenter. The 
hardness was calculated from the load-displacement 
curve using the method proposed by Sawa et al. [3]. 
Structural analyses were carried out using Raman 
scattering spectroscopy (Ar-ion leaser, excitation 
wavelength: 488 nm) and electron energy loss 

spectroscopy (EELS) using Auger electron. Hydrogen 
contents and DLC film density were determined using 
elastic recoil detection analysis (ERDA) with a He+ 
(proton) beam.  
Tribological tests were carried out using a Friction & 

Wear Tester (SHINKO ENGINEERING CO. LTD.). The 
tribo-test type was a vane-on-disk sliding test with a 
DLC coated high-speed steel (SKH51) disk rotating 
against a non-coated SUJ2 vane (Fig.1). The sliding 
tests were conducted in oil lubricating condition. 
Additives (GMO, Phosphate) were mixed with PAO 
(Poly-alfa-olefin) base oil, and the oil temperature was 
fixed at 80 °C. The rotating speed was changed from 
0.02 to 0.18 m/s, and the normal load was 500 N. The 
wear volume of vane was calculated from the wear 
width after the sliding test. The wear volume of the DLC 
coated disk was calculated by measuring the 
cross-sectional area of the wear track. 

 
Lubricant condition

Vane 

Disk 

Load 

 
Fig.1 Schematic image of vane-on-disk sliding test 

 
3. Results and Discussion 
Fig.2 shows the relations between CH4 gas ratio during 

sputtering and hydrogen content of DLC films. 
Hydrogen content rapidly increases as the CH4 gas ratio 
is increased up to 3 vol%. When the CH4 gas ratio is 
more than 5 vol%, a gradual increase of hydrogen 
content is observed. 

 
Fig.2 CH4 gas ratio vs. hydrogen content of DLC films 
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Fig.3 (a) shows the dependence of nano-indentation 
hardness on hydrogen content of DLC films. Highest 
hardness was obtained at the hydrogen content about 10 
at%, and the hardness is linearly decreased with 
hydrogen content above 20 at%. UBMS deposited 
hydrogen-free DLC had lower hardness than 
hydrogenated DLC. Fig.3 (b) shows the change of film 
density with hydrogen content. The film density change 
curve shows similar trend with indentation hardness. 

 

 

 
Fig. 3 Hydrogen content vs. Indentation hardness (a), 

Hydrogen content vs. Film density (b) 
 
EELS measurements show that indentation hardness no 

relation to sp2/ sp3 ratio, but to the film density.  
Fig.4 shows the friction coefficient of vane-on-disk 

sliding tests of sliding speed 0.04 m/s with three types of 
oil lubricant using various hydrogen content DLC films. 
In the case of base oil (PAO), friction coefficient 
increased for DLC films with hydrogen content above 
20 at%. But using oil with additives, low friction 
coefficient is maintained hydrogen content up to 20 or 
30 at%. Phosphate additive showed lower friction 
coefficient than GMO for DLC films with hydrogen 
content about 30 at%. These results indicate that the 
hydrogen-free DLC film is not mandatory in order to 
lower the friction coefficient.  
Fig.5 shows the wear volume of non-coated SUJ2 

vanes and disks coated with DLC films with 26 at% 
hydrogen. The lowest vane wear volume is obtained in 
PAO oil one, but the DLC disk wear volume is the 
highest. In case of GMO additives, DLC wear volume is 
smaller than PAO, but the vane wear volume is the 
highest. In phosphate, vane wear volume is same as 
PAO case, and DLC disk wear volume is the lowest 
value. Thus the GMO is effective to the lower the 

friction coefficient, however the tribofilm generated 
from GMO additives may deteriorate wear resistance. 
 

 

(a) 

Fig.4 Friction coefficient vs. Hydrogen content in three 
oil conditions 
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Fig.5 DLC (Hydrogen: 26 at%) disks and SUJ2 vanes 
wear volume after sliding test in three oil conditions 

 
4. Concluding remarks 

DLC films prepared by UBMS were investigated in 
terms of film properties and tribological properties. The 
following results were obtained. 
· DLC film properties can controlled with hydrogen 
content. 
· Hydrogen content of DLC film is strongly related to 
film density, and higher film density film shows the 
higher indentation hardness. 
· In oil lubricated sliding test, lower friction coefficient 
can be achieved hydrogenated DLC. Hydrogen-free 
DLC is not a mandatory to obtain low friction 
coefficient. 
· GMO is effective to lower the friction coefficient, but 
the DLC disk and vane wear is increased. 
· Phosphate is effective to lower the friction coefficient, 
and tribofilms may have the protective properties to 
prevent DLC disk and SUJ2 vane wear. 

References 
 [1] A.C. Ferrari and J. Robertson, Phys. Rev. B 61 
(2000) 14095. 
[2] M. Kano, Tribology Letters 18 (2005) 245, 
[3] T. Sawa, K. Tanaka, J. Mater. Res. 16 (2001) 3084. 



Eighth International Conference on Flow Dynamics
November 9 - November 11, 2011

－ 648 － － 649 －

Impact - Sliding of solids: effect of contact conditions. 
 
 

Philippe KAPSA, Maha MESSAADI, Gaetan BOUVARD, Vincent FRIDRICI 
Laboratoire de Tribologie et Dynamique des Systèmes, UMR CNRS 5513 ECL-ENISE, Ecole Centrale de Lyon,  

36 avenue Guy de Collongue - 69134 Ecully Cedex, France 
Philippe.Kapsa@ec-lyon.fr 

 
ABSTRACT 

Damage induced by sliding is already a very widely studied phenomenon. When impact is associated to sliding, the surface 
phenomena are more complex and less studied... In order to show some important aspects of this problem, we studied the behavior of 
sintered steels used in industry for various applications. For this, we developed a tester using a ball on flat contact under impact and 
sliding. Experiments with different impact angles (30°, 45°, 60°, 90°) in dry or lubricated conditions have shown a strong variation of 
the wear rate in relation to the number of impact-sliding cycles and the contact conditions. 
  
 
1. Introduction 

Sintered steels (manufactured by powder metallurgy, 
PM) are of increasing interest for various mechanical 
applications. Thanks to their high wear resistance, 
nearly 90% of engine manufacturers use PM for valve 
seat production. The repetitive valve impact on the seat 
insert is combined with sliding. As a consequence, 
hybrid damage mechanisms can occur. Moreover, in 
such systems, the effect of lubrication is not well 
known.  

This study aims to compare the sintered steel wear 
behavior, in dry and lubricated conditions, under 
impact-sliding. In addition, the influence of impact 
angle on the damage mechanisms is investigated.  

 
2. Experimental procedure 

A ball-on-flat configuration has been used to 
determine local wear phenomena of sintered high speed 
steel compared to cast iron. Hardness of ball (AISI 
52100 steel; ∅ 10.5 mm) is 700 HV. The hardness of 
sintered steel (ref OB1 and M2, 27x14x5 mm3) is about 
500 HV and about 180 HV for the cast iron. 

An impact-sliding tribometer has been developed in 
LTDS (figure 1). A vertical reciprocating ball motion, 
created by using an electromagnetic shaker, impacts an 
inclined flat (with an angle of 30°, 45°, 60° or 90°). 
Micro-sliding occurs during shock due to the 
deformation of the spring holding the flat samples.  

Tests have been carried out under dry and lubricated 
conditions with two mineral oils. The first is a base oil 
with a dynamic viscosity of 0.03 Pa.s at 22°C and 1 atm. 
The second is a fully formulated oil with a viscosity of 
0.07 Pa.s (at the same temperature and pressure). Test 
conditions resulted in boundary lubrication for both oils.  

All tests were carried out under controlled impact 
with an energy of 4 mJ/impact and at a frequency of 16 
Hz. The material removal due to wear action was 
evaluated by optical interferometry. 
 
 
3. Results 

Our experiments have shown an increase in the wear 
volume with the number of impacts. Figure 2 presents 

some results obtained with various metals tested (cast 
iron, OB1 and M2).  

 

 

 
 

Fig. 1 Impact-Sliding Tribometer 
 

In lubricated conditions, experiments showed that 
the impact force (measured by piezo sensor) decreases 
compared to dry conditions. A drop of 55% in the 
impact force, between dry and lubricated condition, was 
measured for an impact angle of 30°. Both in dry and 
lubricated contacts, the impact force increases with the 
impact angle due to the reduction of sliding distance and 
increase of stiffness. 

The wear volume in dry conditions is higher than in 
the presence of oil. In lubricated contact, wear is slightly 
higher for the case of the fully formulated oil compared 
to the base oil alone.  
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Fig. 2 Wear of cast iron, OB1 and M2 vs the number of 

impacts at an angle of 45°. 
 
As it can be seen in figure 3, the wear volume 

increases with the impact angle particularly in dry test 
conditions. In lubricated contact conditions, wear 
evolves to a maximum at 60° and then decreases as the 
impact angle increases. 

 
 

 
Fig. 3 Variation of wear volume as a function of impact 

angle (degree). 
 
A transfer film from the flat sintered steel samples to 

the counter body ball was observed in dry impact (figure 
4). This indicates that strong adhesion, combined with 
abrasion, occurred at the interface. This can explain the 
increase of the wear volume loss [1]. 

In the presence of oil, the effect of adhesion is 
reduced. The surface fatigue becomes the dominant 

damage mechanism. In fact, we can suppose that the 
squeeze film pressure forces the lubricant to be trapped 
in cracks close to the contact area. As the load is 
imposed over the surface crack, liquid is forced toward 
tip, causing the regeneration of the crack [2] and 
propagation of microcracks. 

 

Fig. 4 SEM micrograph of flat sintered steel sample 
after 40 000 cycles at impact angle of 45°. 

4. Conclusion 

Damage analysis of sintered steel under different 
impact-sliding conditions was studied. Two types of 
damage mechanisms were observed. In dry contact, 
wear process is governed by adhesion and abrasion 
mechanisms. In lubricated test conditions, wear is 
governed by surface crack opening. 
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ABSTRACT 
To improve vacuum boundary lubrication properties of multiply alkylated cyclopentane (MAC) oil, diamond-like carbon (DLC) 
coatings were deposited on the stainless steel disk surfaces. Pin-on-disk vacuum friction tests in boundary lubrication regime were 
conducted for DLC-coated and non-coated specimens. Extremely low wear rate below 1×10-9 mm3/N⋅m was obtained for a 
DLC-coated specimens, as well as lower friction coefficient and longer wear life compared to those of non-coated specimens. It is 
suggested that high hardness-to-elastic-modulus ratio (H/E ratio) of the DLC coatings contributed this excellent wear resistance. 
 
1. Introduction 

Multiply alkylated cyclopentane (MAC) is the most 
frequently used space liquid lubricant thanks to its 
excellent tribological properties in vacuum. But it still 
produces non-negligible wear [1]. Meanwhile, 
diamond-like carbon (DLC) is already widely applied in 
industries as wear-resistant coatings. But they have short 
wear lives in vacuum, caused by strong interaction 
between carbon atoms [2]. In this research, the 
combination of MAC and DLC has been tried for 
vacuum boundary lubrication with the expectation that 
they mutually compensate their weaknesses. 
 
2. Method 

We prepared DLC coatings about 1 µm thick on 
440C stainless steel substrates, deposited by physical 
vapor deposition (PVD) or chemical vapor deposition 
(CVD). A drop of MAC oil was put on a DLC-coated 
specimen and uniformly spread over the coating surface 
to have finally about 1 mg of MAC oil on it. Non-coated 
440C disks with MAC oil applied on the surface were 
also prepared. Rotational friction tests by a pin-on-disk 
tribometer were conducted under high vacuum at a 
constant sliding speed until the number of revolutions 
reached a prescribed value or the friction coefficient 
exceeded 0.3. Test conditions are described in Table 1. 
In addition to the “Benchmark” test with typical 
maximum Hertzian contact pressure (0.88 GPa, 
corresponding to 3 N load) and sliding speed (20.9 
mm/s, corresponding to 50 rpm rotational speed) for a 
space mechanical component, four other tests with 
severer test conditions were conducted with lower 
sliding speed, higher contact pressure or longer test 
period as shown in Table 2. Surface damage of the 
specimens was evaluated by optical microscopy and 
surface profiling after the tests. 

Table 1. Conditions of the vacuum friction tests. 

Geometry  Pin-on-disk 
Counterpart pin Material 

Radium 
Stainless steel 440C 
6 mm 

Chamber pressure Below 1×10-5 Pa 
Load 3 N/24 N/50N 
Rotational speed 10 rpm/50 rpm 
Number of revolutions 105/106 (stops if µ > 0.3) 

Table 2. Test cases. 

No. Name Load Speed No. of 
revs. 

1 Benchmark (BM) 3 N 50 rpm 105 
2 Low Speed (LS) 3 N 10 rpm 105 
3 High Pressure 1 (HP1) 24 N 50 rpm 105 
4 High Pressure 2 (HP2) 50 N 50 rpm 105 
5 Long Term (LT) 3 N 50 rpm 106 
 
3. Results and Discussion 

The DLC-coated specimens exhibited lower and 
more stable friction coefficients than non-coated 
specimens in all cases (Fig. 1). Also the improvement of 
load carrying capacity was observed in two “High 
Pressure” tests: both of the DLC-coated specimens in 
HP1 test and the CVD-DLC-coated specimen in HP2 
test exhibited low friction coefficients until the end of 
the tests, while non-coated specimens failed during the 
test. Microscope images and surface profiles revealed 
that the DLC coatings drastically reduced wear. The 
wear tracks of non-coated specimens were bumpy and 
deep, while the DLC-coated specimens were less 
damaged and sometimes their wear tracks were almost 
invisible (Fig. 2). Prolongation of wear life was also 
confirmed in LT test. The PVD-DLC-coated specimen 
maintained low friction coefficient less than 0.1 until 
106 revolutions in contrast to the non-coated specimen 
whose friction coefficient exceed 0.3 at about 5×105 
revolutions. The wear rates of the disk are summarized 
in Fig. 3. Decrease in wear rate can be clearly seen when 
DLC coating is applied on the disk surface. Especially 
CVD-DLC-coated specimens exhibited extremely low 
wear rate down to 8.54×10-10 mm3/N⋅m. According to 
the mechanical property measurement (Table 3), the 
difference in hardness is not significant between 
DLC-coated and non-coated specimens. In contrast, the 
elastic moduli of the DLC coatings are much smaller 
than the non-coated specimen, giving much higher 
hardness-to-elastic-modulus ratio (H/E ratio). It is 
generally accepted that a material with high H/E ratio 
has good wear resistance [3] and the result is in a good 
accordance with this theory as shown in Fig. 4. It is 
suggested that the CVD-DLC coating had excellent 
wear resistance thanks to its excellent mechanical 
properties.  
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Fig. 1 Friction coefficients of DLC-coated specimens 
and non-coated specimens lubricated with MAC oil in 

high vacuum. BM, LS, HP and LT stand for 
“Benchmark”, “Low Speed”, “High Pressure” and 

“Long Term” respectively. 
 

   
Fig. 2 Wear tracks of non-coated specimen (left) and 

CVD-DLC-coated specimen (right). Wear track is 
hardly visible for the CVD-DLC-coated specimen.  

 
 

Fig. 3 Wear rates of the specimens. BM, LS and HP 
stand for “Benchmark”, “Low Speed” and “High 

Pressure” respectively. 

Table 3. Mechanical properties of the specimens. 

Specimen Non- 
coated 

PVD- 
DLC

CVD- 
DLC 

Hardness 
(H) [GPa] 7.8 8.5 9.8 

Elastic modulus 
(E) [GPa] 199 153 129 

H/E ratio 0.039 0.056 0.076 
Wear rate 
[mm3/N⋅m] 1.05×10-7 7.78×10-8 8.54×10-10 

 

 
Fig. 4 Specific wear rate as a function of 

hardness-to-elastic-modulus ratio (H/E ratio). 
 
4. Concluding remarks 

Remarkable improvement of the vacuum boundary 
lubrication properties was achieved using DLC coating 
together with MAC oil. In the presence of DLC coating, 
the friction coefficient and the wear rate were drastically 
decreased and the wear life was prolonged. The 
CVD-DLC-coated specimen which had the best 
mechanical properties obtained the best result. 
Especially it had extremely low wear rate down to 
below 1×10-9 mm3/N⋅m. 
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ABSTRACT 

The CNx coatings were prepared on Si (100) substrates using a hybrid coating process at different N2/Ar flow ratios. With the 
increase of N2/Ar flow ratio, the deposition rate increased, residual stress decreased, and the surface roughness first decreased and 
then increased. These results can be explained by the increase of nitrogen gas plasma with increasing N2/Ar flow ratio. The frictions 
of CNx coatings in air and N2 gas stream were 0.17-0.19 and 0.33-0.42, respectively. The frictions seemed not affected by the N2/Ar 
flow ratio. It is suggested that the friction behaviors of CNx coatings are controlled by the tribo-films formed on the pin surfaces. 

 
1. Introduction 

The exceptional performances of carbon nitride (CNx) 
coatings, such as low friction and high wear resistance 
have attracted great interest. However, those behaviors 
strongly depend on the fabrication method of CNx 
coatings. Especially, the CNx coatings produced by the 
ion beam assisted deposition method can give super-low 
frictions (�<0.01) in inert gases [1]. Recently, a hybrid 
coating process, combining radio frequency plasma 
enhanced chemical vapor deposition (RF PECVD) and 
DC magnetron sputtering has been found to be a 
powerful technique in preparing the diamond-like 
carbon (DLC) and related coating materials [2]. The 
present work gives preliminary results on CNx coatings 
prepared by the hybrid coating process at different 
N2/Ar flow ratios, and the tribological properties of 
those new CNx coatings were investigated. 
 
2. Experimental Procedure 

The CNx coatings (~400 nm) were grown on Si (100) 
substrates using a unique hybrid coating process with 
the combination of RF PECVD and DC magnetron 
co-sputtering of the graphite target (Fig. 1). The coatings 
were deposited at a pressure of 1.3 Pa using a mixture of 
nitrogen and argon as a gas source with the N2/Ar flow 
ratio varied from 0.05 to 10. Prior to deposition, the 
silicon substrates were etched by argon plasma for 10 
min to remove the native oxide layer. During deposition, 
the substrate self-bias voltage induced by RF plasma 
and DC sputtering power were fixed at -400 V and 200 
W, respectively. 

The thickness of CNx coatings were measured with a 
surface profiler. The residual stress of CNx coatings was 
calculated by the bending beam method [3]. The surface 
roughness of CNx coatings was measured by an atomic 
force microscope (AFM). 

A pin-on-plate reciprocating tribometer was used for 
friction test. The CNx coated Si substrates (10×20 mm) 
were driven to run against AISI 52100 balls (�=6 mm) 
with a normal load of 1 N, a sliding speed of 3 mm/s, a 
stroke length of 3 mm, and a sliding period of 5000 
cycles. Friction tests were performed in ambient air 
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Fig. 1 Schematic illustration of hybrid coating process. 
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Fig. 2 Deposition rate of CNx coatings prepared at 

different N2/Ar flow ratios. 
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(23-25 oC and 30-40 %RH) and N2 gas stream (high 
purity nitrogen gas was supplied to the contact 
interfaces by a gas nozzle). The worn surfaces on both 
pin and plate were observed with an optical microscope. 
 
3. Results and Discussion 

The deposition rate of CNx coatings slightly 
increased from 5.3 to 6.8 nm/min as the N2/Ar flow ratio 
increased from 0.05 to 1, and then it increased sharply to 
11.4 nm/min when the flow ratio further increased to 10 
(Fig. 2). Whereas, the residual stress of CNx coatings 
decreased greatly from 4.4 to 2.3 GPa with the increase 
of N2/Ar flow ratio from 0.05 to 10 (Fig. 3). The surface 
roughness (Ra) of CNx coatings decreased at first and 
then increased with increasing N2/Ar flow ratio. The 
minimum value of 0.10 nm was obtained at the N2/Ar 
flow ratio of 1 (Fig. 3). These phenomena can be 
explained by the increase of nitrogen gas plasma with 
increasing N2/Ar flow ratio in the deposition chamber. 
Firstly, it caused higher sputter rate of graphite, thus 
increased the deposition rate. Secondly, it increased the 
amount and energy of nitrogen ions for bombardment of 
the coatings, which caused higher incorporation of 
nitrogen atoms in the coatings and thus decreased the 
residual stress of the coatings [4]. Finally, those nitrogen 
ions caused strong chemical sputtering and resulted in a 
smooth surface. However, higher energy caused 
additional etching of the deposited coatings and 
therefore increased the surface roughness. 

Typical friction curves of CNx coating (N2/Ar=0.1) 
sliding against AISI 52100 pin in air and N2 gas stream 
are shown in Fig. 4. The friction in air reached steady 
state after short run-in, the steady value was around 0.20. 
However, the friction in N2 gas stream increased 
continuously without run-in period, and finally a steady 
value of around 0.30 was obtained. The average friction 
coefficients of CNx coatings sliding against AISI 52100 
pins in air and N2 gas stream are summarized in Fig. 5. 
The frictions in N2 gas stream (0.33-0.42) were about 
two times higher than those in air (0.17-0.19). This kind 
of behavior is similar to that of hydrogen-free DLC 
coatings [5]. The frictions of CNx coatings in both 
conditions seemed not affected by the N2/Ar flow ratio. 

The typical optical images of worn surfaces on the 
AISI 52100 pins and CNx coated Si plates after friction 
tests in air and N2 gas stream are shown in Fig. 6. The 
CNx coatings remained on the silicon substrates after 
friction tests. Tribo-films were formed on the pin 
surfaces both in air and N2 gas stream. It is suggested 
that the friction behaviors of CNx coatings are controlled 
by those tribo-films. Detailed analysis of tribo-films will 
be conducted for clarifying the friction mechanisms in 
close future. 
 
4. Concluding remarks 

(1) With the increase of N2/Ar flow ratio, the 
deposition rate increased, residual stress decreased, and 
the surface roughness first decreased and then increased. 

(2) The frictions in air and N2 gas stream were
0.17-0.19 and 0.33-0.42, respectively. The frictions 
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Fig. 5 Average friction coefficients of CNx coatings 

sliding against AISI 52100 pins in air and N2 gas stream. 

 
Fig. 6 Optical images of worn surfaces on the AISI 
52100 pins and CNx coated Si plates (N2/Ar=0.1) 

after friction tests in air and N2 gas stream. 
 
seemed not affected by the type of CNx coatings. 
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ABSTRACT 

Non-thermal air plasma can kill cancer cells. However, there is no selectivity between normal and cancer cells. Therefore, cancer 
specific antibody conjugated gold nanoparticle (GNP) was pretreated before plasma irradiation. Stimulation of antibody conjugated 

GNP by plasma treatment resulted in a significant decrease in viability of cancer cells. This technology shows the feasibility of using 
plasma therapy for killing cancer cells selectively. 

1. Introduction 

Cancer is a disease that cell grows without controlling. 
Unfortunately, cancer death rate is increasing all over 
the world every year, so a lot of therapy is being 
developed in order to decrease cancer attack rate. 
Because conventional methods have limitations, a novel 
therapy is strongly requested. Plasma is known to effect 
to kill cancer cells without dermal damages [1]. The 
nonthermal plasma-mediated induction of apoptosis has 
been clearly demonstrated by a recent paper that 
investigated cellular signaling related to an apoptotic 
process [1]. Plasma, however, can’t distinguish normal 
cell from cancer cell. For dealing with this problem, an 
antibody against overexpressed protein in cancer cells 
and GNP which is harmless against the human body are 
used in this therapy [2]. Gold nanoparticles can be used 
by conjugating with cancer specific antibody to achieve 
the selectivity in plasma treatment [3-5]. Conjugated 
nanoparticles can bind selectively to target cells, which 
are then affected by the plasma. In many cancer cells, 
some kinds of proteins have known to be over 
expressed. These proteins are regarded as an attractive 
target for cancer therapy [6-7]. In this study, we treated 
plasma with cancer specific antibody conjugated GNP 
in order to kill cancer cells selectively.  

2. Method 

Non-thermal air plasma source Fig. 1 shows the 
schematic diagram of experimental setup. The plasma 
source was designed to operate in ambient air with 
22kHz, few kV sinusoidal voltage source. The plasma 
source consists of a polytetrafluoroethylene (PTFE) 
dielectric and Cu electrodes on both sides of the PTFE. 
The plasma source was a Cu-PTFE-Cu stacked structure 
of circuit board. The electrode structure was formed by 
a conventional chemical etching process. The plasma 
was generated by the fringing field near the front face 
electrode. 

Cell culture Human melanoma G361 cell lines were 
purchased from the ATCC (Rockville, MD, USA).  

Conjugation An aqueous solution of 11-
mercaptoundecanoic acid (MUA) (0.1 mg/ml) is added 
to the colloidal gold suspension and incubated overnight. 
MUA-modified gold nanoparticles are reacted with a 
mixture of 1 mM N-hydroxysuccinimide (NHS) and 1 
mM N-ethyl-N’-(3-dimethylaminopropyl) carbodiimide 
(EDC) solution for 20 min. Gold nanoparticles are 
incubated with 250 μg/ml anti- p-FAK antibodies in 
PBS buffer (1 mM, pH 7.0) for 6 hr. 

Immunofluorescence Cells were treated with the 
mouse anti-FAK antibody conjugated gold nanoparticle 
(FAK-GNP), and then fixed in 4% paraformaldehyde. 
Cells were permeablilzed with 0.2% Triton X-100 in 
Fluorescent images were observed and analyzed under 
Zeiss LSM 510 laser-scanning confocal microscope 
(Goettingen, Germany). 

Plasma treatment After 4 x 104 G361 cells were 
incubated on cover slips for 24 hr with the anti-FAK 
conjugated gold nanoparticle, cover slips without media 
were placed 2 mm from the plasma source and exposed 
to a 30 sec plasma treatment.  

Live/Dead staining Calcein AM stained the intracellular 
cytoplasm of live cells, and ethidium homodimer-1 
(EthD-1) stained the nucleic acids of dead cells. The 
cells were washed twice in cold PBS and stained with 
calcein AM (2 uM), and ehtD-1 (4 uM) for 30 min at 
37 . Fluorescent images were observed under Zeiss 
LSM 510 laser-scanning confocal microscope 
(Goettingen, Germany). 

 

Fig. 1. Schematic diagram of plasma source.  
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Fig. 2. Immunocytochemistry and plasma treatment on 
the G361 cells. (a) GNP-FAK uptake in G361 cells. (b) 
Control (c) Plasma treatment without GNP. (d) Plasma 
treatment with GNP. 

 

Fig. 3. Calcein AM and ethidium homodimer-1 (EthD-1) 
stain in the G361 cells. (a) Control (b) Plasma treatment 
without GNP-FAK. (c) Plasma treatment with GNP-
FAK. 

 

Fig. 4. Contribution of FAK-GNP to dramatic G361 
cells death with plasma treatment. 

3. Result and Discussion 

Fig. 2 (a) shows the uptake of FAK-GNP by G361 
melanoma cells. Gold nanoparticles were conjugated 
with a fluorescein conjugated, affinity purified 
secondary antibody and the results were examined by 
confocal laser microscopy. Once FAK-GNPs 
translocated across the cell membrane, they bound to 
FAK. As a result nanoparticles appear in the 
lamellipodial edges and in the outlining areas of the 
cells. The bright (green) spots in figure 1 represent the 
gold nanoparticles absorbed by G361 cells over 24 h. To 
show that plasma can stimulate the GNP inside of the 
cell, G361 melanoma cancer cells were treated with the 
plasma for 30 s following 24 h incubation together with 
colloidal GNP. Fig. 2 shows cells after the plasma 
treatment without (Fig. 2(b)) and with (Fig. 2(c)) GNP. 
In the case of treatment with GNP (Fig. 2(c)), the cell 
morphology was changed to round shape and damage. 
We confirmed live and death by fluorescence staining 
calcein AM and Ethd-1 (Fig. 3). In control, only calcein 
AM ( ) dyed as green. In cells treated with plasma 
without GNP-FAK, a few cells were stained by Ethd-1 
( ) and most cells were stained by calcein AM ( ). In 
cells treated with plasma and GNP-FAK, most cells 
were stained by only Ethd-1 ( ) dyed as red, which 
means that most cells were killed. When the three 
groups of cells were irradiated by the plasma, the cell 
death rates were 14%, 36% and 74%, respectively (Fig. 
4). After the FAK-GNPs bind to FAK proteins 
specifically, irradiation of plasma stimulated gold 
nanoparticles caused deactivation of FAK, thereby 
drastically increasing the death rate to 74%. Founded on 
this result, plasma treatment with GNP-FAK can kill 
cell effectively more than plasma treatment without 
GNP-FAK. Especially, by using cancer cell specific 
antibody conjugated GNP, it can kill cancer cell 
selectively. 
 
4. Concluding Remarks 

Nonthermal plasma can stimulate GNP located inside 
cells to cause cell death even with a low dose plasma 
treatment. This air plasma is coupled with antibody-
GNP, resulting in a significant increase in cancer cell 
death selectively. 
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ABSTRACT 
Chronic wounds are a major healthcare problem whose burden is expected to increase as the world population ages.  The current 
animal models of wound healing are inadequate because they utilise mice and rats which heal through contraction as opposed to 
re-epithelisation or porcine models which are extremely expensive. We have developed a 3D in-vitro model of human skin 
(DED-HSE) which shows comparable morphology and keratin protein expression to native skin. We are able to examine epidermal 
and dermal thickness wound healing over 12 days. We can also investigate the effect of novel reagents on wound healing.      

1. Introduction 
Chronic wounds are defined as wounds that do not heal 
within three months. They often result from an 
underlying disease like diabetes or peripheral vascular 
disease. Chronic wound care is reported to cost around 
3% of total health care expenditure in developed 
countries. Expectations are that this burden will increase 
due to the aging population.  Animal models of wound 
repair are inadequate due to the different modes of 
healing in rodents and humans.  The current gold 
standard, porcine models are expensive, thus the need to 
develop a human skin model in the laboratory which can 
be utilised to study skin biology and wound repair.  

2. Method 
Skin Samples: Skin samples were obtained from adult 
patients undergoing elective surgery which resulted in a 
surgical discard.  The tissue was obtained with patient 
consent and institutional ethical approval. 

Isolation of Primary keratinocytes: Primary 
keratinocytes were isolated as described previously 1,2.
Briefly, the epidermis was separated from the dermis by 
incubation in 0.125% trypsin at 4�C overnight. The 
dermal/epidermal junction was scraped and cells seeded 
onto irritated murine fibroblast 3T3 cells (ATCC) and 
cultured in Full Greens medium. 

Generation of the DED-HSE model - The DED-HSE 
model was generated as described previously 1,2. Sterile 
stainless-steel rings with an internal diameter of 9mm 
were placed on the papillary side of each DED piece. 
Keratinocytes were transferred into the rings and 
incubated for 2 days. The rings were removed and the 
DED-HSEs were then lifted to the air:liquid interface 
using a stainless-steel grid for 9 days to allow for 
stratification of the epidermal layer (Figure 1). 

Figure 1. Generation of 3D in-vitro DED-HSE

Generation of wounded DED-HSE model 
6 mm partial-thickness excisional wounds were created 
in the DED-HSEs with a 6 mm biopsy punch (Stiefel, 
Castle Hill, Australia) excising through the epidermis. 
The epidermis was then peeled away from the DED with 
forceps and discarded.  A full-thickness wound was 
created in the DED-HSE using a 4mm biopsy punch 
which cuts through all layers of the DED-HSEs, both 
epidermal and dermal.  This was followed by removal 
of the 4mm diameter epidermal/dermal core.  The 
DED-HSEs were cultured in Full Greens media at the 
air:liquid interface for either 0, 3, 7 or 12 days. Samples 
were then fixed in formalin and paraffin embedded for 
immunohistochemical analysis.  

Immunohistological analysis of DED-HSE 
DED-HSE was fixed in formalin, embedded in paraffin 
and sectioned. These were then either stained with 
Hemotoxylin and Eosin (H&E) or underwent antibody 
specific staining with HRP-conjugated antibodies and 
DAB as the chomogen2.

3. Results and Discussion
We have generated an in-vitro 3D model of human skin 
which shows comparable morphology and similar 
expression of the basal cell marker, p63 and epidermal 
keratin protein k1/10/11 to native skin (Figure 2).   

Figure 2. Left panels are multiphoton images of the 
DED-HSE and native skin. Right panels are H&E and 
IHC staining of p63 and K1/10/11 in the DED-HSE.   
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We have been able to create an epidermal thickness 
wound in the 3D in-vitro DED-HSE, monitor and 
quantitate its healing over a 12 day period (Figure 3).   

Figure 3. Epidermal wound healing over 12 days in our 
3D in-vitro DED-HSE model. Top row is MTT staining, 
purple indicates viable cells.  Middle row shows 
histological staining of paraffin embedded sections. The 
left graph shows quantitation of the wounded area and 
the right graph shows epidermal cell migration into the 
wound. 

We have utilised the epidermal wounded 3D in-vitro
DED-HSE model to examine the effect of a novel 
wound healing treatment (Figure 4).   

Figure 4. Effect of a novel wound healing treatment VG 
on epidermal wound healing over 12 days in our 3D 
in-vitro DED-HSE model. Top row shows histological 
staining of paraffin embedded sections treated with FG 
(positive control), VG (treatment) and SFM (negative 
control). The left graph shows quantitation of the 
wounded area and the right graph shows epidermal cell 
migration into the wound. 

4. Concluding remarks 
We have shown that a realistic and practical model of 
human skin can be engineered in-vitro. It can be utilised 
to study human wound healing and evaluate the effects 
of various wound healing agents on the process.  This 
model is currently being utilised in our laboratory to test 

the effects of hyperbaric oxygen treatment, silicones and 
ultraviolet radiation on human skin.  
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ABSTRACT
This study has been conducted to apply a plasma device which based on the dielectric barrier discharge for the medical use. The 
plasma jet has been used for the purposes of blood coagulation, wound healing, etc. Usually, high frequency electrical coagulator is 
used for blood coagulation. In this case, typically, tissues are burned out, and problems associated with scar formation are sometimes 
occurred after the operation. While, our plasma jets have been treated to the adipose tissues around lower gastric area of mouse. From
the histopathological observation, it was found that the tissue damage which induces the adhesion was not observed after two weeks.

1. Introduction
Recently, plasma medical science has been studied, 

and medical uses of plasma technologies have also been
developed [1-4]. An example of the practical use of the 
atmospheric pressure plasma in medical care is an 
endoscopic submucosal desection (ESD), which is 
performed to ablate residual tumors and stop bleeding.
This type of plasma is known as an argon plasma 
coagulator (APC) [5]. However, the treatment with 
either APC, electrical coagulator and laser coagulator 
may cause tissue injuries during the intervention, and 
sometimes cause scaring problems. Therefore, a new 
type of blood coagulator to reduce tissue damages is 
strongly desired by physicians.

2. Method
Concerning about reducing risk for perforation and 

submucosal tissue injury under ESD, instead of the arc 
plasma, utilizing glow-like plasma is more feasible to 
prevent accidents. Recently, several techniques to 
generate the atmospheric pressure plasma have been 
developed [6,7]. In the present study, plasma jet based 
on the dielectric barrier discharge is applied [8,9]. 
Typically, the peak-to-peak voltage Vp-p applied to the 
electrode is ~7.6 kV, and the frequency is ~67 kHz. The 
gas flow rate is ~2.0 l/min for helium gas, and working 
gas purity is 99.995 %

3. Results and Discussion
At first, in order to study the effect of tissue damages, 

the electrical coagulator has been applied to omentum 
and mesenterium near the stomach of C57BL6 mouse, 
as shown in Fig. 1(a). After the operation, burned out 
scars are shown in Fig. 1(b). After the operation in Fig. 
1(c), the abdomen is sutured. After two weeks, treated 
tissue sample were cut out from treated area (Fig. 1(d)).
Results from histopathological analysis demonstrated 
scar that was derived from tissue injury (Fig. 1(e),
forming adhesion between small intestines surrounded 
by a dashed circle).

In order to evaluate the tissue damages, the mild 
plasma has also been applied to the adipose tissues, as 
shown in Fig. 2(a). Even after the operation, it is 
difficult to distinguish the treatment effect, as shown in 

(a)

(b)                     

(c)               (d)

(e)

Fig. 1 Photographs in the case of high- frequency 
electrical coagulator: (a) during the treatment of the 
coagulator, (b) after the operation, (c) after the 
suturing, (d) tissues after two weeks, and (e) 
photomicrograph by histopathological observation. 
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Fig. 2(b). After the operation in Fig. 2(c), the abdomen 
is sutured. After two weeks, the abdomen was cut open 
again, and sample tissues of the treated part shown in 
Fig. 2(d) were taken. From the histopathological 
observation shown in Fig. 2(e), the tissue damage which 
induces the adhesion was not observed.

4. Concluding remarks
Generally, high-frequency electrical coagulator and 

APC have been used to coagulate the blood bleeding. 
However, this type of coagulation method has 
possibilities to generate scarring problems such as 
adhesion after the operation, due to the tissue injury.
Suppression of the adhesion is one of the important 
issues in the surgical procedures. In order to study the 
effect of tissue damages, the mild plasma has been 
applied to the adipose tissues around lower gastric area 
of C57BL6 mouse. After two weeks, the abdominal 
cavity was examined, and prepared sample tissues from
the treated area. Histopathological analysis showed that 
no apparent adhesion and scaring tissue was detected,
suggesting that the mild plasma might be effective to 
reduce the adhesion after the operation.
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Fig. 2 Photographs in the case of the mild plasma. 
(a) during the treatment of the plasma, (b) after the 
operation, (c) after the suturing, (d) sample tissues 
after two weeks, and (e) photomicrograph by 
histopathological observation. 
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ABSTRACT 
We performed experiments involving direct irradiation of tissues and cells using an atmospheric-pressure plasma source 

for regenerative medicine. Cells irradiated by plasmas exhibited little evidence of cell membrane destruction due to surface 
interactions such as collisions or ionization of gas molecules. Furthermore, measurements of the nitric oxide (NO) in a 
medium containing culture cells using a NO sensor revealed that NO is produced by calmodulin that combines with Ca2+

ions released from a cell subjected to an external stimulus and combines with nitric oxide synthase (NOS) surface. 

1. Introduction 
Many studies have been conducted on novel plasmas 

in the fields of chemistry, solid-state physics, and 
nanomaterials. Such plasmas have a boundary reaction 
field in a liquid or a gas�liquid phase. Examples include 
liquid plasmas, which are plasmas generated in media 
(e.g., water and ionic solutions) that are denser than 
gases, and atmospheric-pressure plasmas, which are 
non-equilibrium plasmas generated under atmospheric 
pressure or in a gas flow. 

Atmospheric-pressure plasmas are indispensable for 
sterilizing, disinfecting, decomposing hazardous 
materials, and modifying material surfaces.[1-2] They 
are also used in new fields of biomedical science. Such 
plasma technologies include medical sterilization and 
treatment using floating-electrode dielectric barrier 
discharge (FE-DBD).[3] These technologies have been 
attracting considerable attention in recent years as 
practical applications of plasmas. 

Nitric oxide (NO) is produced from arginine and 
oxygen by various enzymes known as nitric oxide 
synthase (NOS). Phagocytes such as monocytes, 
macrophages, and neutrophils, which are part of the 
immune system, generate NO to kill pathogens that 
infiltrate cells from the outside. However, generation of 
excessive NO hinders cell reproduction. NO is unusual 
in that it is always produced by endodermal cells in 
blood vessels. When a cell is externally stimulated, the 
calcium concentration of the cell transiently increases, 
which promotes NOS activity, resulting in NO being 
discharged from endodermal cells in blood vessels. 
Therefore, promoting blood circulation is considered to 
greatly increase the activation of growth factors in cells. 

Against this background, we sought to clarify the 
relationship between NO and growth factors in cells by 
directly measuring NO produced from culture cells that 
are irradiated by an atmospheric-pressure plasma and by 
visualizing the signal from Ca2+ ions, which participate 
in NO production and NOS activation. 

2. Method 
As shown in Fig. 1, the plasma source has a coaxial 

structure consisting of a 1-mm-diameter tungsten wire in 
a glass capillary (diameter of plasma generation area: 8 
mm; tip diameter: 1 mm) with a grounded tubular 
electrode wrapped around the outside of the capillary. A 

high-voltage power supply provides a high voltage for 
plasma generation. The following conditions were used 
to generate the plasma: applied voltage: 8 kV; 
frequency: 3 kHz; helium (He) gas flow rate: 1 L/min; 
plasma irradiation time: 1�300 s. 

The experiment was conducted by preparing a 
culture medium (a serum-free medium) containing 
mouse fibroblasts (NIH 3T3; cell concentration: 1 ��105

cells/mL) on a 90-mm-diameter polypropylene culture 
dish. The culture dish was irradiated by the plasma and 
was then placed in a CO2 incubator (temperature: 37°C; 
CO2 density: 5%). The culture time was 24 h. Several 
groups have developed electrochemical techniques (i.e., 
NO sensors) for measuring NO.[4] Direct measurement 
of NO was performed using a catheter-type NO sensor. 
Optical observations of the signal from Ca2+ ions in the 
cell were performed by confocal laser microscopy. 

Fig. 1. Schematic view of atmospheric-pressure 
plasma source. 

3. Results and Discussion 
Figure 2 shows typical microscope images of NIH 

3T3 cells that had been cultured in a serum-free medium 
for 24 h and dyed with hematoxylin-eosin (HE) after. 
The black dashed circles in Figs. 2(a) and (b) indicate 
areas that had been exposed to He gas flow and a plasma, 
respectively. Cell growth was inhibited when only He 
gas was flowed through the medium because gas flow 
promotes cell floatation by agitating the gas in the 
culture [Fig. 2(a)]. In contrast, cell floatation did not 
occur and healthy growth was observed for plasma 
irradiation [Fig. 2(b)]. 
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Fig. 2 Typical microscope images of NIH 3T3 cells 
dyed with hematoxylin eosin (HE). 

Figure 3 shows the NO concentration in the medium 
as a function of time for a plasma flow time of 90 s. No 
large change in the NO concentration is observed for the 
medium that did not contain NIH 3T3 cells [Fig. 3(a)]. 
In contrast, for the medium containing NIH 3T3 cells 
[Fig. 3(b)], the NO concentration reaches a maximum 
value at about 40 s and it subsequently decreases 
gradually. The sharp peak in Fig. 3(b) is thought to be 
caused by a potential change in the medium due to 
plasma irradiation. The effect that NO has on growth 
factors is attracting particular interest. The results of this 
study are very similar to those obtained by other groups.  

Fig. 3 NO concentration in the medium 
as a function of plasma flow time. 

NOS, which produces NO, is one of the most highly 
regulated enzymes in biology. It has three known 
isoforms: a neuronal isoform (nNOS), an endothelial 
constitutive isoform (eNOS), and an inducible isoform 
(iNOS). nNOS and eNOS are activated by binding with 
a calcium-binding protein (calmodulin) at binding sites 
on the NOS surface. A cell releases calcium ions (Ca2+)
when it is subjected to an external stimulus (e.g., heat). 
NO is produced by calmodulin, which combines with 
Ca2+ ions released from a cell with NOS surface. Figure 
4 shows confocal laser microscopy images that indicate 
the calcium ion distribution. The fluorescence indicator 
used to measure the Ca2+ ion concentration and visualize 
Ca2+ ion signals of cells is Screen Quest™ Fluo-8 NW 
Calcium Assay Kits. Fluorescence from Ca2+ ions was 
not observed from the control sample [Fig. 4(a)] or the 
sample that had been exposed to only He gas flow [Fig. 
4(b)]. In contrast, fluorescence was observed from 
samples that had been exposed to plasma flow [Figs. 
4(c) and (d)]. Therefore, NO is thought to be produced 

in the NIH 3T3 cells by calmodulin. Calmodulin 
combines with Ca2+ ions that are released from cells that 
have been subjected to an external stimulus (especially, 
electrical stimuli) and combines with the NOS surface. 
Thus, NO is not produced by the plasma source. 

Fig. 4 Typical confocal laser microscopy images 
of NIH 3T3 cells dyed to visualize Ca2+ ions. 

4. Conclusions 
Experiments have been performed involving directly 

irradiating body tissues and cells with an 
atmospheric-pressure plasma for regenerative medicine. 
When cells were irradiated by a plasma emitted from a 
glass capillary tip of a plasma source, stromatolysis due 
to surface interactions such as collisions or ionization of 
gas molecules was hardly observed in preliminary 
experiments. Furthermore, direct measurements of nitric 
oxide (NO) concentration using a NO sensor revealed 
that NO was generated by plasma irradiation. NO is 
produced by calmodulin, which combines with Ca2+ ions 
that are released from a cell subjected to an external 
stimulus and combines with NOS surface. 
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ABSTRACT 
Complex processes involved in cell migration; polymerization, adhesion, and retraction, are mediated by highly orchestrated 

structure-function interactions that occur within the actin cytoskeletal structure. Thus, understanding how migrating cells regulate the 
global dynamics of their cytoskeletal components, which result from localized protein-protein interactions, is fundamental to eluci-
dating the mechanisms of cell motility. The purposes of this study were to explore the mechanical regulation of actin network dy-
namics in migrating cells, and to discuss its regulatory role in cell migration.  

1. Introduction 
Cell migration is essential to many cellular processes that 

are fundamental to various biological functions. The events of 
cell migration are realized by multiscale interactions at differ-
ent cellular modules, and they need to be carefully orchestrat-
ed in both time and space, in order to achieve robust 
whole-cell movement that is responsive to the biomechanical 
and biochemical environment of the cell.  

Although intensive research over the last few decades has 
shed light into the molecular players and pathways involved in 
cell migration, precisely how cells regulate the many molecu-
lar and structural dynamics that take place at different cellular 
modules during cell movement is less understood [1]. Moreo-
ver, although it is increasingly becoming clear, that coupling 
interactions between mechanical and biochemical factors play 
crucial roles in the regulation of various motility processes, a 
full understanding of the mechanisms underlying these inter-
actions is yet to be achieved. 

This study focuses on the mechanical regulation of the actin 
cytoskeleton, and explores the roles of mechanical forces in-
volved in the migration process. Specifically, we examine how 
mechanical factors including network strain and actomyosin 
tension are generated, and how they contribute to the regula-
tion of actin network dynamics during cell migration.  

2. F-actin Network Dynamics in Lamellipodia 
A striking feature of the cytoskeletal actin dynamics in ad-

herent cells is that, as filament assembly and elongation con-
tinues at the leading edge, the whole network exhibits a net 
movement from the cell periphery toward the cell center in a 
process known as “retrograde flow” [2]. The flow was first 
detected in slow moving cells such as fibroblasts [3], but it 
remained undetected in fast moving cells like keratocytes [4] 
until recently when more powerful flow detection and tracking 
tools such as fluorescent speckle microscopy (FSM) was de-
veloped [5]. In fact, using FSM, a number of studies have 
quantitatively mapped the organization of retrograde flow in 
various cell types, including keratocytes [6] and epithelial cells 
[7]. Thus the flow is now known to be ubiquitous, and it is 
considered as an important property of migrating cells.  

We have conducted FSM study [8] that has revealed the or-
ganization of actin flow in the lamellipodia of migrating cells. 
Figure 1A shows a flow map of actin network in the lamel-
lipodia of a migrating keratocyte obtained by a combination of 
FSM and particle imaging velocimetry (PIV). From the mag-
nified region of the flow field, it can be observed that retro-
grade flow velocity decreases progressively from the leading 
edge toward the back of the lamellipodia to reach a minimum 
at the contractile module. This is also demonstrated by the 
kymograph in Fig. 1B from where we can observe that the 
slopes of the speckle streaks decrease from the leading edge 

(l.e) toward the back (c.b). In similarity with retrograde flow, 
anterograde flow that emanates from the cell rear also de-
creases in intensity toward the front of the lamellipodia, as 
shown in Fig. 1A, and schematically in Fig. 1C. The two flows 
merge at the middle of the lamellipodia, resulting in regions of 
markedly reduced flow intensity. Such regions within the con-
tractile module of the lamellipodia are commonly referred to 
as the convergence zones [8] (marked as CZ in Fig. 1A), and 
they form an important aspect of F-actin flow organization.  

The most plausible explanation for this kind of flow organi-
zation is that contractile forces generated by myosin II activity 
produces a gradient of convergent tension on F-actin across the 
contractile module [9], peaking in the module center. Although 
little is known about the specific patterns of myosin assembly, 
it is thought that when coupled with filament polymerization, 
convergent tension can drive the two F-actin flows by a net-
work contraction mechanism to merge at the convergence zone 
[8, 9]. While myosin II activity drives flow convergence, FAs 
may influence the location of the convergence zone such that 
the zones are localized where F-actin network is strongly cou-
pled to the ECM. Such points of strong coupling are expected 
to have a dramatic reduction in F-actin flow rate. Whatever the 
case, F-actin network in the convergence zone is thought to be 
under increased compressive deformation in the migration 
direction due to flow convergence [6, 8], and this may promote 
depolymerization, possibly by a mechanism involving the in-
duction of filament disassembly by negative (compressive) 
strains [10], as discussed in the next section.  

Figure 1: F-actin network flow. A: FSM image overlaid with a
flow field with retrograde flow (RF), convergence zone (CZ),
and anterograde frow (AF). B: Kymograph showing actin dy-
namics in the lamellipodium with leading edge (l.e) and cell
body boundary (c.b). Time and space axes are indicated by t
and d. Horizontal scale bar is 5 �m, and vertical bar is 8 s. C:
Schematic illustration of F-actin flow organization.  
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3. Actin Network Strain Induces Filament Depolymerization 
As mentioned already, F-actin network is dynamically con-

tracted and realigned by the action of myosin II motors. Con-
comitantly, the network is further compressively deformed by 
the convergence of retrograde and anterograde flow at the 
middle of the lamella. A quantitative study [10] using FSM 
and PIV-based image cross-correlation determined actin net-
work deformation in the lamellipodia of fish keratocytes, and 
reported on the existence of negative (compressive) network 
strains in the actin network. Interestingly, the study found that 
incremental network strain in the direction parallel to the mi-
gration direction (parallel incremental strain) was significantly 
negative and predominant over the strain component in the 
normal direction (normal incremental strain). The latter was 
found to be negligible, consistent with isometric network con-
traction theory. From this finding, the study suggested that 
compressive deformation of the actin filament network occurs 
in the anterior-posterior axis, in agreement with the predictions 
of dynamic network model [11]. In addition, the study ob-
served that the distributions of parallel incremental strain and 
actin network density are closely correlated. Based on this 
correlation, the study proposed a “selective depolymerization 
model” which is illustrated schematically in Fig. 2.  

According to the model [10], negative (compressive) strain 
may couple with biochemical factors to induce actin filament 
depolymerization. The model proposes that network contrac-
tion by actomyosin-generated mechanical forces may result in 
compressive network deformation and tension release, which 
may couple with biomechanical factors such as ADF/cofilin to 
induce filament depolymerization. Since the direction of the 
compressive deformation corresponds with the migration di-
rection (Fig. 2), filaments oriented away from the migration 
direction are likely to escape depolymerization because they 
bear less negative strain compared to their counterparts ori-
ented in the migration direction (Fig. 2) which are preferen-
tially depolymerized. Filaments that survive are transported 
back by retrograde flow and eventually form SFs at the back of 
the lamellipodia to resume the role of contractile force genera-
tion. Thus, fascinatingly, the model can account for the ob-
served changes in filament orientation from the leading edge 
to the back of the lamellipodia. Importantly, it suggests that the 
cytoskeleton behaves like a self-regulating system which is 
capable of inducing its own remodeling and reorganization.  

4. Concluding Remarks 
In this article, we have considered the mechanical regulation 

of actin network dynamics during cell migration. We have 
seen that cell migration is a complex process that involves the 
interplay of numerous components in a manner that is not yet 
fully understood. We have also looked into how negative me-
chanical strain resulting from actin network dynamics contrib-
utes to the self-regulatory mechanism of the structure. From 
our discussions, we can conclude that actomyosin tension cou-
ple with biochemical factors to determine vital motility pro-
cesses, including actin network remodeling and FA dynamics.  

Mechanochemical coupling elucidated is a fundamental 
mechanism by which various cell functions are realized and 
maintained. The physical continuity existing between the cy-
toskeleton and ECM via integrins at the focal adhesions allows 
for the mechanotransduction of actin cytoskeleton dynamics 
and associated forces to the ECM, and vice versa. Therefore, 
defining specific structures and mechanisms by which forc-
es–both externally and internally generated–are sensed by cells 
and how this stimulus leads to specific responses is likely to 
help explain the complex functions of cells and to design bet-
ter materials for cell and tissue engineering.  

It should be noted that work on mechanobiology of cell mi-
gration has just began, and a lot still remains to be elucidated. 
The critical questions remain as to how coupling interactions 
among mechanical and biochemical factors lead to the spatio-
temporal regulation of the molecular and physical processes of 
cell migration. Therefore, more work is necessary to elucidate 
the mechanotransduction of mechanical forces generated 
within and without the cell into relevant biochemical signals to 
mediate cell functions. To this end, there is hope that emerging 
powerful tools such FSM, fluorescence recovery after photo-
bleaching (FRAP), and fluorescence resonance energy transfer 
(FRET), combined with advanced single molecule detection 
and newly developed tracking techniques will make it possible 
to probe molecular interactions and highlight force-function 
interactions within the cell.  

Finally, given that cell migration occurs in a physical 3D 
environment in vivo, it is imperative that knowledge gained 
from 2D in vitro investigations be translated into understand-
ing the more complex in vivo cell migration. In fact, greater 
effort should be dedicated to elucidating cell migration in the 
in vivo setting in order to understand the process in the context 
of clinically relevant phenomena such as metastasis and angi-
ogenesis.
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ABSTRACT 
This paper describes biological effects of intense pulsed electric fields (IPEFs) and typical responses of mammalian cells to IPEF. 
Physical effects of IPEF including not only a non-thermal electrostatic stress to membrane and biomolecules but also a transient 
thermal stress induce secondary biological processes as stress responses, which result in apoptosis or in proliferation. These 
biological responses are being studied to apply for medical treatments, e.g. cancer treatment, wound healing. 
 

1. Introduction 
Pulsed-power-driven energetic states, including 

extremely large electric and magnetic fields, 
atmospheric pressure plasmas, shock wave, transient 
heat shock, intense photon flux e.g., can be unique 
biological stresses, which lead to unique biological 
responses. These physically induced stresses are 
attractive for medical, pharmacological and agricultural 
applications as well as food processing. Research field 
including basic studies on biological effects of pulsed 
power and their industrial applications is called 
“bioelectrics” and is expanding in the last decade. Here, 
we focus on the biological effects of intense pulsed 
electric field (IPEF), which we have mainly been 
working on, and we show their possible medical 
applications. 

 
2. Primary biological effects of IPEF 
2.1 Non-thermal effects 
Biological cells are regarded as a complex of various 
dielectric materials including membranes, huge 
biomolecules, amino acids, ions and water. Because of 
their dielectric properties, the IPEF-induced stress to 
each component is expected to be different and 
dependent on the applied field. There are basically two 
non-thermal, physical effects of IPEF on biological cells, 
which are electrostatic stresses to bio-membrane and/or 
to bio-molecules. Firstly, bio-membrane, which is 
regarded as an electrically insulating thin film, 
significantly affects electric filed distributions. Under an 
alternating current (AC) electric field, the electric field 
distribution depends on frequency of the field because 
of the electrostatic capacity of the cell membrane. At 
frequencies below 1 MHz, electric field is extremely 
enhanced at the cell membrane, approximately 1000 
times as large as the external field. It is well known that 
the membrane stress increases the membrane 
permeability, which is called “electroporation”. At the 
frequencies exceeding 10 MHz on the other hand, the 
field penetrates into cell. Strength of the intracellular 
field is the same level as the external field, whereas the 
field at the membrane is lowered. Fig. 1 shows the 
typical cell responses to 3 kV/cm burst AC fields for 
different frequencies [1]. The control indicates cells 
without applying the pulses. In the case of 0.3 MHz, cell 

membranes are damaged and intracellular content leaks 
out of the cell (blebbing). In the case of 10 and 100 
MHz, however, the membrane appears to remain intact, 
whereas the intracellular structure seems to be changed. 
This intracellular strong field at the frequencies more 
than 10 MHz directly gives a stress to the intracellular 
organelles and biomolecules, which may initiate the 
biological processes. 
2.2 Transient thermal effect 

Applications of IPEF to conductive medium raise its 
temperature more or less, depending on the pulse duration 
or the pulse repetition rate. Use of repetitive IPEF allows us 
to raise the medium temperature rapidly and significantly, 
for instance the rise of 40˚C within 1 s. The deposited heat 
is quickly released by heat conduction to the surroundings. 
The biological target is exposed to high thermal stress only 
for several seconds, which is called the transient thermal 
shock (TTS) and is likely to be different stress from a 
conventional heat shock used as hyperthermia. We have 
demonstrated that the TTS enhances apoptosis activity in 
HeLa cells induced by the non-thermal IPEF [2].   

  
(a) Control (b) 0.3 MHz 

  
(c) 10 MHz (d) 100 MHz 

 
Fig. 1  Microscopic views of HeLa S3 cells subjected to 3 

kV/cm burst AC electric fields at different frequencies 
of 0.3, 10 and 100 MHz. Control indicates cells without 
pulsing. All photographs were taken 10 minutes after 
pulsing [1]. 
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3. Secondary effects 
3.1 Apoptosis 

Chemical and physical stresses initiate the secondary 
biological processes (stress response) leading to cell 
death or proliferation. Cell responses are determined by 
balance of these processes. Cells can be selectively led 
not only to death but also to proliferation by adjusting 
the stresses.  

 IPEF is one of the physical stresses to initiate the 
biological responses. Recent studies have demonstrated 
that the application of IPEF induces intracellular 
responses associated with apoptosis in several kinds of 
cancer cells e.g. eosinophil sparklers, calcium release 
from endoplasmic reticulum, caspace activation. 
Histograms in Fig. 2 show degrees of the field-induced 
apoptotic DNA fragmentation in HeLa S3 cells. Almost 
all cells were healthy in the control, whereas DNA 
fragmentation is advanced slowly in the pulsed sample. 
Fig. 3 shows the expression of apoptosis-related genes 
and possible chain reactions of proteins (signaling 
pathway) resulting in apoptosis. Our analysis implies 
that nanoseconds IPEF directly gives stresses to cell 
membrane and endoplasmic reticulum as the primary 
effect, which subsequently initiates the biological 
process leading to apoptosis [3]. 

3.2 Promotion of proliferation 
Also the application of IPEF promotes the proliferation 
of mammalian cells. Fig. 4 shows proliferation curves of 
HeLa S3 cells subjected to 300 kV/m, 200 μs-long AC 
electric fields with a frequency between 300 kHz and 
100 MHz. The proliferation activity, which was 
monitored using an automatic cell counter xCELLigence 
(Roche Applied Science), depends on the pulse number 
and the frequency of the AC field. Smaller number of 
the pulses promoted the proliferation activity, whereas 
the cells tend to be killed by larger number of the pulses. 
When the cells were subjected to 30 pulses, the 
proliferation activity was promoted most at the 
frequency of 3 MHz. The dependence on the pulse 
number indicates the biological effects of IPEF are 
accumulated. The frequency dependence implies the 
proliferation activity may be associated with electric 
field strength at cell membrane [4]. 
 
4. Concluding remarks 

Here, we described the biological effect of IPEF. The 
effects of IPEF are expected to be used for medical 
treatments such as cancer treatment based on apoptosis 
induction and wound healing based on platelet 
activation. IPEF, which is a novel physical stimulation, 
will be used not only for medical field but also for all 
fields associated with organisms. 
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Fig. 2 Apoptotic DNA fragmentation in HeLa S3 cells 

induced by nanosecond IPEF (12.5 kV/cm, 100 ns, 100 
shots), detected by means of TUNEL assay and 
flowcytometer. From the left, control, samples 2 and 6 
hours after pulsing, respectively. 

 

 
 

Fig. 3 Expression of apoptosis-related genes and possible 
signaling pathways of apoptosis induced by IPEF. IRE
CHOP ASK1 JNK c-Jun caspase3 X(unidentified) 
are proteins associated with apoptosis. Bar graphs show 
expressions of genes coding the proteins. Left and right 
bars in each graph indicate in the control and the pulsed 
samples, respectively. 

 
10 hours later (3 MHz)    40 hours later (3 MHz) 

 

 
 

Fig. 4 Proliferation curves of HeLa S3 cells subjected to 3 
kV/cm burst AC fields for various frequencies of the 
field [4]. The cell index is value proportional to number 
of healthy cells. Upper photographs show snapshots of 
HeLa cells at different times after pulsing. 
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ABSTRACT
Potential advantages offered by cascade plasma torches (CPTs) in atmospheric plasma spraying (APS) and suspension plasma
spraying (SPS) of bioactive hydroxyapatite (HA) coatings are analyzed. It is shown that the modular design of single-cathode CPTs
helps in eliminating many disadvantageous features of conventional plasma torches, including the drift of plasma characteristics,
emergence of 1-5 kHz plasma flow pulsations, and intense electrode erosion. The more stable plasma jet discharged from CPT results
in a better quality, homogeneity and reproducibility of plasma-sprayed HA coatings.

1. Introduction
Hydroxyapatite (HÀ) coatings deposited by different

thermal spraying methods onto titanium and other
medical alloys are widely used as biocompatible
coatings to coat implants in orthopedics and
stomatology [1, 2]. However, the stability problem of
such coatings still remains a pressing matter. It involves
considerations related to the adhesion and cohesion
strength ensured by a particular thermal spraying
method, and also to the long-term stability of coatings,
defined by the crystalline structure of coating. The
crystallinity ensures a low degradation of the coating in
biological media and its stability under cyclic loads.

In this connection, different methods for thermal
spraying of phosphate coatings, such as HVOF, RF, DC,
etc., have been extensively developed and studied
during the last two decades. Among such methods,
plasma spraying is the most widely used technology due
to its technological attractiveness.

In this connection, investigation of different plasma
spraying methods intended for deposition of HÀ
coatings onto implants and prostheses, and also
investigation into the fine structure of plasma-sprayed
coatings, presents an important matter for further
development of the plasma spray method and for
elucidation of possibilities provided by this method in
raising the competitive ability of plasma-sprayed
coatings in comparison with other coatings.

The following main designs of plasma guns are now
commercially available:
• conventional Sulzer Metco guns (9MB, F4,…),
• SG-100 gun (Praxair),
• Mettech 100 kW Axial III gun with axial powder
injection,
• water-stabilized plasma (Institute of Plasma Physics,
Czech Republic),
• Triplex 50 kW (Sulzer Metco).

The main disadvantageous features of plasma
torches with self-adjusted arc length are the following:

1) emergence of low-frequency pulsations of arc
voltage that arise due to a short length of the arc and due
to anode spot attachment variations, conditioned by the
thermal power of discharged plasma jet and by the
magneto-hydrodynamic interaction of the radial arm of
arc with the cold wall boundary layer [3]. Such
pulsations result in a considerable inhomogeneity of the

powder-material processing/spraying process, most
notably manifested in suspension plasma spraying;

2) absence of axial symmetry in the velocity and
temperature fields of discharged plasma jet resulting in
non-uniform heating and acceleration of particles over
the jet cross-section; the latter leads to the lack of axial
symmetry in the distribution of particle parameters
within the spraying spot.

A discussion regarding the above-indicated and other
disadvantageous features of conventional DC plasma
torches can be found in publication [4].

The main purpose of the present article is to
illustrate the wide operational window provided by
cascade plasma torches [5] in APS and SPS of HA
coatings onto titanium substrates under different regimes
of plasma jet outflow (laminar, transient, or turbulent).
These operation conditions are provided through
variation of the working-gas flow rate over a relatively
wide range of rate values. As a result, the velocity and
temperature of powder particles, their dwell time in
plasma jet, and also the phase composition of particles
and sprayed coatings can be varied throughout rather
broad a range.

2. Advantages offered by cascade plasma torches
A major contribution to the study and development

of cascade plasma torches was made by Zhukov et al.
[3]. The principal diagram of a cascade plasma torch is
shown in Fig. 1.

Fig. 1. Schematic of a cascade plasma torch.

In the “cascade” approach, one or several insulated
inter-electrode inserts are used to extend the arc length
and stabilize the arc over a wide range of gas flows. The
inter-electrode inserts, or neutral electrodes, are
intermediate electrodes located in between the cathode
and anode. A long, high-voltage arc column is stabilized
by these neutral inserts rather than by high rate of the
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gas flow. As a result, more stable plasma jet with
minimized flow pulsations, a higher thermal efficiency
and, hence, with a more efficient heating of particles can
be obtained. This low-current, high-voltage design also
ensures a reduction of cathode and anode erosion, longer
hardware life, and minimized contamination of sprayed
coating with electrode erosion products. The very low or
zero voltage drift thus achieved provides for a better
coating quality. Relatively low arc currents (~ 200 A)
ensure a low level of electrode erosion, thus diminishing
the contamination of sprayed coatings with erosion
products (Cu, W, etc.). Cleaner coatings possess a better
quality. The “cascade” approach allows easy variation of
the flow rate of plasma gases, or the Reynolds number
of the jet flow, in a relatively wide range of values
without plasma-induced changes of arc current and
voltage. Therefore, plasma temperature and velocity also
can be varied over a wide range, thus ensuring a wide
operational window and the possibility of implementing
quasi-laminar and transient plasma jet outflows in the
plasma spray process.

3. Results and Discussion
For APS and SPS of HA coatings onto Ti substrates,

we used a 50-kW cascade plasma torch [5]. As the
working and carrier gases, air was used. In the present
study, we used hydroxyapatite mechanochemically
synthesized in a planetary activating mill by the reaction

O8H(OH))(POCa7CaOOH)PO3Ca(H 2264102242 +=+⋅ .
The particle size of the powder material synthesized

(see Fig. 2) was mainly 10-50 nm, the specific surface
area being ~ 50 m2/g. This powder was used for SPS of
thin coatings, whereas for APS of 200-300 µm thick
coatings an agglomerated HA powder obtained by
crashing a compact sintered from the initial
mechanosynthesized nanopowder was used. The size of
agglomerated particles in the latter powder was ~
100-125 µm. The substrates were 2-mm thick
water-cooled Ti plates.

Prior to carrying out experiments on the APS of
thick HA coatings, a preliminary study of the influence
of jet outflow regime on the morphology and phase
composition of the powder subjected to plasma
processing and subsequent quenching into water was
performed (Fig. 2). In APS tests, samples of HA
coatings on Ti substrates were obtained, which have
allowed us to establish the relation between the surface
morphology of obtained coatings, the microstructure of
sprayed layers, and their thickness and phase
composition, on the one hand, and the various spraying
conditions (flow regime, jet enthalpy, powder injection
mode, etc.), on the other hand.

Fig. 2. TEM photo of the nanopowder.

(a) (b)

(c)

Fig. 3. HA powder
particles treated in plasma
and quenched into water at
quasi-laminar (a), transient
(b) and turbulent (c) jet
outflows.

APS of thin coatings ensures rather high adhesion
strength; yet, it fails to solve the problem of
through-porosity, having a negative effect on the
dissolution of the contact zone of implant coating with
the base and facilitating diffusion of metal ions out of
the implant. To overcome the latter difficulties,
experiments on the SPS of thin coatings from the initial
HA nanopowder were performed. Samples of obtained
coatings were studied, which proved great potential of
the used cascade plasma gun for solving this problem.

4. Conclusions
A comparative study of plasma conditions and their

influence on the morphology, internal structure, and
phase state of HA powders processed in plasma and
subsequently quenched into water, as well as coatings
sprayed by APS or SPS onto titanium substrates was
performed using a cascade plasma torch.

The obtained data prove that the used plasma torch
can be successively employed for studying the kinetics
of hydroxyapatite thermal decomposition under high
temperatures of air flow and controlled residence time of
powder particles in plasma jet.
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ABSTRACT 

Cold atmospheric plasma was used for treatment of chronic infected wounds in patients. We have developed a microwave plasma 

torch system using argon gas for the purpose. The plasma treatment has a bactericidal property and it was examined that the 

treatment was safe through a phase I study. A phase II study shows that the plasma treatment could decrease bacterial load in treated 

wounds with no side-effects. We consider the cold atmospheric plasma treatment as a safe new technique to decrease germ load on 

chronic wounds. 

 
1. Introduction 

Recently, researches in the field of biomedical 

applications using low temperature atmospheric plasma 

have received growing attention [1-4]. They can play an 

important role in different areas of medicine because 

they have been shown in vitro to kill/inactivate a wide 

range of pathogenic bacteria without thermal damage. 

There are several active agents produced by plasma, e.g. 

reactive species, charged particles, and UV photons. 

These agents can have an access on rough surfaces 

down to micrometer scale, therefore, the agents have an 

effect at the cellular level. By optimizing plasma, it is 

possible that the plasma has not only a bactericidal 

property but also a cell regeneration effect [5]. 

We have developed and tested a plasma device, 

called MicroPlaSter, as shown in fig. 1. This device 

contains a microwave plasma torch (see fig. 2) [6]. A 

plasma discharge is produced in the plasma torch by 

applying microwave power of ~85 W using argon gas of 

2 slm. The plasma torch is placed at the end of flexible 

arm and can be moved above desired areas. The device 

allows the treatment of large inhomogeneous areas of 

about 5 cm in diameter below the threshold of thermal 

damage using a contact-free and self-sterilizing 

application. The agents are delivered from the plasma 

torch to the desired region following the argon flow. It 

was shown that this plasma had a bactericidal property. 

Since 2005, a clinical study was started in a joint 

effort between the Max-Planck Institute and the 

Department of Dermatology, Allergology and 

Environmental Medicine in Hospital Munich Schwabing. 

Here, we would like to show our current status of our 

clinical study [7].�

 
2. Phase I study 

Bacterial colonization of chronic wounds slows 

healing and the increase of multiresistance to antibiotics 

and allergic reactions, the treatment of chronic wounds 

has become more challenging. The objectives in this 

study are to examine the safety and efficiency of the 

cold atmospheric argon plasma produced by 

MicroPlaSter to decrease bacterial load as a new 

medical treatment. 

Before starting a phase II study (clinical study), a 

phase I study was carried out. The focus of this study is 

to show safety parameters and the optimum bactericidal 

dose for relevant bacteria, satisfying the safety 

requirements of the medical device directive and the 

ethics committee. In the phase I study, in addition to the 

plasma characterization, bactericidal effects on relevant 

bacteria to chronic wounds were shown. And skin 

histology showed that there was almost no change by 

the plasma treatment. This clinical study had the 

approval of the Bavarian State Association for Medical 

Issues.  

 

 
Fig. 1. Clinical device, MicroPlaSter, for wound 

treatment. This device contains a microwave plasma 

torch at the end of flexible arm. 

 

 
Fig. 2. Plasma torch and plasma. (a) a sectioned view of 

plasma torch, (b) plasma between the electrodes and the 

cylinder, (c) plasma below the torch from the side. 
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3. Phase II study 
About 150 patients with chronic infected wounds 

were treated in a randomized phase II study. In addition 

to standard wound care, patients received a 5-min cold 

argon plasma treatment as an add-on therapy. Control 

wounds remained undressed during the plasma 

treatments and the same standard wound care was given 

to both plasma-treated and control areas. Bacterial load 

was detected using standard bacterial swabs and 

nitrocellulose filters. The bacterial swabs were used in 

order to detect the types of bacteria present and the 

filters were used to see changes in bacterial load. The 

filters were applied to the wounds with gentle pressure 

before and after the plasma treatments. These were 

placed on blood agar plates and incubated for 12 hours. 

Semiquantitative assessment of the plates was 

determined by a manual count. This technique can give 

a spatial profile of bacteria on the wound. Possible 

side-effects such as pain were specifically asked about 

and documented according to standardized World 

Health Organization score from 0 to 10. 

In the 36 patients with chronic infected wounds, 24 

patients had two separated wounds and 14 patients had 

one single large ulcer where control and plasma-treated 

areas could co-exist. 

It was found that in an analysis of 291 treatments 

there was a highly significant (~34 %, P < 10
-6

) 

reduction in bacterial count in plasma-treated area 

compared with control (non-treated) area (see fig. 3). 

The corresponding bootstrap test confirms that the high 

significance level of the results. No side-effects were 

reported and the treatment was very well tolerated in 

almost all cases. 

 

 
 

Fig. 3. Change in bacterial load on plasma-treated area 

and control area.  

 

 

4. Summary 
Due to the produced active agents by plasma, the 

cold atmospheric plasma treatments can have biological 

effects. We have developed the cold atmospheric argon 

plasma device for chronic infected wound treatment. 

The phase I study showed the bactericidal property of 

the device and satisfied the safety requirements. In the 

phase II study, the analysis of treatments showed a 

highly significant reduction of bacterial load in 

plasma-treated wounds. The cold atmospheric argon 

plasma treatment may be a safe and painless new 

technique to decrease bacterial load of chronic wounds. 
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ABSTRACT 

Effects of plasma irradiation on artificial bones and living cells have been examined. Plasma treatment of interconnected porous 
calcium hydroxyapatite (IP-CHA), which is material for artificial bone whose chemical composition is close to that of human bone, 
is shown to improve its hydrophilicity significantly as well as its osteoconductivity and osteoinductivity. Similar effects were 
observed whether the IP-CHA was treated by atmospheric-pressure plasmas in air or low-pressure plasmas containing oxygen. It is 
also shown that a plasma treated medium for cell culture can enhance cell proliferation. 

 
1. Introduction 

Various types of hydroxyapatite (HA) have been 
clinically used as materials for bone substitutes. Among 
them, interconnected porous calcium hydroxyapatite 
(IP-CHA) has been proven to be an excellent alternative 
to autologous bone grafting as its internal pores function 
as scaffolds for osteogenic cells and facilitate bone 
tissue regeneration [1-3].  

The surface properties of IP-CHA (as well as other 
artificial bones made of HA), however, may be further 
improved. For example, the surface of native HA is in 
general hydrophobic. Our recent study [4] has shown 
that treatment of HA by plasmas significantly improve 
its hydrophilicity. 

The goal of this work is to demonstrate that IP-CHA 
treated by either atmospheric-pressure plasmas or 
low-pressure plasmas containing oxygen exhibits high 
hydrophilicity of the surfaces of its internal pores. In 
addition, we will also show that a medium treated by an 
atmospheric-pressure plasma can enhance cell 
proliferation if it is used for cell culture.  

 
2. Experiments 

Figure 1 shows a schematic diagram and a 
photograph of an atmospheric-pressure plasma system 
used in this study. The system is a dielectric barrier 
discharge (DBD) system and the electrodes are set 
outside a glass tube in which a He gas flows. The typical 
applied voltage used in this study was � 5kV with a 
sinusoidal wave form at a frequency in the range of 
20�30kHz. The plasma extends from the tip of the glass 
tube with a typical length of about 1cm.  

For material processing, we have also used a plasma 
that operates at a sub-atmospheric pressure. A schematic 
diagram of the system is shown in Fig. 2 [1]. In this 
system, typical gas pressure used in this study was 2.2 
kPa and the applied voltage was �1.5kV with a 
sinusoidal wave form at a frequency of 40 kHz.  

The material processed in this study is 
interconnected porous calcium hydroxyapatite 
(IP-CHA) with a porosity of 75% in volume, an average 
pore diameter of 150 �m and an average interpore 
connection window diameter of 40 �m.  

IP-CHA cylindrical tablets with a diameter of 5 mm 
and a length of 2 mm were placed in the discharge 
chamber. Figure 3 shows images of IP-CHA tablets 
obtained from high-resolution X-ray computed 
tomography (micro-CT) with and without plasma 
treatment. Here a drop of water with a contrast agent 
was placed on a surface of each IP-CHA tablet.  It is 
seen that, after 10 min plasma treatment, the dropped 
water fills almost all pores inside the tablet, which 
indicates the increase of hydrophilicity of inner pore 
surfaces.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) 

(b) 

Fig.1 : A schematic diagram of a He-based plasma 
jet system used in this experiments (a) and a 
photograph of the plasma (b). 
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We have also examined effects of 

atmospheric-pressure plasma application to cell 
proliferation. The rate of enhanced cell proliferation is 
considered to be associated with the quantity of reactive 
oxygen/nitrogen species (ROS/RNS) generated in the 
medium by plasma application. Figure 4 shows the 
amount of peroxide radicals generated by plasma 
application obtained from d-ROMs (derivatives of 
reactive oxygen metabolites) test [5]. In this experiment, 
we applied atmospheric-pressure plasma jets generated 
by the system shown in Fig. 1 to 100 �l of DMEM

Dulbecco s modified Eagle's medium for the period 
(i.e., plasma exposure time) indicated by the horizontal 
axis of Fig. 5. The vertical axis indicates the density of 
peroxide radicals measured in the units of U. CARR 
(Carratelli units), where 1 U. CARR means the density 
of peroxide radicals (R-OOH) equivalent of that of 

0.08mg/100ml of H2O2. Although the data are not shown 
here, we have confirmed that the rate of enhanced cell 
proliferations by application of atmospheric-pressure 
plasma jets is correlated with the production of peroxide 
radicals in the medium.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In summary, we have examined effects of plasma 

irradiation on artificial bones for surface treatment and 
living cells for cell proliferation. It has been confirmed 
that either atmospheric-pressure or low-pressure plasma 
treatment of IP-CHA improves its hydrophilicity 
significantly. Although the data are not shown here, our 
preliminary study has indicated that the same treatment 
of IP-CHA also improves both osteoconduction and 
osteoinduction. It has been also confirmed that a plasma 
treated medium for cell culture can enhance cell 
proliferation. 
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Fig. 2: A schematic diagram of a 
low-pressure discharge system used in this 
study [1]. 

Fig. 3: The micro-CT images of an IP-CHA 
tablet after 10 min plasma treatment (the 
horizontal cross section at the mid plane of the 
tablet: left, and the vertical cross section at the 
center axis: lower right) and one without 
treatment (control, the side cross section: upper 
right). A drop of water containing a contrast 
agent is placed on the top surface of each tablet. 
The white color indicates the location of 
hydroxyapatite (HA), gray the location of water 
(i.e., water filled pores), and dark the location of 
empty space (unfilled pores). It is seen that, with 
plasma treatment, most pores are filled with 
added water, indicating the increase of 
hydrophilicity of inner pore surfaces. 

Fig. 4: The amount of peroxide radicals 
generated in 100�l DMEM by application 
of atmospheric-pressure plasma jets from 
the system shown in Fig. 1.  
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ABSTRACT 

The design of biocompatible 2D and 3D nano/micro topographies has a variety of potential applications in medical devices. We have 
reported that biocompatible 2D surface using poly(2-methoxyethyl acrylate) (PMEA) and honeycomb-patterned 3D films with 
regular interconnected pores that is formed by self-organization. The 3D films exerted a strong influence on cell morphology, 
proliferation, cytoskeleton, focal adhesion, and ECM production profiles. Growth of cancer cells on 3D films was lesser than that of 
cells on control flat films. Our results suggest that the topography in contact with cancer cells has a potential anticancer effect. 

1. Introduction 
The ability of surfaces to control cell adhesion is of 

crucial importance in biotechnology and biomedical 
applications. Many attempts to modify surfaces have 
been made in order to avoid the activation of the body’s 
defense mechanisms through exposure of cells to 
foreign materials. It has been pointed out that 
biocompatibility depends on the various 
physicochemical properties of the material surface, e.g., 
surface charge, wettability, surface free energy, 
topography or roughness, stiffness, and the presence of 
specific chemical groups on the surface [1]. 

2D and three-dimensional (3D) porous scaffolds 
fabricated from biodegradable polymers have been 
widely used as temporary extracellular matrices; these 
play critical roles in tissue engineering. The 3D 
scaffolds of appropriate pore sizes and porosities with 
interconnected pores facilitate cell adhesion, 
proliferation, differentiationand eventual tissue 
regeneration in a natural manner. 

Inspired by the organization of biological structures, 
we expected that the self-organization of organic and 
inorganic components into hierarchical and 
sophisticated structures would offer an alternative to the 
conventional nanofabrication and microfabrication 
techniques. The self-organization technique requires 
ambient physiological conditions, in contrast to the 
harsh conditions required by the typical fabrication 
techniques. This technique can be applied to polymer 
fabrication for cell culture scaffolds because of its 
physical generality. We have found that regular 
structures are formed during the casting of 
biodegradable and biocompatible polymer solutions on 
solid surfaces; for example, self-organized 
honeycomb-patterned films (honeycomb films) with 
highly regular porous structures can be prepared under 
humid casting conditions [2]. Here, we examined the 
growth of human normal and cancer cells cultured on 
the 3D films. 
 
2. Method 

3D honeycomb film from poly(�-caprolactone) 
(PCL) was prepared on a glass substrate by employing a 
previously described method [2]. The flat film was 
prepared by a spin coater in dry condition. All the cell 

lines were grown on tissue culture (TC) dishes and PCL 
films. We performed the WST-8 assay, a colorimetric 
assay that counts viable cells. DNA synthesis was 
measured by 5-bromo-2-deoxyuridine (BrdU) 
incorporation into cellular DNA. As for cancer cells, cell 
apoptosis was measured by the following two methods. 
For early-phase apoptosis, caspase-3 and caspase-7 
activities were measured by a luminescence assay using 
the Caspase-Glo 3/7 kit. For late-phaseapoptosis, 
fragmentation of nuclear DNA was evaluated by 
terminal deoxynucleotidyl transferase dUTP–biotin nick 
end labelling.  

 
3. Results and Discussion 

Most tissue-derived cells are anchorage dependent 
and require attachment to a solid surface for viability 
and growth. Therefore, the initial events that occur when 
a cell approaches a surface are of fundamental interest. 
In tissue engineering, cell adhesion to a surface is 
critical because adhesion precedes other events, such as 
cell spreading, cell migration, and differentiated cell 
functions. 

We have found that honeycomb-patterned 3D films 
with regular interconnected pores (Fig. 1) that is formed 
by self-organization. The highly regular porous 
structures can be prepared under humid casting 
conditions. The condensation of water from the air 
occurred due to evaporation cooling when a 
water-immiscible solvent was used. The self-packed and 
monodispersed water droplets formed on the solution 
surface acted as a temporary template of the pores. 

 

Honeycomb film

50 µm 

+

Endothelial cells
Hepatocyte
Cardiac myocytes
Neural stem cells

etc.

Higher cell viability
Higher cell growth
Higher cell functions
Control of cell 
differentiation 

Normal cells

+ Human    
cancer cells

Cancer cells
Inhibited cell 
growth and cell 
motility�Growth factor free

�Biodegradable polymer 
approved by FDA

 
Fig. 1 Cell behavior on the 3D honeycomb films. 

        Cell morphologies and specific functions were 
       greatly influenced by topography of the film. 



－ 680 － － 681 －

 

The tilted and side-view images of the honeycomb film 
are two hexagonal lattices connected vertically by 
columns at the vertex of hexagons . By investigating 
their influence on the cell morphologies, proliferation, 
and functions, we were able to use them in a range of 
tissue engineering strategies. The 3D films exerted a 
strong influence on cell morphology, proliferation, 
cytoskeleton, focal adhesion, and ECM production 
profiles (Fig. 2). 
 

10 �m10 �m
 

 
Fig. 2  Enhanced matrix mineralisation by osteoblasts 

on honeycomb films (Day 28). Quantification 
of bone formation reveals that the honeycomb 
films support greater production of matrix 
compared to flat control. 

 
Growth of cancer cells on honeycomb films was 

lesser than that of cells on control flat films. In 27 of 58 
cell lines, more than 50% inhibition was observed. Cell 
growth on honeycomb films was not enhanced for any 
of the cell lines. We attempted to identify the 
mechanisms underlying the inhibition of cancer cell 
growth by honeycomb films. One possible mechanism 
involves the induction of apoptosis by honeycomb films. 
We first determined the activities of caspase-3 and 
caspase-7, the essential mediators of early-phase 
apoptosis. Both A549 and GB-d1 cells exhibited 
approximately equal levels of caspase-3 and caspase-7 
activities on TC plates, flat films and honeycomb films 
(Fig. 3). Caspase-3/7 activity and TUNEL assays 
revealed that inhibited growth was not due to apoptosis. 

SA-�-galactosidase assay showed that honeycomb 
films did not induce cell senescence although SEM 
revealed enlarged and flattened cells, similar to 
senescent cells, on the honeycomb films. The cells 
attached to the honeycomb films were relatively 
resistant to detachment by trypsin treatment as 
compared to those attached to flat films. Such cells that 
did not detach easily showed lower expression of cyclin 
D1 and higher expression of retinoblastoma protein than 
did the easily detachable ones. Our results suggest that 
the topography of the honeycomb film in contact with 
cancer cells has a potential anticancer effect. Although 
we have no clear evidence to elucidate the reasons for 
which the cells adhering to the honeycomb films 
showed lowered growth, we suggest the following 
possibilities. Some cancer cells infiltrated into the pores 
of honeycomb films and were trapped, and they may  

 
 
Fig 3. Growth inhibition (a) and Caspase3/7 activity (b) 

of cancer cells (A549 and GBd-1). TC: Tissue 
culture plate, Flat: Flat film, HC: 
Honeycomb-patterned film, Camp: Anti-cancer 
drug. 

�
have suffered mechanical stress and/or did not have 
enough space for proliferation. Focal adhesions are 
known to function as mechanosensors that probe the 
physical properties of the cell environment. Changes in 
physical properties such as hardness and contractility are 
thought to have occurred in parts of the honeycomb 
films. Out-side-in signal through such abnormal focal 
contacts may have induced negative regulatory effects 
on cell proliferation. In our next study, we will attempt 
to uncover the molecular mechanisms underlying the 
growth inhibition by honeycomb films, including the 
above-mentioned possibilities. It should be also noted 
that adsorbed proteins from serum and water structures 

[2] may affect cancer cell behaviour. Experiments 
addressing this possibility are now in progress. 
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ABSTRACT 
Different types of mechanical loadings had been applied to chondrocytes being cultured in agarose constructs and their effects on the 
cartilaginous tissue formation were examined. Mechanical loadings applied in this study were simple compressive loading, biaxial
loading consisting of compression and shear and traction loading on the surface of constructs. All mechanical loadings were applied 
in a cyclic manner at 1 Hz. Results indicated that all mechanical loadings had certain effects on the biosynthesis of extracellular and 
enhanced the development of compressive stiffness of the chondrocyte-agarose construct. 

1. Introduction 
Mechanical stresses and strains exerted in articular 

cartilage by daily joint movements can stimulate the 
metabolism of chondrocytes; cells embedded in the 
cartilage, and play an important role to sustain the health 
and homeostasis of the cartilage tissue. The upregulative 
effects of the cyclic compression and the hydrostatic 
pressure on the chondrocytes biosynthesis of 
extracellular matrix (ECM) have been studied 
extensively and utilized in the cartilage tissue 
engineering. By contrast, the knowledge about the effect 
of traction loading acting on the cartilage surface is 
quite limited. During normal activities, articular 
cartilage of the major load bearing joints is subjected to 
certain traction force caused by the surface friction and 
it can exert reciprocating shear strains of approximately 
5% in the cartilage tissue. These dynamic shear strains 
may have some effects on the chondrocytes biosynthesis 
of ECM molecules. 

In this study, three different mechanical loadings, 
simple uniaxial compressive loading, biaxial loading 
consisting of compression and shear and traction loading 
on the tissue surface were applied to chondrocytes being 
cultured in agarose constructs. Then, the cartilaginous 
tissue formation in the cultured construct and resultant 
mechanical stiffness were compared after three weeks 
culture. 

2. Method 
The chondrocyte-agarose construct is a 

well-established three dimensional culture system for 
isolated chondrocytes and has been employed as an 
experimental model in the cartilage tissue engineering 
context [1]. In this study, chondrocytes were isolated 
from the metacarpal-phalangeal joint of steers using a 
sequential enzyme digestion process [1]. Subsequently, 
isolated chondrocytes were seeded in 1% low gelling 
temperature agarose (Sigma type VII) gel with an initial 
cell density of 1 x 107 cells/ml and cultured in 
Dulbecco’s modified eagle medium (DMEM)
supplemented with 20 vol% fetal bovine serum (FBS). 

In our first experiment, cylindrically 
chondrocyte-agarose constructs with a diameter of 4 mm 
and a height of 2.5 mm were used as test specimens. 
Uniaxial compressive loading and biaxial loading 

consisting of compression and shear were applied to 
specimens, respectively, by using a custom-made biaxial 
loading system installed in an incubator. A schematic 
drawing of the loading system is shown in Fig. 1. The 
system has two PC-controlled liner actuators by which 
the two dimensional movement of a loading plate was 
precisely controlled. Both mechanical loadings were 
applied in cyclic manner at 1 Hz for 6 hours a day. The 
strain amplitude of compression was varied from 10 to 
15 % while the shear strain amplitude was fixed to 5 % 
of the specimen height. 

Fig. 1 Schematic drawing of biaxial loading system. 

After three weeks culture, the tangent modulus of the 
cultured constructs was measured by an unconfined 
compression test. The glycosaminoglycan (GAG) 
content of cultured constructs and collected culture 
medium was also evaluated by using dimethylmethylene 
blue (DMMB) assay to examine the effect of applied 
mechanical loadings on the biosynthesis of ECM 
molecules. Finally, elaborated type II collagen and 
keratin sulfate molecules were stained by 
immunofluorescent method and the development of 
cartilaginous tissue structure in constructs was examined 
by confocal laser scanning microscopy (CLSM). 

In the second experiment, the traction loading was 
applied to the surface of chondrocyte-agarose constructs 
by plastic rollers in the rolling-sliding loading system. 
The configuration of the loading system used in this 
experiment was shown in Fig. 2. After the specimen 
setup, plastic rollers with silicone rubber surface layer 
were brought into contact with the upper surface of 
constructs in culture dishes by a liner actuator. 
Subsequently the horizontal movement of culture dishes 
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and the rotation of rollers were exerted by AC-servo 
system in a coordinated manner to apply rolling-sliding 
motion with a defined sliding ratio between construct 
surfaces and plastic rollers. 

Culture dishes were reciprocated at 1 Hz for 12 hour 
during three weeks culture. After that, the construct was 
sliced perpendicular to the sliding direction and the 
cross-section was observed by CLSM to examine effects 
of the reversed traction loading on the morphological 
characteristics of the elaborated cartilaginous tissue. 

Fig. 2 Configulation of rolling-sliding loading system 

3. Results and Discussion 
The tangent modulus of chondrocyte-agarose 

constructs cultured under mechanical loadings is 
compared with that of control specimens, which were 
culture under same conditions without mechanical 
loading, in Fig. 3. The effect of cyclic compressions was 
depended on the strain amplitude. 15% compression had 
clear effect to increase tangent modulus of cultured 
constructs, although effect of 10% compression was 
quite limited. The effect of biaxial loadings was also 
strain amplitude dependent. The tangent modulus of 
loaded constructs became higher than that of control by 
applying the biaxial loading consisting of 10% 
compression and 5% shear. In contrast, the above 
mentioned upregulative effect of 15% compression was 
countered by the effect of 5% shear strain and the 
tangent modulus of loaded constructs became almost 
same as that of control. 

The comparison of the total GAG synthesis, which is 
the total amount of GAG accumulated in the construct 
and released into culture medium, between the uniaxial 
loading and biaxial loading is shown in Fig. 4. All 
values in this figure were normalized with the average 
GAG synthesis of control specimens. The difference 
among three groups was not clear and all values became 
almost 1 at day 22. It means that 5% shear strain 
combined with 10% compression had little effect on the 
GAG biosynthesis. However, the enhanced development 
of collagen fiber network was recognized in constructs 
cultured with 5% shear and 10% compression by CLSM 
observation. The biaxial loading with appropriate 
compressive amplitude might uplegurate the elaboration 
of collagen fiver network and subsequently improved 
the compressive stiffness of cultured constructs. 
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Cross-sectional CLSM images of constructs cultured 
under the traction loading with 50% sliding ratio were 
shown in Fig. 5. Well-developed collagen fiber network 
was covered with keratin sulfate rich layer in the upper 
surface region where the traction loading was applied. 
Therefore, the traction loading might also stimulate the 
collagen and GAG biosynthesis. However, the extent of 
upregulation was limited around the articulating surface 
and consequently unique anisotropic tissue structure was 
formed in the construct. 

(a) Type II collagen (b) Keratan sulfate 
Fig. 5 CLSM image of fluorescently-stained type II 
collagen and keratin sulfate elaborated in construct. 
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Abstract 
Spatial shear stress gradient (SSG) suppresses the polarity and elongation of endothelial cells (ECs) in response to fluid shear 
stress (SS). However, the mechanisms about how ECs response to SSG remain to be elucidated. In this study, we explored the 
relationship between EC morphological changes under SSG and extracellular signal-regulated kinase (ERK). The results showed 
that ERK-inhibited ECs oriented and elongated under SS with SSG conditions, whereas non-inhibited ECs did not show 
morphological responses. This suggests that ERK could play a crucial role in EC morphological response to SSG. 
 
1. Introduction 

Endothelial cells (ECs) are known to change their 
morphology and functions to adapt to mechanical 
environments, such as fluid shear stress (SS) due to 
blood flow. A lot of research groups have investigated 
the morphological changes of ECs to SS stimulation. 
Recently, in addition, a few research groups have 
explored the relationship between spatial shear stress 
gradient (SSG) and EC responses [1, 2]. Sakamoto et 
al. used a novel designed T-shape flow chamber to 
quantitatively apply a variety of different 
combinations of SS and SSG to ECs and observed ECs 
morphological changes [2]. The results showed that 
after 24 hours of flow-exposure, ECs exposed to SS 
with SSG did not exhibit favored orientation and 
elongation unlike ECs exposed to SS without SSG. 
This result suggested that not only SS but also SSG 
could affect EC morphological responses to flow 
conditions. However, it still remains quite unclear 
about the mechanisms in EC morphological change 
under SS with SSG. 

It was shown that SSG also suppressed the 
formation of bundles of actin filament stress fibers, 
which is normally observed in ECs exposed to SS 
without SSG [2]. Activation of extracellular 
signal-regulated kinase (ERK) is known to play a 
crucial role in many cell functions, and is reported to 
suppress the activation of a Rho family small GTPase 
RhoA [3, 4], which stimulates stress fiber formation in 
ECs under SS without SSG [5]. Therefore, to explore 
the mechanisms of ECs morphological response to 
SSG, we inhibited the activation of ERK in ECs to 
examine the role of ERK in EC morphological 
response to SSG. 

 
2. Methods 
2.1 Flow-exposure experiment 

Human umbilical vein endothelial cells (HUVECs) 
were exposed to a defined-steady flow in a flow loop 
constructed by connecting a pulse damper, flow 
chambers, a reservoir, and a roller pump with silicone 
tubes. A T-shape flow chamber, which can create the 

conditions of SS with SSG, was used in the present 
experiment (Fig. 1) [2]. Parallel plate flow chambers 
were also used to create the conditions of SS without 
SSG. HUVECs were exposed to two conditions, SS of 
2 Pa without SSG, and SS of 2 Pa with SSG of 8 
Pa/mm, for 24 hours. 

 
2.2 Fluorescence staining 

PD98059, a specific inhibitor to ERK activation 
[6], was used in the flow-exposure experiment to 
inhibit ERK activity in HUVECs. Immediately after 
24 hours of flow-exposure experiment, an intercellular 
junction molecule, VE-cadherin, was immunostained 
to evaluate cell morphology. Actin filaments in ECs 
were also stained to observe the actin filament 
formation. After staining, fluorescent images of 
HUVECs were obtained with the confocal 
fluorescence microscope (Olympus).  

 
2.3 Morphological analysis 

The outlines of HUVECs in fluorescent images 
were manually traced and then fitted to an ellipsoid 
with ImageJ (National Institutes of Health). The angle 
between the major axis of the ellipsoid and the 
direction of flow was defined as the orientation angle 
of HUVECs. HUVECs with the orientation angle of 0 
to 30 degree were defined to orient to the direction of 
flow. 

 
 
 

 
 
 
 
 
 
 
 
 
 
Fig. 1 FEM model of T-shaped flow chamber. 
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3. Results and discussion 
Figure 2 shows the percentage of HUVECs 

oriented to the direction of flow after flow-exposure 
experiment. After 24 hours of flow exposure to SS of 
2 Pa without SSG, both non-inhibited and 
ERK-inhibited cells oriented to the direction of flow. 
However, after 24 hours of flow exposure to SS of 2 
Pa with SSG of 8 Pa/mm, ERK-inhibited HUVECs 
oriented to the direction of flow, while non-inhibited 
cells did not show favored orientation. This difference 
suggests that ERK could play an important role in EC 
morphological changes by SSG. 

The formation of actin filaments in ECs was 
shown in Fig.3. After 24 hours of flow exposure to SS 
of 2 Pa without SSG, the formation and alignment of 
actin filaments were both observed in non-inhibited 
and ERK-inhibited HUVECs. After 24 hours of flow 
exposure to SS of 2 Pa with SSG of 8 Pa/mm, actin 
filament formation was suppressed in non-inhibited 
HUVECs, while the formation and alignment of actin 
filaments were still observed in ERK-inhibited 
HUVECs. This result suggests that the activation of 
ERK decreases the actin filament formation in ECs, 
and finally suppresses EC morphological changes 
under conditions of SS with SSG.  

To explore whether ERK suppresses actin filament 
formation in ECs through suppression the activation of 
RhoA, it is necessary to investigate the activation of 
RhoA under SSG conditions in the future. The 
relationship between SSG and ERK activation also 
remains unknown. It is suggested that SSG causes 
tensile forces between neighboring cells [7]. Ueki et al. 
have reported that applying tensile forces to 
intercellular junctions caused recruitment and 
activation of Src homology 2-containing tyrosine 
phosphatase-2 (SHP-2) [8], which is thought to be 
important for the activation of ERK in ECs [9]. 

 
4. Conclusion  

In the present study, we inhibited ERK activation 
in HUVECs and observed morphological response to 
the conditions of SS with and without SSG. The result 
suggests that ERK could play a crucial role in EC 
morphological response to SSG. 
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Fig. 2 Percentage of HUVECs oriented to the direction 
of flow after 24 hours of flow exposure to SS of 2 Pa 
without SSG, or SS of 2 Pa with SSG of 8 Pa/mm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3 Representative fluorescent images of actin 
filaments in HUVECs after 24 hours to flow exposure 
under SS of 2 Pa without SSG, or SS of 2 Pa with SSG 
of 8 Pa/mm. Bar = 50 �m. 
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ABSTRACT 
Ambient gas plasma is a promising technology in various areas of biology medicine. Wound healing is one such application. Recent
in vivo study by one of the authors showed that gas plasmas significantly reduce bacterial load in treated wounds. Here, we 
hypothesize that the reduction of the bacteria is a key factor of plasma-assisted wound healing and develop a numerical model to
investigate a possible mechanisms of enhancement of wound healing by gas plasmas. 

1. Introduction 
Ambient gas plasma is a promising technology in 

various areas of biology medicine, including infection 
control, hand hygiene, cavity prevention, and cancer 
treatment. Chronic wounds represent a substantial public 
health problem around the world. In the United States 
alone, $2.8 billion is spent annually to treat an estimated 
3 to 5 million chronic wounds. (1) Basically wound 
healing consists of three different stages: inflammatory 
phase (~48 hours), proliferative phase (2-10 days), and 
remodeling phase (~1 year). The inflammatory phase is 
the initial response of our body to stop bleeding and 
remove debris from wound site. In the second phase, 
blood vessels are deposited and collagen is deposited 
from fibroblast cells. Then tissue is reorganized and 
rearranged. Apoptosis is an important factor to 
eliminate/minimize scar on skin in the final stage. 
However, the fundamental mechanisms in system or 
cellular level of wound healing are only poorly 
understood. 

Recent reports by other groups showed that ambient 
gas plasma stimulates apoptosis (2) and proliferation (3) of 
cells on culture plates in vitro. These are encouraging 
results. Most recently one of our authors have treated 
~30 patients using ambient gas plasmas and found a 
highly significant reduction of bacterial load in treated 
wounds. (4) Based on the in vivo study, we hypothesize 
that reduction of bacterial load is a key factor of the 
plasma-assisted wound healing process. We are 
developing a numerical model to demonstrate it.  

2. Review of numerical model for wound healing 
Mechanochemical models of wound healing include 

the early work by Murray (5), Tranquillo and Murray (6),
and Olsen (7). These models consider the connection of 
cells to the extra cellular matrix (ECM) and are thus 
relevant for deeper, dermal wounds. They are typically 
applied to acute (normal) wounds that heals by 
contraction. In addition to the 1995 paper, Olsen also 
developed a two-species model of wound healing 
angiogenesis in one and two dimensions, including 
endothelial cells and extracellular matrix (8). Schugart (9)

developed a model of acute wound healing angiogenesis 
that accounts for interactions between capillary tips, 
blood vessels, oxygen, inflammatory cells, 

chemoattractant, fibroblasts, and ECM during the acute 
healing process. More recently, Flegg extended the 
Schugart’s model to chronic wound healing. (10) Our 
model described below is based on Flegg’s model and 
Schugart’s model. 

3. Model description 
The governing equation consists of the following 

five PDEs. 
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c is oxygen concentration, a is growth factor for 
capillary tips and fibroblasts, b is blood vessels, f is 
fibroblasts, and e is ECM. ki (i=1-23) represents various 
coefficients and Di (i=c, a, b, f, e) is diffusion 
coefficients. 

In our model, we assume that after successive plasma 
treatment certain amount of bacteria is killed. The 
reduction of bacteria increases oxygen concentration in 
cells because bacteria consume a certain amount of 
oxygen at wound site. The bacterial load of the wound 
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will be a logistic growth function. Each treatment will 
reduce the current “population” by a certain fraction or 
to a certain level. After the treatment the bacteria will 
grow back until they reach the carrying capacity. 

Figure 1 shows the load of bacteria in wound after 
several plasma treatments. A significant reduction of 
bacterial load was observed in a few days. This will 
contribute to enhance the healing of wound. 

4. Concluding remarks 
We are developing mathematical models to 

investigate the primary roles of gas plasmas in chronic 
wound healing process. Experimental approach on 
wound healing often involves in vitro and animal studies. 
Those are expensive, time-consuming, and technically 
difficult to obtain statistically significant results. We 
think numerical model is capable of providing deeper 
insight into the wound healing process and has potential 
to develop a powerful tool to predict and optimize the 
plasma-assisted wound healing. In the presentation, we 
will show our preliminary simulation results and discuss 
our hypothesis in detail. 
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ABSTRACT 

Cell migration plays an important role in many physiological and pathological processes such as morphogenesis, wound healing, and 

tumor metastasis. Although the majority of such events occur with cells moving as a group, called collective cell migration, the 

mechanism of collective cell migrations has not been well understood. It is thus important to know how moving cells generate forces 

at single cell level. The present study performs traction force measurement on migrating mouse NIH 3T3 fibroblasts by using a 

newly developed migration assay device to clarify the mechanism of collective cell migration. 

 
1. Introduction 

Cell migration is known to play an important role in 

a number of physiological events in living body such as 

morphogenesis, wound healing, and tumor metastasis. In 

the majority of such events, cells move as a group, 

called collective cell migration. Compared to a single 

cell migration, the mechanism of collective cell 

migrations has not been understood well and attempts 

have been made in simple experimental setups 

exemplified by “wound healing” assay [1, 2]. However, 

this technique is vulnerable to artefacts associated to the 

creation of the wound. To overcome such limitations, 

Doran et al. [3] have proposed a new experimental 

device using MEMS techniques. A significant advantage 

of the device was the ability to maintain an intact 

surface prior to the commencement of the analysis of 

collective cell migration.  

MEMS techniques have also been employed to 

measure cellular behaviours at micro- and nano-scales 

and manipulate local cellular environment. One of such 

application is an array of micropillars [4]. By changing 

the dimensions of micropillars and/or the coating of the 

top of pillars, mechanical and biological local cellular 

environment can be fine-tuned. It is well known that 

mechanical and biological interactions between cells and 

their extracellular environment via focal adhesions 

regulate cell behaviours. For mechanical interaction, 

stiffness of cell attaching substrate modulates 

differentiation lineages of stem cells. For biological 

interaction, types of extracellular matrix protein regulate 

forces that cells generate to substrates, known as cell 

traction forces. Thus, the presence of these “outside-in” 

signaling pathways indicates that our understanding of 

collective cell migration can be enhanced by appropriate 

conditionings of extracellular environment both 

mechanically and biologically in experimental settings.  

The purpose of the present study is to clarify the 

mechanism of collective cell migration at single cell 

level. To do this, we adopted the micropillar technology 

and integrated the micropillar arrays into a novel 

multichannel device [3]. With such novel experimental 

setup, traction force distribution within a cell 

collectivity was evaluated, which may reflect positional 

differences in mechanical roles of individual cells in 

collective cell migration. 

 

2. Materials and Method 
2.1 Specimen  

Mouse NIH 3T3 fibroblasts were cultured in DMEM 

(Gibco, USA) supplemented with 10% of FBS (Gibco) 

(DMEM + 10%FBS) at 37°C/5% CO2 and used for 

experiments described below. 

2.2 Micropillar-integrated multichannel device 
A PDMS-made cell migration device was designed 

based on a device previously reported [3] and fabricated 

by standard photolithography and soft-lithography [4]. 

The current device consists of a reservoir (15.5 mm x 

16.8 mm) with a flat surface for establishing a confluent 

cell monolayer, attached with microchannels for cell 

migration (Fig. 1). Each set of six microchannels 

branching off the reservoir converges at a single syringe 

port. Of six channels, four channels have arrays of 

micropillars (2 - 3 �m in diameter, 6.5 �m in height) at 

the bottom surface for the measurement of cell traction 

forces during migration, whereas the remaining two 

channels have a flat surface and serve as reference 

channels. 

2.3 Cell migration assay/traction force microscopy  
As shown in Fig. 1, a suspension of NIH 3T3 cells at 

a concentration of 5 x 10
5
 cells/mL in DMEM + 

10%FBS was loaded to the reservoir from the open top, 

following the sealing of the top of microchannels with 

the thin PDMS film. Due to the surface tension at the 

interface between the reservoir and the microchannels, 

the medium did not enter the channels. The cells were 

incubated at 37°C/5% CO2 until a confluent monolayer 

was formed within the reservoir. 

At the day of experiment, the device containing a 

confluent cell monolayer was set on a microscope stage. 

Cell migration was initiated when microchannels were 

backfilled with the medium from the syringe port. A set 

of microscopic images of the top of micropillars 

including cells and the bottom of the same micropillars 

was obtained every 10 minutes with a x 10 objective 

lens attached to an inverted microscope (IX81, Olympus, 

Japan). 

To determine traction forces for individual cells in a 

monolayer that demonstrated a collective migration,  
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each individual cells was identified from microscopic 

images. Cellular traction forces were calculated from the 

deflection of micropillars and the spring constant of 

micropillars through an image analysis with ImageJ 

(NIH) using the Hooke’s law. 

 

3. Results and Discussion 
After the onset of cell migration experiment, the 

cells migrated into microchannels with both flat surface 

and micropillar substrates throughout a 26 hours 

experimental period. Traction force microscopy was 

performed for the migrating cells (Fig. 2). In the 

analysis, cells on the moving front (leading cells) and 

those behind the leading cells (submarginal cells), 

particularly cells on the second and third rows, were 

chosen, as it was reported previously that cells within a 

certain distance from the moving front mainly 

committed to the forwarding movement of a cell 

collectivity [1]. It was observed that all the cells 

analysed generated traction forces but with different 

degrees. The leading cells generated traction forces over 

10 nN at their leading edges, directing the backward of 

the moving direction. Cells on the second row generated 

smaller magnitude of traction forces. Most of traction 

force vectors directed the backward as in the case of the 

leading cells. Further small magnitude of traction forces 

was observed in cells on the third row, and the directions 

of these forces were varied compared to those from the 

cell on the first and second rows. 

The present study demonstrated mechanical 

behaviour of cells within a moving collectivity at single  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

cell level using a newly fabricated device combining 

elastic micropillar and microchannel structure. Results 

obtained demonstrate that cells consisting of collective 

cell migration generate traction forces with different 

magnitudes and directions depending on their relative 

positions, possibly reflecting positional differences in 

mechanical roles within a moving cell group. In 

particular, a gradual increase in the magnitude of 

traction forces towards the moving front may suggest 

reductions in the degree of cell-cell mechanical 

connections. Because cells near the moving front need 

to move forward and tug the rest of the cells within the 

collectivity, these cells may need to loosen cell-cell 

interactions and actively migrate like single cells. It 

remains to study how cells recognize their relative 

positions to modulate cell-cell and cell-matrix 

interactions and how mechanical/biochemical signals 

are transmitted between cells to achieve such 

coordinated cellular behaviours. 
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Fig. 1 Experimental procedure. Cells were incubated until confluent within the reservoir. Microchannels were 

backfilled with culture medium, which initiates the migration of cells from the reservoir into the channels. 

Fig. 2 (a) Micrograph of cells migrating at 24 hours. Bar = 50 mm. (b) Magnified views of the rectangular region in 

(a), superimposed with traction forces (arrows) at 24, 25 and 26 hours. Bars = 20 mm. 
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ABSTRACT 

We aim at clarifying an effect of chemical species in a culture medium generated by exposure to a plasma flow on HeLa cell viability. 
When the cells were incubated in the treated culture medium, the cell survival ratio was decreased with the incubation time. The cells 
showed formation of blebs in their inactivation process and an addition of catalase detoxified plasma-treated culture medium. It was 
clarified that these effects were due to H2O2 generated by exposure to plasma because those trends such as survival ratio, 
morphological change and effects of catalase addition were close to that of H2O2-added culture medium. 

 
1. Introduction 

A plasma flow has been recently applied to plasma 
medicine since it is easily capable of generating 
chemically reactive species, light, heat, electric field, 
and shock wave [1,2]. A clinical test for treatment of 
chronic wounds [3,4], applying to tissue engineering 
[5,6], plasma inactivation for a low-temperature 
sterilization [7-8] and preventing nosocomial infection 
[9] have been reported as the outcome of researches in 
the plasma medicine field.  

Since cells/bacteria are generally covered with water, 
the plasma-water system is one of the key phenomena 
for understanding the biological response. Various kinds 
of chemical species, e.g., NO2, HNO3, O3 and OH, 
generated in air dissolve and transport in water quickly 
and decreased pH value [10, 11], and those chemical 
stimuli cause inactivation of bacteria [12]. However, the 
mechanism of biological response to plasma flow is still 

unclear due to its complexity against many stimuli 
generated.  

To identify the specific chemical species which has an 
inactivation effect on cell viability, we focused on the 
H2O2 among the other species generated by plasma.  

 
2. Method 

The HeLa cell (Institute of Development, Aging and 
Cancer, Tohoku University) was incubated with a 
regular culture medium which consists of Minimum 
Essential Medium with addition of 10% Fetal Bovine 
Serum and Penicillin-Streptomycin (Penicillin 100u/ml; 
streptomycin 100�g/ml). The procedure to measure the 
absorbance intensity which indicates the number of cells 
was shown in Fig. 1. All incubation were performed at 
37 ºC with CO2 5% for 24 hr. The time-lapse images of 
the HeLa cell were taken by an inverted microscope 
(Carl Zeiss, Axio Observer D1). The existence of 
reactive oxygen species (ROS) in the cells was verified 

Fig. 1 Experimental procedure 
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Fig. 2 Photograph of the culture medium exposing 
to the plasma flow. 

Fig. 3 Lissajous figure 
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using a fluorescence reagent (CM-H2DCFDA, 
Invitrogen). This is a cell-permeant indicator for ROS 
that becomes fluorescent after removal of the acetate 
groups by intracellular esterases and oxidation within 
the cell.  

Plasma flow was generated between a needle 
electrode and the surface of culture medium with a gap 
of 1.5 mm as shown in Figs. 1 and 2. The electrode is 
made of platinum, 0.3 mm in diameter. The culture 
medium of 1.0 ml in a microtube of 1.5 ml was set in a 
ground electrode. The voltage of +7.5 kV0p with 
frequency of 5 kHz and duty ratio of 4% was applied to 
the needle electrode for 210 s. The power consumption 
was 7.1 W calculated by using the Lissajous figure 
shown in Fig. 3. The H2O2 concentration was 304 µM in 
the plasma-treated culture medium when the exposure 
time is 210 s. 

 
3. Results and discussion 

Figure 4 shows the cell survival ratios in the case of 
plasma-treated and H2O2-added culture media in the 
presence of catalase of 19.6 unit/ml. After incubation for 
48 hr, the survival ratios with plasma-treated and 
H2O2-added media were 95% and 101%, respectively, 
though the survival ratios without catalase treatment 
declined to 0% after 120 min of incubation. These 
results implied that the cell death was prevented by the 
H2O2 reduction due to catalase. This result also implies 
that the other chemical species such as HNO2 and HNO3 
in the plasma-treated culture medium have little 
cytotoxic effect. Thus, H2O2 is indicated to play a 
central role in the cytotoxicity of the plasma-treated 
culture medium [13].  

When the cells were exposed to the regular culture 
medium, no fluorescence emission was observed as 
shown in Fig. 5. In the case of exposure to 
plasma-treated and H2O2-added culture media, green 
fluorescence was observed in most of the cells. In 
contrast, when catalase (Worthington), an enzyme for 
H2O2 reduction, was added to the culture media at a 
concentration of 19.6 unit/ml, no fluorescence emission 
was observed in any condition. These results obviously 
show that, among ROS, H2O2 was the one which 
permeated into the cells even in the case of 
plasma-treated medium [13]. 
 
4. Conclusions 

In this study, we have assessed the survival rate and 
morphological change of HeLa cells under incubation, 
and catalase-sensitive H2O2 permeation into the cells in 
plasma-treated and H2O2-added culture media. It was 
clarified that H2O2 is the inactivation factor of HeLa cell 
viability among chemical species generated by exposure 
to the plasma flow.  
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Fig. 5 Fluorescent observation of H2O2 permeation 
into the cells. The reagent is CM-H2DCFDA and the 
scale bar is 100 µm. 

Fig. 4 Cell survival ratios in the cases of 
plasma-treated and H2O2-added culture media with 
catalase. 
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ABSTRACT
The electrical properties of a thin film electrolyte prepared by PLD on a porous Ni-YSZ composite anode substrate were investigated 
by impedance spectroscopy using sputtered Ti/Au microelectrodes. Three impedance contributions with resistance values were 
successfully deconvoluted by modulus spectroscopy. The activation energies of the resistances are consistent with the analysis in 
which high frequency response is attributed to the GDC bulk and the middle frequency response to YSZ bulk response. The low 
frequency response which corresponds to most of the cell impedance is identified with an electronic transport through the GDC layer.

1. Introduction
Solid oxide fuel cell technology have many advantages 
to use as the alternative energy much higher energy 
efficiency with minimal pollutant emission comparing to
petroleum. YSZ is well known electrolyte of 
state-of-the-art SOFCs, however, such as structure 
changing or mechanical problems arise at high 
temperature (800-1000 ) operation. The ohmic loss 
can be decreased by the reduction of thickness of the 
YSZ electrolyte and/or the used of materials with higher 
ionic conductivity over YSZ. An intensive investigation
has been made on the development of
intermediate-temperature range of 500-800 SOFCs 
based on thin film electrolyte of doped ceria. In this 
work, for the characterization of the electrical properties
of thin films, impedance spectroscopy was used. 
Although it is a standard technique to distinguish 
the bulk response from other polarizations, the 
technique is not reliable for estimation of the 
electrolyte resistance of SOFCs, since the small 
resistance values and small bulk capacitance values 
associated are often inflicted by the lead wire 
resistance and inductance. The strategy is to apply 
the electrodes of a well-defined small area which 
would increase the measured electrolyte resistance 
values for better estimation and also avoid the short 
circuit by local defects such as pin holes.

2. Experimental
A 2 thick NiO–YSZ interlayer, 1 thick YSZ 

electrolyte and 200 thick GDC buffer were 
fabricated by using pulsed laser deposition (PLD) 
techniques on Ni-YSZ composite anode substrates
which was sintered at 1300°C of NiO-YSZ tape-casted
anodes (NiO:YSZ = 56:44 wt %). The excellent 
performance and the microstructural details have 
been recently reported [1,2]. A gold target and a 
titanium target were sputtered using a RF-magnetron 
sputtering system which the rf power during deposition 
each were 75 W and 200 W and the film thickness were 
500 and 100 , respectively in the high purity Ar 
gases which gas pressure was kept at 10-2 torr. The 
bottom side of the specimen was painted using a 

conducting silver paste and attached to sapphire plate.
Schematics of the microcontact impedance spectroscopy 
setup are shown in Fig. 1. Impedances are measured by 
contacting the microelectrodes with tungsten probe tips 
using micromanipulator arms under an optical 
microscope. AC impedance measurements were carried 
out at temperatures ranging from RT to 300°C in air
over a frequency range of 1MHz to 0.01Hz by using a 
frequency response analyzer (Novocontrol, Germany).

Fig. 1 Schematic setup for microcontact impedance 
spectroscopy using microelectrodes (up) and the

microelectrode array sputtered on GDC/YSZ thin film 
electrolyte by using a shadow mask. (down)

3. Results and Discussion
Fig. 1 shows the microelectrode arrays were

prepared by fixing the shadow mask on top of the 
GDC/YSZ thin film electrolyte. The electrode size 
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is different depending on the gap between the mask 
and sample. Fig. 2 shows the typical impedance 
spectra of the YSZ thin film at different 
temperatures. All the spectra were characterized by 
a big arc covered to a higher degree with increasing 
temperatures and lowered frequency limit. (The 
label shows the logarithm of the normalized 
frequency.) This can be attributed to the impedance 
elements with similar capacitance values but with 
much smaller resistance values in series to the 
major impedance elements.

Fig. 2 Impedance spectra at different substrate 
temperatures of YSZ thin film electrolyte cell.(inset : 

high temperature spectra) 

With both electronically conducting electrodes
on both sides the dc resistance of the present cells 
becomes very large. (Although Ni-YSZ cermet has
also ionic path in the fuel cell operation condition, 
for the measurement temperature range, the ionic
resistance is too large from the geometry.)

Fig. 3 Modulus spectrum with fitted solid line of the 
GDC/YSZ bi-layer thin film between microelectrode 

and the silver paste on heating table.

Modulus spectrum in Fig. 3 can distinguish these 
elements more clearly. A constant phase element in 
parallel to the resistance element with arc shape 
response or so-called Havriliak-Nagami 

elements[3] which can describe different frequency 
dispersion at the high and low frequency limit are 
used to estimate the resistance values and the time 
constants of three elements. In Fig. 4 the 
conductivity of GDC [4] and YSZ [5] from the 
literature is represented. The finite dc resistance 
would correspond to the electronic resistance of 
GDC and YSZ. Here again the electronic resistance 
of GDC is much smaller than that of YSZ. Upon
this consideration, three resistance elements exhibit 
the activation energy consistent with GDC bulk, 
YSZ bulk and GDC electronic [6] and the shape 
factors are estimated by the electrode size and the 
thickness of the electrolytes.
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Fig. 4 The conductivities of GDC/YSZ bi-layer thin film 
electrolyte as a function of temperature plotted in 

Arrhenius form.

4. Conclusion
The GDC/YSZ bi-layer thin film electrolyte on the 

porous Ni-YSZ anode supported cell of electrical 
properties were successfully deconvoluted by using
modulus spectroscopy. Each of the activation energy of 
GDC and YSZ thin layer and GDC electronic are 0.80 
eV, 1.04 eV and 0.70 eV, respectively. 
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ABSTRACT 

La1-xSrxCo1-yFeyO3-δ LSCF thin films were deposited on Ce0.9Gd0.1O1.95 (GDC) electrolytes by pulsed laser deposition. 
AC impedance and DC bias measurements were carried out at 773 973 K in O2-Ar gas atmospheres. The obtained 
impedance spectra consisted of ohmic resistance of the electrolyte and the electrode impedance, which was a parallel 
circuit of the electrode surface resistance and the chemical capacitance. Rate-determining step of oxygen reduction 
reaction on the LSCF film electrode was studied by analyzing the chemical capacitances. 

 
1. Introduction 
 The main goal of current research on solid oxide fuel 
cells is to improve the performance of solid oxide fuel 
cells(SOFC) operating at temperatures ranging from 
773K to 973K. These IT-SOFCs are expected to  
increase useful lifespan and reduce operation costs,  
making them more practical and commercially more 
attractive. Unfortunately, detrimental phenomena such 
as electrolyte ohmic losses and cathode polarization 
increase at lower temperatures[1]. In the SOFC systems, 
Energy conversion involves a variety of processes in 
tandem. such as electron transport and gas diffusion, 
vary little with temperature. Others, such as ion 
transport and oxidation and reduction reactions, are 
thermally activated and require significant changes to 
remain effective as temperature is decreased [6].Ion 
transport losses in the electrolyte can be reduced by 
reducing the thickness [1]. So, To solve these problems, 
one major goal in SOFC research is to understand the 
rate-determining step of the reaction of SOFC cathode.  

In the past studies, Adler et al. brought forth a 
mechanism for La0.6Sr0.4Co0.2Fe0.8O3-δ(LSCF) electrodes 
[2]. The authors assumed the charge transfer step at the 
electrode/electrolyte interface to be facile and oxygen 
surface exchange as well as solid-state diffusion to be   
rate-determining. There is still debate around the oxygen 
reduction mechanism at mixed ionic-electronic 
electrodes in the literature. The reaction mechanism did 
not involve any surface pathway. In contrast, Liu 
pointed out the importance of charge transfer at the 
electrode/electrolyte interface by measuring the 
equilibrium impedance of oxygen reduction at porous 
La0.7Sr0.3Co0.7Fe0.3O3-δ electrodes with various 
electrolyte materials [7].  

In our research group, La0.6Sr0.4CoO3-δ (LSC) dense 
thin film electrodes were used in order to simplify the 
reaction pathway [3,4]. With the LSC dense electrode, 
oxygen incorporation/extraction reaction takes place via 
bulk diffusion of oxide ion in the electrode. The 
effective oxygen potential in the electrode varies with 
the applied voltage, which gives rise to variation of 
oxygen vacancy concentration in the film. In 
electrochemical impedance measurements, it is detected 

as a large capacitance[4].  By analyzing the chemical 
capacitances in a nonstoichiometry thin film electrode, 
we can understand rate-determining step (rds) reaction 
and the limiting factor.  

So, in this study, La0.6Sr0.4Co0.2Fe0.8O3-δ LSCF6428
thin films were deposited on Ce0.9Gd0.1O1.95 (GDC) 
electrolytes by pulsed laser deposition (PLD). We will 
show that detailed information on the oxygen reduction 
reaction can be obtained from oxygen partial pressure 
and temperature and dc bias-dependent impedance 
measurement on LSCF6428 thin film electrode.  
2. Theory 
 From the past studies[4], we knew that when the 
electrode reaction is controlled by the surface process, 
oxygen potential in the electrode under small voltage 
perturbation, δE, would be as the solid line in 
Fig.3a(case A). On the contrary, if the bulk diffusion or 
the electrode/electrolyte boundary resistance were not 
negligible, oxygen potential profile would be as the 
dotted line(case B) or the dash-dottedline(case C) 
 

 
Fig.1 Oxygen potential profile around a dense mixed 
conductor electrode in three extreme cases of the rds: (case A): 
surface reaction, (case B): bulk diffusion, (case C): boundary 
ion transfer. (a) A small voltage perturbation δE is applied to 
the electrode. (b) Comparison between open circuit and dc 
biased situations giving the same effective oxygen potential, in 
case A [4].  

Because the change of oxygen nonstoichiometric in the 
electrode bulk, oxygen ions are incorporated or released, 
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due to the act to have the electrochemical capacity. So, 
chemical capacitance in the electrode as follows. 
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Where Vm is Molar volume of LSCF, and L is the film 
thickness of electrode. And E is an overvoltage 
corresponding to the effective oxygen potential in the 
electrode, as described as   
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From eqs.(3.1) and (3.2) leads to 
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The electrode area is not change, so, we use electrode 
volume V to rewritten L. From eqs.(3.4)and(3.3)leads to  
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3.  Experimental 
3.1 Electrochemical Cell Preparation 
 For evaluation of electrochemical reaction process, an 
electrochemical cell with an LSCF dense film electrode 
on a Ce0.9Gd0.1O1.95 (GDC) electrolyte substrate was 
prepared. The GDC substrate was prepared using 
powers of Ce0.9Gd0.1O1.95 (GDC), which were prepared 
by co-precipitation method. The GDC pellet was 
calcined at 800  for 5 hours, and pressed, sintered at 
1550  for 5 hours. The obtained the GDC substrate 
was 16.15 mm in diameter and 1.14 mm in thickness. 
The relative density was higher than 98%. The sample 
surface was polished with diamond paste before 
electrode films were deposited.  
 The LSCF dense film was formed by pulsed laser 
deposition (PLD) using Nd-YAG laser. The LSCF target 
was prepared using commercial La0.6Sr0.4Co0.2Fe0.8O3-δ 
powders which were prepared by citric acid method 
(AGC Seimi chemical Co.Ltd.). The LSCF powers were 
pressed into a mold and sintered at 1575K for the target 
preparation. Films were deposited at 1073 K in 1 Pa 
oxygen.  The laser energy and the deposition times of 
the film were 0.15W for 10 hours. After the PLD 
process, the samples were annealed in oxygen of 
1.01×105 Pa oxygen for 30 min in the PLD chamber 
before cooling.  
  
 
2.2 Electrochemical measurement 
 Electrochemical properties of the dense electrodes was 
investigated by the impedance spectroscopy in a single 
chamber by three-probe method at the temperature of 
773K~1073K and oxygen partial pressure 0.001bar 
~1bar. The electrode was measured with and without dc 
bias (-100~50mV). Electrochemical impedance spectra 

were measured by combination of potentio- 
galvanostat(2000)/frequency response analyser (FRA 
5095) between the working electrode and the reference 
electrode. 
 
4.  Results and Discussion 
4.1 Crystal phase and microstructure of LSCF dens film 
cathode  
 The X-ray diffraction patterns suggested that all the 
products consisting of single phase. They were showed 
at Figure 1. The crystal phase of was confirmed by  an 
X-ray diffractmeter (Mac Science M18X, CuKα 
radiation).The surface and cross section of dense film 
electrode was observed by a scanning electron 
microscopy (SEM, JSM – 7001F,JEOL) with EDX 
(Oxford Instruments). The thickness of film electrode 
was measured by EDX (SEM, JSM-7001F,JEOL). 
Figure 2(a) was SEM image of the surface of the LSCF 
film electrode. It was showed that dense film was 
successfully prepared on the GDC substrate. Figure 2(b) 
shows the thickness of film electrode by EDX analysis. 
The thickness was 700nm. 

 
Fig.2 X-ray diffraction pattern of LSCF 
 

 
Fig.3  (a) SEM image of the surface of the LSCF film 

electrode.(b) The thickness of film electrode by EDX analysis. 
 
4.2 Electrochemical property of LSCF dens film cathode 
and the cathodic reaction mechanism  

Fig.4 shows the typical impedance responses observed 
with a 700nm thick LSCF6428 thin film electrode at 
973K (a) under the various P(O2) conditions and (b) dc 
bias conditions in 0.001bar. Regardless of the P(O2) and 
dc bias, electrochemical impedance response of the 
electrode consisted of one large semi-circle. 
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Fig.4 Typical impedance response of La0.6Sr0.4Co0.2Fe0.8O3-δ 
dense thin electrode on Ce0.9Gd0.1O1.95 electrolyte (a) under 
various oxygen partial pressure (at 973K, around open circuit 
voltage) and (b) under dc bias (at 973K, in 0.001bar) . 
 
 And with increasing oxygen partial pressure, the 
semi-circles become smaller as shown in Fig.4(a). Also 
in Fig.4(b), the semi-circles decreased when the 
electrode was on the anodic polarization, and increased 
when the electrode was on the cathodic polarization. 
According to eq.(2.2), electrochemical overpotential by 
dc bias can be seen as the effective oxygen potential. 
Therefore, tendency of change in the semi-circles as a 
function of P(O2)eff in Fig.4(a) and (b) is similar each 
other.    Assuming an equivalent circuit consisting of 
a R-C parallel circuit due to the reaction at the electrode 
and the Ohmic resistance of electrolyte, made fittings. 
[3,4] The result was showed at Fig.5.  
In Fig.5, the capacitance measured under various 
oxygen partial pressures and dc biases. The solid 
symbols represent the capacitance measured in 
equilibrium with the gas phase, i.e. the overpotential is 
zero. The other data, which are represented as open 

symbols, were obtained under positive or negative dc 
biases. All the data with and without dc bias is aligned 
on one line. This means the surface reaction is the 
rate-determining step, just like case A in Fig.3.  
 

 
Fig.5 Chemical capacitance of  La0.6Sr0.4Co0.2Fe0.8O3-δ 
electrode on Ce0.9Gd0.1O1.95 electrolyte plotted as a function of 
the effective oxygen partial pressure. 
 
 

 

 
Fig.6 Oxygen nonstoichiometry of La0.6Sr0.4Co0.2Fe0.8O3-δas a 
function of the PO2 range of 0.001bar~1bar at 973K [5]. 

 
On the other hand, the capacitances are decreased with 

increasing P(O2)eff. Because the oxygen 
nonstoichiometry δ of LSCF6428 was also decreased 
with increasing P(O2).The change of oxygen 
nonstoichiometry in the electrode bulk, oxygen ions are 
incorporated or released, due to the act to have the 
electrochemical capacity. Also from P(O2) dependence 
of oxygen nonstoichiometry data for LSCF6428 as 
shown in Fig.6 [5], chemical capacitance Cchem can be 
estimated according to eq(2.5). Fig.8 shows the 
comparison of the Cchem obtained by electrochemical 
measurements with the Cchem from oxygen 
nonstoichiometry data. 

(a) 

(b) 
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Fig.7 Chemical capacitance of  La0.6Sr0.4Co0.2Fe0.8O3-δ 
electrode on Ce0.9Gd0.1O1.95 electrolyte plotted as a function of 
the effective oxygen partial pressure and OCV and theoretical. 
 
 In Fig.7, Obtained Cchem in this experiment is same 
with Cchem from oxygen nonstoichiometry data except 
high oxygen partial pressure conditions.  
 It is compared with reported in the literature for the 
chemical capacitance of La0.6Sr0.4CoO3-δ dense thin film 
electrode [4]. 
 

 
Fig.8 Chemical capacitance of La0.6Sr0.4CoO3-δ electrode on 
GDC electrolyte plotted as a function of the effective oxygen 
partial pressure [4]. 
 

Dotted lines in Fig.8 are the calculated value using the 
oxygen nonstoichiometry data. And solid lines are the 
experimental results. Both of LSCF and LSC electrode 
show that the calculated capacitance is in the same order 
of magnitude with the experimental results. However, in 
the high oxygen partial pressure, the experimental 
results and calculated results have large different. In 
La0.6Sr0.4CoO3-δ electrode, this might happen if there 
was significant voltage loss at the interface or inside the 
electrode. But in La0.6Sr0.4Co0.2Fe0.8O3-δ electrode, the 
experimental results are large than calculated ones. The 
possible reason is the size effect. This means the surface 
reaction is the rate-determining step, just like in Fig.1b, 
(ΔE=0). 

 
Fig.9 Interface conductivity with La0.6Sr0.4Co0.2Fe0.8O3-δ 
dense thin film electrode with and without applying dc bias 
in various oxygen partial pressure at 973K 
 
Fig.9 shows electrochemical conductivity both at 

equilibrium with gas phase and under dc polarization. 
First without dc bias, With increasing oxygen partial 
pressure, the interface conductivity become smaller. And 
changes in slope is 1/2. With dc bias, at the same 
effective oxygen partial pressure, in high equilibrium 
with gas phase, the interface conductivity is larger. And 
the capacitance were same as showed at Fig.5. So, it 
shows that at high oxygen partial pressure, the 
efficiency of SOFC is high, too. 
 

5.  Conclusions 
 It has been demonstrated that dense thin film 
microelectrodes of the mixed conducting material LSC 
on a GDC electrolyte can be employed as a well-defined 
model system to obtain mechanistic information on the 
oxygen reduction reaction at SOFC cathodes. An 
adapted version of an equivalent circuit derived in Ref. 
[4] has been shown to be an appropriate model for this 
experimental system. The interpretation of the 
experimentally observed impedance data according to 
the equivalent circuit has been validated by additional 
experimental results. Large capacitance was observed in 
impedance analysis, attributed to a chemical capacitance 
due to oxygen nonstoichiometry in the electrode film. 
The reaction rate is expected what controlled by the 
surface process about the oxygen reduction reaction of 
the LSCF6428 thin film electrode. 
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Abstract 

In this paper, a series of Nb doped SrCoO3-�-based perovskite-type mixed conductor materials were prepared by Pechini method 
and solid state reaction. The properties of Ba1-xSrxCo1-yNbyO3-� were systemically investigated.� The combination of thermal 
gravimetric analysis, XRD and the high-temperature chemical stability of these materials in different atmosphere were studied. The 
results show that the SrCoO3-�-based materials which B-site were partly substituted by a small amount of Nb had better 
electrochemical performance and better chemical structural stability than SrCoO3-� and Ba0.5Sr0.5Co0.8Fe0.2O3��. 

   
1. Introduction 
Solid oxide fuel cell (SOFC) is the most promising and 

efficient energy generation technologies that convert 
chemical energy directly into electrical energy with low 
or zero pollution. The major requirement for the 
commercialization of SOFCs is the development of 
novel low price cathode materials which are capable of 
providing better performance at lower temperatures 
(650–850oC). Among the numerous structures that 
exhibit mixed electronic and oxygen ionic conductivity 
at high temperature, perovskite has received most 
attentions due to their high �exibility in component, 
high mixed electronic–ionic conductivity and good 
phase stability. SrCoO3-� composite is one of these 
perovskite materials that represent a vital parent 
compound for the development of many functional 
materials. The structure of SrCoO3-� is transformed from 
orthorhombic ‘‘O’’ brownmillerite phase to the 
hexagonal ‘‘H’’ phase when the temperature is 653oC, 
and then become the cubic perovskite ‘‘C’’ phase above 
920oC, which is transformed again, by cooling, into the 
‘‘H’’ phase at 774oC.[1] The high-temperature SrCoO3-� 
phases with cubic 3C-like crystal structures are mixed 
ionic-electronic conductors (MIECs) with very high 
oxygen permeability values and the highest electronic 
and oxygen ionic conductivity[2]. However, the 
SrCoO3-� sample with 2H-like hexagonal structures 
undergoes phase transitions when the sample is heated 
in air. This phase transition causes abrupt changes in the 
expansion coefficient that would result in cracking 
problems during the cell operation [1]. Moreover the 
SrCoO3-� samples with 2H-like hexagonal structures at 
room temperature have shown to be almost non-oxygen 
permeable [3]. The stabilization of the SrCoO3-� cubic 
perovskite has been achieved by doping with several 
elements, up to now, both A-site and B-site doping has 
been tried [4-10]. Nagai et al. demonstrated that Nb is 
the most effective dopant among the others (M=Cr, Fe, 
Al, Ga, Ti, Zr, Sn, V and Nb) in SrCo0.9M0.1O3-� for 
improving its phase stability and also oxygen 
permeability [9, 11]. The maximum niobium doping 
concentration in SrCo1-yNbyO3-� (SCN) at the B-site to 
form a cubic perovskite phase of the oxide is around 20 
mol% [12].  
The SrCo0.8Fe0.2O3�� [13–15] and 

Ba1�xSrxCo0.8Fe0.2O3�� [16–18] which are mixed 

conductors with high oxygen permeability almost have 
been found among perovskites containing cobalt,  
however, have the large drawback of lower phase 
stability.� To keep the high oxygen permeability, the 
better strategy to develop cathode materials with good 
performance is to dope Nb to the B-site with the aim to 
improve their phase stability. The information about the 
effect of Nb doping on the properties of SrCoO3-�–based 
materials is important for optimizing the cathode 
materials of intermediate temperature solid oxide fuel 
cells (IT-SOFCs). Therefore, a systematical 
investigation into the properties, stabilities and the 
performance of B-site Nb-doped Ba1-xSrxCo1-yNbyO3-� 
will be presented in this study. 
2. Method 
2.1. Sample preparation 
The SrCo1-yNbyO3-��SCN�powder were synthesized by 

standard solid state methods. Stoichiometric amounts of 
commercial SrCO3 (99%), Nb2O5 (99%) and Co3O4 
(99%) were mixed fully according to the composition of 
SCN. The mixture was ground thoroughly using an 
agate pestle and mortar. The obtained precursors were 
then pressed into a disk and fired repeatedly at 1000, 
1100, and 1200oC for 10 h in air. Ba0.5Sr0.5Co0.8Fe0.2O3-� 
and Ba0.5Sr0.5Co0.9Nb0.1O3-� powders were prepared by 
Pechini method. A mixture of metal ion nitrate solutions 
of Ba2+, Sr2+, Co2+, Nb5+ and Fe3+ of known 
concentration, ethylene glycol and citric acid was heated 
to 473 K. The obtained polymeric precursor was 
calcined at 1073 K and sintered at 1273-1373 K to form 
single-phase perovskite powders. LSGM were used as 
electrolyte materials in this study. LSGM and NiO 
powders were synthesized using the glycine-nitrate 
combustion method [19]. 
2.2. Characterization 
The powder X-ray diffraction (XRD) data were 

collected using a Rigaku D/Max 2550V/PC X-ray 
diffractometer with CuK� radiation (�=1.5418 Å) of 
40 KV and 200 mA at room temperature by step 
scanning in the angle range 20°� 2�� 90° with 
increments of 0.02°. 
Electrical conductivity of SCN samples were measured 

in air by the van der Pauw method using a standard DC 
voltage/current generator (Yokogawa Electric, 2553) 
and a precision digital multimeter (Yokogawa Electric, 
2501A). Ag paste was used for the electrodes in this 
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measurement.  
Thermal expansion coefficient (TEC) was measured 

using a Netzsch DIL 402C dilatometer, which operated 
from 30 to 850oC with an air purge flow rate of 60 ml 
min�1 (STP, standard temperature and pressure). 
Symmetrical electrochemical cells for the impedance 

studies were prepared by screen printing an SCN ink 
sample onto both sides of the LSGM electrolyte pellet. 
After drying, the samples were sintered at 1000oC for 2 
h. Impedance measurements were performed in the 
temperature range 650�800oC for LSGM electrolytes 
with 50oC increments for all the samples under 
open-circuit conditions in the frequency range 0.1-105 
Hz. AC impedance spectrometry was carried out using 
an electrochemical analyzer (CHI604C). The amplitude 
of the AC signal imposed on the samples was 10 mV. 
The thermo gravimetric analysis on BSCF and BSCN 

samples was carried on a TG-DTA2000s(BRUKER) 
with a heating rate of 5oC/min and 100ccm total flowing 
rate to study the weight loss of the samples in 
0.1%O2-99.9%N2, 5% CO2+95% N2 atmospheres from 
room temperature to 1000oC. 60 mg of 
Ba0.5Sr0.5Co0.8Fe0.2O3-� and Ba0.5Sr0.5Co0.9Nb0.1O3-� 
powder was used for this experiment. 
3. Results and Discussion 

3.1. Structural characterization 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1.Room-temperature XRD patterns (a) 
SrCo1-yNbyO3-��y=0.0�0.05�0.1�0.15�and 0.2�
(b)Ba0.5Sr0.5Co0.8Fe0.2O3-� and Ba0.5Sr0.5Co0.9Nb0.1O3-� 

powders 

Fig.1 (a) shows the XRD diffraction peaks of SCN 
samples, which is prepared by standard solid state 
methods at 1000, 1100 and 1200oC in air for 10h, 
respectively. Fig.1 (a-1) indicates that the undoped 
SrCoO3-�. The pristine oxide SrCoO3-� take a distorted 
2H BaNiO3-type phase structure, while it was 
efficiently stabilized into a cubic perovskite phase when 
the B-site of the oxide is doped with Nb5+ at 
y=0.025-0.2 [12].When the content of Nb is 0.05, the 
XRD pattern is different of the pristine oxide, the 
diffraction peaks of SrCo0.95Nb0.05O3-� was shown in 
Fig.1 (a-2). When y �0.1, single SrCo1-yNbyO3-� with 
perovskite structure are fabricated by standard solid 
state. Fig.1 (b) shows the single phase 
Ba0.5Sr0.5Co0.8Fe0.2O3-� and Ba0.5Sr0.5Co0.9Nb0.1O3-� 
powders with cubic perovskite structure are fabricated 
by Pechini method. 

3.2. Electrical properties of samples 
Electrical conductivity of a cathode electrode for 

SOFCs was an important performance indicator which 
larger was better. Fig.2 shows the electrical conductivity 
behaviors of SCN and SrCoO3-� samples versus the 
temperature. The electrical conductivity of SCN and 
SrCoO3-� gradually decreases with further increasing 
temperature, which presents metallic-like behavior the 
versions of temperature from 300 to 850oC. This may be 
because the localized state electrons start to transfer into 
collective movement with increasing of temperature. 
The collective movement of electrons gradually 
dominated the conductive behavior. The conductivity 
trends were towards degradation with increasing of 
temperature. It can be seen from the electrical 
conductivity of SrCoO3-� and SCN attains 2-34Scm-1 
and 44-461 Scm-1 in the temperature range of 25–800oC. 
For cathode materials of SOFCs, the general required 
value for the electrical conductivity is about 100 S cm�1 
at the operating temperature. Therefore, the electrical 
conductivity of SCN as cathode materials is acceptable 
for application in SOFCs.  

 This result was close to the value reported by Shao et 
al [12]. Sample y = 0.05 is metastable phase, is unstable, 
y is greater than 0.10 was stable. According to the 
conductivity result, the best sample is SrCo0.9Nb0.1O3��.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2. The Arrhenius plots for electrical conductivity of 

SrCo1-yNbyO3-��y=0.0�0.05�0.1�0.15�and 0.2�. 
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3.3. Thermal expansion behaviors of samples 
Fig. 3 shows the thermal expansion curves of the 

samples SCN and SrCoO3-� in air. Sample SrCoO3-� had 
special structures, the thermal expansion curves appear 
the obvious change around 900oC, and it occur a phase 
transformation at this temperature, as shown in Fig.3 
And the phenomenon also appears in the sample of 
SrCo0.95Nb0.05O3-�, which is metastable phase, the phase 
transformation occurs around the same temperature, 
merely the phase transformation is not more obvious 
than sample of SrCoO3-�. The thermal expansion curve 
of other samples which y =0.1, 0.15, 0.2 did not change 
obviously at the temperature of 900oC. This result is 
consistent with the XRD results which had mentioned 
above. 

Therefore, the SrCo0.95Nb0.05O3-� is unsuitable for using 
as a cathode material for SOFCs. It can be seen from the 
differential curve of thermal expansion for sample SCN 
in Fig. 3, showing the sample SrCo0.95Nb0.05O3-� was 
unstable above 850oC in air. The other samples (y=0.1, 
0.15, 0.2) had inflection point near 400oC. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig .3 Thermal expansion curves of samples 

SrCo1-yNbyO3-�. 
3.4. Impedance spectroscopy 
  The impedance spectra of SCN cathodes which the 

content of Nb was 0.1, 0.15 and 0.2 on LSGM 
electrolytes measured at the temperature range 650�
800oC in air. And the impedance is measured using a 
symmetrical cell arrangement. For all the samples 
measured in the investigation, the impedance response 
for oxygen reduction on the SCN cathode is 
characterized by both a high-frequency arc and 
low-frequency arc. The intercept with the real axis at 
high frequency represents the resistance of the 
electrolyte and lead wires, whereas the resistance 
between the two intercepts with the real axis 
corresponds to the area-specific resistance (ASR, or 
polarization resistance) of the two interfaces. Consistent 
with the expected, an increase of the measurement 
temperature resulted in a significant reduction of the 
ASR. Table.1 is given the evolution of the ASR in 
different content with temperature. The ASRs of SCN 
cathodes on LSGM electrolytes, which were different 
content of Nb(y=0.1, 0.15, 0.2), are 0.0487� cm2, 
0.0569� cm2 and 0.0648� cm2 at 750oC, respectively. 
The ASR represents the overall cathodic properties 

related to oxygen reduction, oxygen surface/bulk 
diffusion and gas-phase oxygen diffusion. It indicated 
that an SCN cathode has high-electrocatalytic activity 
for oxygen-reduction reactions at intermediate 
temperatures. Due to the fact that SCN was a mixed 
conducting oxide (MIECs) which provides multiple 
pathways for the oxygen ions to migrate to the 
electrode/electrolyte interface, the SCN cathodes get 
better performance. This implies that SCN has high 
electrocatalytic activity for the oxygen reduction 
reactions at low to intermediate-temperature.  

Table.1.ASR data for SrCo1-yNbyO3-� cathodes on 
LSGM electrolytes�with cathode thickness of ~25�m�. 

Temperature(oC) 10%Nb 
(� cm2) 

15%Nb 
(� cm2) 

20%Nb 
 (� cm2)

650 0.21 0.2141 0.2264 
700 0.0827 0.0991 0.1098 
750 0.0487 0.0569 0.0648 
800 0.0288 0.0333 0.0400 

 
3.5. TG analysis results   
Fig. 4 shows the TG results of BSCF and BSCN in (a) 
5%CO2-95%N2 atmosphere, (b) 0.1%O2-99.9%N2. 
BSCF sample's behavior is obviously different from 
BSCN sample in 5%CO2-N2 atmosphere. Whereas the 
TG curve for BSCN is similar as under N2 atmosphere, a 
weight loss and weight gain is observed for the BSCF 
sample, indicating that the BSCN material is much more 
stable than the BSCF material in 5%CO2-95%N2 
atmosphere.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4. TG results of BCFN and BSCF in (a) 
5%CO2-95%N2 (b) 0.1%O2-99.9%N2 
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Specifically, BSCF sample exhibited significant weight 
gain from 600 to 800°C, corresponding to carbonates 
formation and lattice oxygen desorption. 

According to XRD analysis of BSCF and BSCN after 
CO2-TG (Fig. 5), small amounts of SrCO3 and BaCO3 
were detected. Further analysis of the TG curve in Fig.4 
showed that the stages of weight loss curve 
corresponded to desorption of adsorbed oxygen 
(–625oC), the combined effect from carbonate 
decomposition and desorption of lattice oxygen 
(625oC–810oC), desorption of lattice oxygen (above 
810°C). From the TG curve of BSCN, it can be seen that 
the weight loss rate of the BSCN sample did not change 
much comparing to the BSCF sample. However, a small 
part of BSCN sample’s perovskite structure has been 
destroyed, and a small amount of BaCO3 and SrCO3 was 
also evidenced by XRD. Therefore, long-term 
experiment under 5%CO2-95%N2 atmosphere should be 
performed to clearly conclude on the stability of these 
two materials.  
 

 

 

 

 

 

 

 
 
 
 
 
 
 
Fig.5. XRD results of BSCN and BSCF after 5%CO2-N2 

atmosphere TG 
 
4. Concluding remarks 
In this study, Ba1-xSrxCo1-yNbyO3-� were successfully 

synthesized and characterized as novel cathode materials 
for the intermediate-temperature SOFCs. The SCN has a 
great increment of the electrical conductivity due to the 
doping of Nb on B-site. The electrical conductivity 
increases with the decrease in the content of Nb, 
obtaining a value as high as 460 S cm�1 at 300oC and 
above 160 S cm�1 in the usual range of SOFCs working 
conditions (650�900oC) for the sample y= 0.1. The 
Nb-doping SrCoO3-� obviously produced an 
enhancement of the thermal stability and suppressed the 
presence of reconstructive structural transitions. The 
polarization resistances for the SCN cathode on LSGM 
electrolyte was 0.0288�cm2 at 800�C. The chemical 
stability of perovskite-type BSCN and BSCF mixed 
conductor were investigated. The thermo gravimetry 
study on the thermal stability of BSCF and BSCN 
materials showed that BSCN has better stability than 
BSCF. Under 5% CO2+95% N2 atmosphere, a gain in 
weight was observed for BSCF materials which was due 
to the generation of carbonates, which was followed by 
a loss of weight as carbonates decomposed; in contrast, 

not so much change of weight loss rate was observed for 
BSCN under 5% CO2+95% N2 atmosphere. The XRD 
indicated that, after annealing under 5%CO2+95%N2, 
besides partial original perovskite crystal structure, an  
amount of strontium and barium carbonates occurred of 
BSCF which still maintained the primary perovskite 
crystal  structure. In the same conditions, BSCN 
materials still maintained most of the perovskite crystal 
structure. These results all indicated that the Nb in B-site 
plays a positive role in improving the properties and 
stability of SrCoO3-�–based perovskite materials as 
promising cathode for IT-SOFCs. 
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ABSTRACT
Solid Oxide Fuel Cells (SOFCs) have many advantages such as high energy efficiency, modularity and the high powder density. But 
they also have various problems such as poor thermo-mechanical and thermo-chemical stability due to their high operation 
temperature. In order to reduce the operating temperature, many researchers applied proton conducting ceramics with high ionic 
conductivity at intermediate temperature for the solid electrolyte of fuel cells. In this study, we fabricated Protonic Ceramic Fuel 
Cells [PCFCs: NiO-Ba(Zr0.84Y0.15Cu0.01)O3-� : NiO-BZYCu / Ba(Zr0.84Y0.15Cu0.01)O3-� : BZYCu / (La0.4Sr0.6Co0.2Fe0.8)O3-
Ba(Zr0.85Y0.15)O3-� : LSCF-BZY] and evaluate their performance at 650oC

1. Introduction
The Fuel cell is one of the most prosperous 

alternative energy and renewable energy sources. 
Among all types of fuel cells, Solid Oxide Fuel Cells 
(SOFCs) have various advantages such as high 
efficiency, modularity and the high power density.[1]
However SOFC required high operating temperature 
because yttria stabilized zirconia (YSZ) showed good 
ionic conductivity only at high temperature. In order to 
lower the operating temperature, alternative electrolyte 
was requested. Recently proton conducting oxide has 
been introduced to replace conventional electrolyte 
material such as YSZ.[2] Among many proton 
conductors, perovskite-structured materials such as 
BaZrO3 and BaCeO3 doped by some rare earth elements 
have been intensity investigated because of their high 
proton conductivity.[3, 4] Among the two material
systems, BaCeO3 is known to have higher ionic 
conductivity than BaZrO3 but the chemical stability of 
BaCeO3 is lower than the BaZrO3.[5] So in this study,
we chose BaZrO3 based-ceramics for our test material 
for PCFC electrolyte. 

However the doped BaZrO3 is known to have very 
refractory nature. So we need at least 1700 °C for the 
sintering to acquire the sintered density over 95%. In 
order to practically apply the doped BaZrO3 as 
electrolyte materials of intermediate temperature SOFCs, 
one has to overcome this poor sinterability.[6] It was 
already reported that dense Y-doped BaZrO3 could be 
obtained at sintering temperature as low as 1500°C by 
the addition of CuO as sintering aids.[7] Hence, in this 
study, we fabricated Protonic Ceramic Fuel Cells 
(PCFCs) based on Ba(Zr0.84Y0.15Cu0.01)O3-� (BZYCu)
electrolyte and characterize their power generating 
property. :

2. Experimental
Ba(Zr0.84Y0.15Cu0.01)O3-� (BZYCu) powders were 

prepared by a conventional solid state reaction. The 
starting powders, BaCO3(99.9%, CERAC), ZrO2(99%, 
Junsei), Y2O3(99.9%, High Purity Chemical) and 
CuO(99.9%, High Purity Chemical) were weighted in 
the stoichiometric ratio and mixed with ball milling by 
using zirconia balls. The powder were mixed in ethanol 

for 24 hours and calcined at 1300°C for 2 hours and then
milled again in ethanol for 48 hours. And then the paste 
was made by using BZYCu powder.

The composite with the nickel oxide and BZYCu 
(NiO-BZYCu) was prepared by liquid condensation 
process (LCP). The powder of NiO(Sumimoto, Japan), 
the BZYCu powder and phenol resin(KNG100, Kolon 
chemical,Korea) were mixed with ball milling for 20 
hours in ethanol. Phenol resin is acting as a binder as 
well as pore forming agent. The mixed volume ratio of 
of NiO : BZYCu was 53 : 47. After reduction, Ni : 
BZYCu volume ratio became 40 : 60. The mixed slurry 
was poured into the stirred water to make the granule.
The granule of NiO-BZYCu mixture were compacted 
and uniaxially pressed and then pre-sintered at 1100oC
in air to remove all organic components from anode 
substrates. Thin BZYCu film was coated on this 
pre-sintered NiO-BZYCu plate via screen printing and 
then sintered at 1500 oC for 3 h in air. 
(La0.4Sr0.6Co0.2Fe0.8)O3 - Ba(Zr0.85Y0.15)O3-� (LSCF-BZY) 

cathode composite was also coated on sintered BZYCu 
via screen printing and then sintered at 1050oC for 2 h in 
air. The final configuration of the PCFCs was 
NiO-Ba(Zr0.84Y0.15Cu0.01)O3-�:NiO-BZYCu/Ba(Zr0.84Y0.1

5Cu0.01)O3-�:BZYCu/LSCF-Ba(Zr0.85Y0.15)O3-�:LSCF-BZ
Y].

3. Results and Discussion
Fig.1. shows the XRD patterns of the BZYCu powder 

and granule. 
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As shown in figure, BZYCu powders with peroviskite 
structure were successfully synthesized. Also the 
granules can be found  as NiO and BZYCu composite.

Fig.2. shows the shrinkage behavior of the powders of 
NiO, BZYCu and BZYCu+NiO composite. As shown in 
figure, anode substrate is shrunk earlier than electrolyte. 
But the shrinkage rate of electrolyte is faster than anode 
substrate. From the result of dilatometeric data, 
co-sintering time of anode-electrolyte had been decided 
as 1500oC.

Fig.2. Dilatometric results during sintering of the NiO ,
BZYCu , NiO-BZYCu.

Fig.3. shows the cross-section view of the single cell 
after cell testing. It was found that the thickness of 
BZYCu electrolyte and LSCF-BZY cathode layer were 
around 10um and 20um, respectively. Moreover the 
adhesion of the LSCF-BZY cathode to the BZYCu 
electrolyte was excellent and cathode layer was 
sufficiently porous.

Fig.3. SEM image of cell (cross section).

Fig.4. represents the I–V and I–P characteristics of the 
cell measuring from 650��� ����� ����������
hydrogen( 3% H2O) or dried hydrogen as a fuel and air 
as an oxidant. As shown in figure, the maximum power 
densities of 17 mW cm�2 at 650�C while keeping the 
OCV values of 0.94 V which indicated that the
electrolyte membrane is sufficiently dense.
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Fig.4. Cell performance of a single cell (LSCF-BZY/B
ZYCu/NiO-BZYCu) measured at 650oC to change of 
each electrode’s P(H2O).

4. Concluding remarks
A PCFC was successfully fabricated with layered

(La0.4Sr0.6Co0.2Fe0.8)O3 - Ba(Zr0.85Y0.15)O3-� (LSCF-BZY) as a
cathode and thin Ba(Zr0.84Y0.15Cu0.01)O3-� (BZYCu) as an 
electrolyte. The performance of the 2x2 cm sized unit 
cell of LSCF-BZY/BZYCu/Ni-BZYCu was tested at
650�C. According to the results, the open-circuit voltage 
of 0.94V and maximum power density of 17mWcm�2

were achieved at 650�C. The power density was changed 
with respect to water partial pressure which can be 
attributed to the typical characteristics of proton 
conducting electrolyte. However the cell performance 
was extremely low even though the fairly stable 
open-circuit voltage was kept. Hence further study to 
improve the performance is now underway.
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ABSTRACT 

The isotope abundance ratios of atmosphere and each depth of La0.6Sr0.4Co0.2Fe0.8O3-δ were measured as a function of PO2 and 
temperature. Their experimental profiles were analyzed to determine the oxygen tracer diffusion coefficients, D*, and the rate 
constant of surface exchange reaction, k. Dv were calculated by using D* and previous nonstoichiometry data. The dependence of Dv 
on PO2 and temperature will be discussed. 
 

 
1. Introduction 

La0.6Sr0.4Co1-yFeyO3-δ (LSCF) shows high mixed 
ionic-electronic conductivities (MIEC). In this reason, 
LSCF attracts attention as the cathode materials for 
intermediate temperature solid oxide fuel cells (SOFCs). 

Investigation about bulk diffusion on MIEC oxides is 
so important for understanding the electrode reaction. 
Some researchers [1-3] reported that rapid reduction of 
vacancy diffusion coefficient, Dv, was confirmed at log 
PO2  -2. These behaviors were contradictory to general 
hypothesis that Dv is independent of vacancy 
concentration [4] and against widely observed 
experimental evidences for many oxides including 
perovskite-type [4-5]. 

Nakano et al. confirmed rapid reduction of Dv of LSCF 
at log PO2  -2 and reported the dependence on δ by 
analyzing the relaxation process of electrical 
conductivity shown as Figure 1 [6]. 

 
Fig.1 Vacancy diffusion coefficient (Dv) of 

La0.6Sr0.4Co0.2Fe0.8O3-δ as a function of δ at 1073-873 K 
 

In this study, the isotope abundance ratios of 
atmosphere and each depth of La0.6Sr0.4Co0.2Fe0.8O3-δ 
(LSCF6428) were measured as a function of PO2 and 
temperature. Their experimental profiles were analyzed 
to determine the oxygen tracer diffusion coefficients, D*, 
and the rate constant of surface exchange reaction, k. Dv 
were calculated by using nonstoichiometry data [7]. The 
dependence of Dv on PO2 and temperature will be 
discussed. 

 

2. Experimental 
2.1. Sample preparations 

Specimens for isotopic exchange were prepared by 
LSCF6428 powder (Agc seimi chemical co., ltd.). Purity 
and crystal structures were analyzed by X-ray 
diffraction (XRD) using Cu Kα radiation. The powder 
was pressed isostatically at 120 MPa and sintered at 
1523 K for 6 h. This procedure gave uniform samples 
with density above 98 % of the theoretical value. After 
cut, thicknesses of the samples were 1-2 mm and 
one-side abrasive finishing. 
 
2.2. Pre-anneals 

Before exchange anneals, samples were pre-annealed 
for 20-24 hours and quenched in an atmosphere which 
had the same oxygen partial pressure as exchange anneal 
and natural isotope abundance ratio. The purpose of 
pre-anneals is to equilibrate the defect concentration 
with the desired oxygen partial pressure and to eliminate 
the surface damage formed during cutting and polishing 
procedures. 
 
2.3. Isotope exchanges 

a) Gas phase analysis: Pre-annealed samples were 
annealed in isotopic oxygen atmosphere with the 
instrument shown as Figure 2. The decrease in 
18O/(16O+18O) ratio was monitored by a mass 
spectrometer, shown as Figure 3.  

 
Fig.2 Schematic of the isotopic exchange instrument 
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b) Depth profile measurement: Isotopic exchanged 
samples were vertically cut and surfaces of sections 
were polished. Isotope abundance ratios were obtained 
by line scan on a secondary ion mass spectrometer 
(SIMS). 

 
Fig.3 Ion current vs. time of gas phase by a mass spectrometer: 
T=1073 K, PO2=5×10-3 bar 

 
3. Results 
3.1. Gas phase analysis 
 The diffused amounts, Mt/M∞, of 18O against time were 
determined, as shown Figure 4, by the ratio of isotopic 
composition of 16O and 18O in the gas phase from ion 
current. Mt and M∞ represent the total 18O amounts 
diffusing in the solid for a time t and infinite time. 

The solution of diffusion equation with the present 
boundary condition is given by [8], 

       ��
��

= 1 − � � � 2��
� exp(−����∗� ℎ�⁄ )
(��

� + ��
� + ��)

�

���

�

���

�

���

× 2��� exp(−��� �∗� ��⁄ )
(��� + ��� + ��)

× 2��
� exp(−����∗� ��⁄ )
(��� + ��

� + ��)
                    (1) 

where 2h, 2w and 2l are height, width and length of a 
sample, βis, γms and δns are the positive roots of 
       �tan� = �� 
       �tan� = �� 
       �tan� = ��                                                                     (2) 
and 
       �� = ℎ� �∗⁄  
       �� = �� �∗⁄  
       �� = �� �∗⁄                                                                     (3) 
D* and k were determined by fitting the experimental 
data to Eq. (1) using a least-square analysis.  
 
3.2. Depth profile measurement 
 18O concentration, C*, profiles in the solid phase are 
determined by SIMS. The one-dimensional solution of 
diffusion equation in a semi-infinite medium with a 
boundary of constant atmospheric concentration is given 
by [8], 

       �
∗(�) − ��∗

��∗ − ��∗
= erfc � �

2√�∗�� − exp � �
�∗ � + ��

�∗ ��

× erfc � �
2√�∗� + �� �

�∗�                (4) 

where C*
0 and C*

g are concentrations of isotope 
abundance ratio at initial state of solid and gas, x is the 
distance from the surface and t is the time of the isotope 
exchange. D* and k were determined by fitting the 
experimental data to Eq. (1) using a least-square 
analysis. 
 The results of depth profile measurement will be 
shown at the presentation. 

 
Fig.4 Diffused amounts of 18O vs. time in the gas phase 
analysis calculated from the data of Fig.3. The solid line 
represents the fit to Eq. (1). Only initial data with enough 18O2 
in the gas phase were used in fitting.  

 
3.3. Diffusion coefficient of oxygen ion vacancies 

Dv was calculated from the following equation. 
       ���� = ����                                                                (5) 
where DO ( D*) is oxygen diffusion coefficient and Cv 
and CO are concentrations of vacancy and oxygen. 
Dv of LSCF6428 was calculated by Eq. (5) using 
nonstoichiometry data [7]. 
 
4. Future Works 
 It was confirmed that D* and k can be determined by 
gas phase analysis and depth profile measurement. The 
dependence of Dv on PO2 and temperature will be 
discussed with more data. 
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ABSTRACT 

The oxygen chemical potential distribution in a porous SOFC cathode of La0.6Sr0.4Co0.2Fe0.8O3-� (LSCF6428) under polarization was 
tried to be evaluated by ac impedance spectroscopy and in-situ micro X-ray absorption spectroscopy. In the former technique, the 
effective reaction zone was estimated from the observed chemical capacitance. In the latter technique, valence changes of Co and Fe 
ions in LSCF6428 due to the oxygen potential changes were tried to be detected from the absorption edge shifts as a function of the 
distance from electrode/electrolyte interface. However, no clear absorption edge shifts were observed both in Co and Fe K-edge. 

 
1. Introduction 

Solid oxide fuel cell (SOFC) is a high efficiency 
energy conversion system which can directly convert 
chemical energy of fuels into electrical power. 
Compared with other types of fuel cells, SOFC has 
advantages of fuel flexibility and effective utilization of 
the exhaust heat because of its high operating 
temperature (873 - 1273 K). However, SOFC has some 
problems, which have to be solved for its 
commercialization, arising from its high operating 
temperature. For example, SOFC needs stability and 
reliability for the long-term operation, and needs 
tolerance for the rapid start and stop operation. As a way 
of meeting these issues, efforts have been devoted to 
develop intermediate temperature (873 - 1073 K) SOFC. 
For reducing the operating temperature, degradation of 
the electrode performance, especially in the cathode, is a 
critical problem. La1-xSrxCoO3-�, La1-xSrxCo1-yFeyO3-� 
and other oxides having Perovskite structure are 
believed to be suitable for the cathode materials working 
at the intermediate temperatures [1, 2]. This study 
focuses on La0.6Sr0.4Co0.2Fe0.8O3-� (LSCF6428), which is 
one of the most promising cathodes for intermediate 
temperature SOFC. 

The SOFC electrode reactions, in general, are 
composed of many elementary reaction processes. Rate 
limited reaction needs the largest energy loss in the 
reaction processes. Then the sharp gradient of oxygen 
potential is observed at the place where the rate limited 
reaction takes place. Local change in the oxygen 
chemical potential in the electrode may cause 
degradations of the material, such as compositional 
change due to the kinetic demixing/decomposition, the 
mechanical failures due to the chemical 
expansion/shrinkage and so on. Thus, it is important to 
evaluate oxygen chemical potential distribution in an 
SOFC electrode for ensuring reliability and durability of 
the system. However, so far, there are no direct 
experimental techniques to evaluate oxygen potential in 
SOFC under operation. 

This study intended to directly evaluate oxygen 
chemical potential distribution in a porous cathode of 
LSCF6428. In-situ micro X-ray absorption spectroscopy 
(XAS) measurement and ac impedance measurement 

were used for evaluating the potential distribution. By 
comparing the results from these two measurements, it 
was tried to reveal the potential distribution in the SOFC 
cathode under operation. 

 
2. Experiment 
 2.1 Sample preparation 

Ce0.9Gd0.1CoO1.95-� (GDC) powder for the electrolyte 
was synthesized by a co-precipitation method using 
Ce(NO3)3 and Gd(NO3)3 aqueous solutions. Obtained 
GDC powder was burned at 1023 K for 5 hours and 
milled for 1 hour. Then it was pressed into a pellet with 
a uniaxial pressing equipment and sintered at 1823 K for 
5 hours. Mirror polishing was performed on both 
surfaces of the pellet. Composite paste of Pt and 
LSCF6428 was printed onto another surface as a counter 
electrode and sintered at 1273 K for 3 hours first. Then 
paste of La0.6Sr0.4Co0.2Fe0.8O3-� (AGC SEIMI 
CHEMICAL) was painted onto the one surface as a 
working electrode and sintered at 1223 K for 6 hours. 
Then the pellet was cut into 2 2 2mm cubes. Finally 
a porous Pt electrode was set on the side of electrolyte 
as a reference electrode. Figure 1 shows the schematic 
illustration of the sample prepared by above procedures. 

 
 

 
Fig. 1. Schematic illustration of the single cell used in 
this study. 

 
2.2 Impedance measurement 

Electrochemical characteristics of the porous 
LSCF6428 electrode were investigated by using ac 
impedance measurements. The effective reaction zone 
for the SOFC cathodic reaction can be estimated from 
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the chemical capacitance obtained from ac impedance 
spectra [3-5]. Measurements were carried at 873, 973 
and 1073 K in the oxygen partial pressure range from 

 to and 1 bar. The impedance analyzer (VersaSTAT 
4, Princeton Applied Research) was used for 
measurements. Impedance spectra were taken in the 
frequency range from 1 MHz to 0.1 Hz. 

 
2.3 In-situ micro XAS 

When the oxygen potential around oxides varies, 
significant oxygen nonstoichiometry changes are often 
observed. Such an oxygen nonstoichiometry change in 
oxides is always accompanied by changes in the average 
valences of cations in order to keep the electro neutrality 
condition. LSCF6428 is known to show decrease in the 
oxygen nonstoichiometrty, accordingly increase in the 
average valences of Co and Fe, when the oxygen partial 
pressure is reduced [6, 7]. These mean that the oxygen 
potential change in LSCF6428 can be detected by 
measuring the change in the average valences of Co and 
Fe. Typically changes in the electronic state of a 
transition-metal sensitively affect the position of the 
X-ray absorption edge, and higher average valence 
results in the edge shift to higher energy [8, 9]. In this 
way, oxygen chemical potential distribution can be 
principally evaluated by observing the edge shift in 
XAS. In this study, in-situ XAS spectra of the Co 
K-edge and Fe K-edge were measured by a fluorescence 
mode using synchrotron radiation at the beam line 
BL37XU at SPring-8, JASRI, Japan. XAS 
measurements were carried out at 973 K under constant 
polarization with the cathodic voltage of -0.75 V, while 
the oxygen partial pressure was kept constant at 1 bar. 
X-ray was focused into 1 1.2μm. Measurement points 
were changed in the vertical direction from the 
cathode/electrolyte interface like Fig. 3. The 
cathode/electrolyte interface was determined by X-ray 
fluorescence elemental mapping of Co, Fe, and Ce. 

    

 
Fig. 2. Schematic illustration of in-situ micro XAS 
measurements. Measurements were carried out at 
various positions on the cross sectional surface of the 
single cell. 
 
3. Results and Discussion 

3.1 Impedance measurements 
Impedance spectra with an LSCF6428 cathode at 

973 K in 10-2, 10-1 and 1 bar of P(O2) are shown in Fig. 
3. As seen in this figure, two depressed semicircles were 
observed. It was thought that one semicircle in higher 
frequency was attributed to the impedance at the 
electrode/electrolyte interface and the other semicircle in 

lower frequency to the impedance due to the electrode 
reaction.  

Figure 4 shows the effective length estimated from 
the chemical capacitance of LSCF6428. The chemical 
capacitance Cmeasure is expressed by use of the area 
specific conductivity σE. 

 
(1) 

 
(2) 

 
A, RE and fr are electrode area, electrode resistance and 
top frequency of semicircle, respectively. 

When the surface reaction is the rate determining 
step, the capacitance is estimated by the oxygen 
nonstoichiometry of whole electrode Cchem, 

 
(3) 

 
F, R, T, and δ are the faraday constant, the gas constant, 
temperature, and the oxygen nonstoichiometry of 
LSCF6428, respectively. The effective reaction zone E 
is estimated by the ratio of the capacitance observed in 
ac impedance spectra Cmeasure and estimated by the 
oxygen nonstoichiometry of whole electrode Cchem, 
 

(4) 

 
h is the thickness of cathode. This figure shows the 
effective reaction zone extended from 3 - to 23 μm 
depending on applied P(O2) and temperature. The 
effective reaction zone tended to increase as the oxygen 
partial pressure decreased. However the average cathode 
thickness was found to be around 40 μm from the SEM 
observation of the cross section of the electrode. So, 
there is contradiction about the effective reaction zone in 
P(O2) of 10-4 and 10-3 bar. One possible explanation for 
this is that the effect of gas conversion could not 
sufficiently excluded in the analysis of the chemical 
capacitance in low P(O2)  range. 
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Fig. 3. Impedance spectra for the LSCF6428 cathode at 
973 K and in 10-2, 10-1 and 1 bar of P(O2) . 
 

 
Fig. 4. Effective reaction length of porous LSCF6428, 
which was evaluated from ac impedance measurement, 
as a function of oxygen partial pressure. 

 
3.2 In-situ micro XAS measurements 

Figures 5 and 7 show in-situ XAS spectra for Fe and 
Co K- edge observed at the same position under 
different oxygen partial pressures. Measurements were 
performed under OCV at 973K. Figures 6 and 8 are 
extended views near the absorption edge of Figs. 5 and 7. 
Both figures showed a similar tendency that the 
absorption edge shifted to higher energy as oxygen 
partial pressure increased These results indicated that 
oxygen potential change can be detected by the 
absorption edge shift. 

 
Fig. 5. In-situ XAS spectra for Fe K-edge of LSCF6428 
under OCV at 973K 

 
Fig. 6. In-situ XAS spectra for Fe K-edge absorption 
edge of LSCF6428 under OCV at 973K 

 
Fig. 7. In-situ XAS spectra for Co K-edge of LSCF6428 
under OCV at 973K 

 

 
Fig. 8. In-situ XAS spectra for Co K-edge absorption 
edge of LSCF6428 under OCV at 973K 
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Figures 9 and 11 show in-situ XAS spectra under 
cathodic polarization of -0.75V and P(O2)=1 bar at 
973K. Figures 10 and 12 are extended views near the 
absorption edge. However no clear absorption edge 
shifts were observed. The reason is thought to be due to 
the low oxygen nonstoichiometry of LSCF6428 in the 
operated P(O2).  
 

 
Fig. 9. In-situ XAS spectra for Co K-edge of LSCF6428 
under conditions of cathodic voltage of -0.75V 
P(O2)=1bar at 973K. 
 

 
Fig. 10. In-situ XAS spectra for Co K-edge absorption 
edge of LSCF6428 under conditions of cathodic voltage 
of -0.75V and P(O2)=1bar at 973K  

 
Fig. 11. In-situ XAS spectra for Fe K-edge of LSCF6428 
under conditions of cathodic voltage of -0.75V 
P(O2)=1bar at 973K. 

 

 
Fig. 12. In-situ XAS spectra for Fe K-edge absorption 
edge of LSCF6428 under conditions of cathodic voltage 
of -0.75V and P(O2)=1bar at 973K 
 
4. Concluding remarks and future works 

The effective reaction length in a porous 
La0.6Sr0.4Co0.2Fe0.8O3-� (LSCF6428) cathode for SOFC 
was roughly estimated as 3 - 23 μm from the 
electrode/electrolyte interface at 873-1073 K and in 10-2 
- 1 bar of P(O2) by using ac impedance spectroscopy. 
Meanwhile, clear changes in oxygen potential were not 
observed by using in-situ XAS spectroscopy both for Co 
and Fe K-edge. By taking the above result into 
consideration, the authors will try to evaluate oxygen 
potential distribution in La0.6Sr0.4CoO3-�. 
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ABSTRACT
The ever-growing attention in the oxygen storage capacity (OSC) of metal oxides such as fluorite-like structures 

resides in three-way catalysts (TWCs), and components of SOFCs. Among materials for those applications, ceria has 
excellent effects for storing and releasing oxygen representing OSC. The effects are intensely linked in the easy 
formation and diffusion of oxygen vacancies. These properties could be improved by led dopant cations into ceria 
lattice. In this study, we studied on the different effects of OSC between Pr doped ceria and pure ceria.

1. Introduction
Both pure ceria and doped ceria are of chemical and 

physical interest because those ceria based materials 
have oxygen storage capacity (OSC).[1-3] The materials 
of high OSC which are introduced in oxygen vacancy in 
the lattice reside in three-way catalyst, and components 
of SOFCs.[4] In this study, we studied on the differences
of oxygen vacancy formation energy between Pr doped 
ceria and pure ceria with various pressure.[5]

2. Method
PrxCe1-xO2 (x = 0, 0.1, 0.2, 0.3, 0.4, and 0.5) powders 

were prepared via glycine nitrate process (GNP).[6] This 
process is a self-combustion synthesis technique that can 
produce fine and homogeneous metal oxide powders.
For XAFS experiments at Ce LIII- and Pr LIII -edges, 10B 
XRS KIST-PAL beamline of the Pohang Accelerator 
Laboratory (PAL), operating at 2.5 GeV with a 
maximum storage current of 200 mA was utilized. This 
beamline is monochromatized by a double-crystal Si 
(111) monochromator detuned from 30 to 40%, to 
suppress higher-order harmonic content from the beam.
To confirm exact effect of oxygen storage capacity 
(OSC), we used DFT method for Pr doped ceria and 
ceria. In order to create accurate calculation, the 
electronic structure and physical properties of ceria and 
Pr doped ceria have been studied from the framework of 
spin polarized first principles calculation by the 
all-electron projector-augmented-wave (PAW) method, 
as implemented VASP (Vienna Ab-initio Simulation 
Package).[7] The generalized gradient approximation 
(GGA) with effective U (Ueff, U-J) and plane wave set 
expanded by the cutoff energy of 450 eV (= 33 Ry) has 
been used to explain the strong on-site Coulomb 
repulsion among the localized Ce 4f electrons.[8] These 
results represent that by choosing an appropriate the Ueff
as 5.3, it is possible to reliably describe structural an 
electronic properties of CeO2 and Pr doped CeO2, which 
enables modeling of the oxygen reduction reaction 
processes involving ceria-based materials.

3. Results and Discussion
As EXAFS result shows (Figure 1), Pr ion generates 

oxygen vacancies more easily than Ce ion and produces 
more vacancies in accordance with x value. Thus, Pr ion 

can have larger amount of trivalent state than Ce ion.

Figure 1. Coordination number of oxygen ions connect
ed with each cation at various concentrations of Pr,
x=Pr/(Pr+Ce).

The schematics (figure 2) show what Pr state is more 
favorable with the oxygen vacancy formation. In the 
result of Figure 2, it necessitates 1.61 eV to create an 
oxygen vacancy with trivalent Pr ion in the lattice. The 
vacancy formation energy of the trivalent Pr ion is a lot 
more stable than that of tetravalent Pr ion as 3.60 eV to 
create oxygen vacancy.
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Figure 2. The energetics of oxygen vacancy formation
according to the first nearest neighbor cation (Pr3+ or 
Pr4+) fixed from an oxygen atom in the center of a 
tetrahedron in Ce0.96875Pr0.03125O2-�.

4. Concluding remarks
We confirmed multivalent Pr ions are primarily

transformed from Pr4+ to Pr3+. This transformation is 
augmented with increasing Pr content. The oxygen 
reduction reaction of the bulk with increasing Pr content 
is effectively improved as well as that of the surface. Ce
ions have transformation from Ce4+ to Ce3+ though the 
amount of the reduced ions is comparatively small as 
compared that of reduced Pr ion. Those results means 
the fact that Pr doped ceria can create plentiful oxygen 
vacancies because there are the reducing effects for both 
of Pr and Ce ions.
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ABSTRACT 
Effects of redox cycling on the mechanical properties of the Ni-YSZ cermets were investigated by using a Small Punch (SP) testing 
method. The porosity range in the Ni-YSZ cermets tested in this study was 25-46%. Experimental results obtained from the in-situ 
SP tests demonstrated that ductile-like fracture under the reduction environment at 800˚C and damage cause by redox 
cycling degraded the fracture stress of the NiO-YSZ composites at low porosity. This study revealed that porosity makes a key 
contribution to the durability of Ni-YSZ cermets by the redox cycling. 
  
1. Introduction 

Solid Oxide Fuel Cell (SOFC) can realize very high 
power generation efficiency to convert the chemical 
energy of H2 directly into electrical energy(1). Thus, 
SOFCs are expected to become a major electric power 
sources in the future. Typical SOFC anodes are 
fabricated from a nickel oxide (NiO) / yttria-stabilized 
zirconia (YSZ) composites. When hydrogen fuel is 
supplied to the cell first time, NiO-YSZ composites is 
converted into Ni-YSZ cermets. Under normal operating 
conditions, fuel is supplied at the anode and Ni is kept in 
its reduced state. However, the Ni may reoxidize due to 
factors such as seal leakage, system shutdown or high 
fuel utilization. Thus, cyclic reduction and oxidation 
(redox) of the anode may occur commercial during 
SOFC operations. Many researchers have reported that 
Ni re-oxidation may cause a degradation or destruction 
of the cells(2,3). Therefore, it is important to be able to 
understand the processes occurring during redox cycling 
of Ni-YSZ cermets. 

The object of this work was to investigate on the 
relationship between mechanical properties of Ni-YSZ 
cermets and redox cycling, porosity, we evaluated the 
mechanical properties of the as-sintered NiO-YSZ 
composites, the reduced Ni-YSZ cermets and the 
re-oxidized NiO-YSZ by the in-situ small punch (SP) 
tests. 
 
2. Method 
2.1 Sample preparation 

In this study, NiO (Sumitomo Metal Mining, Japan) 
and 8 mol% yttria-stabilized zirconia (YSZ) (Tosoh Co, 
Japan) and polymethylmethacrylate (PMMA) (Sekisui 
Plastics Co, Japan) were used as starting materials. The 
composition of Ni : YSZ : PMMA = 50 :50 : 0 , 40 : 40 : 
20 35 : 35 : 30 30 : 30 : 40 25 : 25 : 50, 20 : 20 : 60 
(vol. %). The powders were uniaxially pressed at 3 MPa 
into green compacts. The green bodies were then 
isostatically cold pressed at 100 MPa. After pressing, the 

samples were sintered in atmosphere condition at 
1400˚C for 3h. The heating rates for the sintering 
process were 200˚C/h. The as-sintered samples were 
polished with 3 µm diamond paste and finally size 
were Φ7.5 mm × 0.5 mm. The as-sintered NiO-YSZ 
composites were reduced at 800˚C in Ar-1%H2 
environment for 12h. The reduced Ni-YSZ cermets were 
then re-oxidized at 800˚C in 100%O2 for 12h. After each 
treatment, we confirmed that all the samples were fully 
reduced or re-oxidized from weight measurements. After 
each step, the density of sample was estimated from the 
sample dimensions and weight. 
 
2.2Mesurement of mechanical properties 

The elastic modulus and fracture stress of the as- 
sintered NiO-YSZ composites, the reduced Ni-YSZ 
cermets, and the re-oxidized NiO-YSZ composites were 
measured by a small punch (SP) testing method(4). The 
schematic illustration of test apparatus used in this work 
is shown in Fig.1. The test atmosphere of NiO-YSZ 
composites was in 100%O2 (PO2 = 1 atm) at 800˚C and 
Ni-YSZ cermets was in 100%H2 (PO2 = 10-25 atm) at 
800˚C. The SP tests were performed on a universal 
testing machine (Instron Type 5565,USA) and crosshead 
speed was 0.5 mm/min.  

 

 
Fig. 1 Schematic of the in-situ material testing 

equipment used. 
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Fig. 2 Load-displacement curve of NiO-YSZ and 

Ni-YSZ obtained by SP test (PMMA content 30 vol.%). 
 
3. Results and Discussion 

Examples of the load–displacement curves obtained 
from the in-situ SP tests are shown in Figure 2. The 
as-sintered NiO-YSZ composites and the re-oxidized 
NiO-YSZ composites show a linear elastic brittle 
fracture in PO2 = 1 atm at 800˚C. In contrast, the Ni-YSZ 
cermets show a ductile-like fracture in PO2 = 10-25 atm at 
800˚C. 

Figure 3 shows the elastic modulus Esp and Figure 4 
shows the fracture stress σfsp obtained from the in-situ 
SP tests as a function of the porosity. The elastic 
modulus of the as-sintered NiO-YSZ composites 
decreased with increasing porosity. For the dependency 
of elastic properties on porosity at room temperature 
have been reported by M.Philatie et al(5). Measured 
elastic modulus in this work and the reference showed a 
similar porosity dependency. About the fracture stress, 
the same tendency as the elastic modulus was shown. 
The results of the elastic modulus of the reduced 
Ni-YSZ cermets show only a slight decrease with 
increasing porosity. In comparison with the reference, 
the elastic modulus was decreased drastically at 800 ˚C. 
Hence, Ni-YSZ cermets have the temperature 
dependence. The fracture stress of the reduced Ni-YSZ 
cermets decreased with increasing porosity. For the 
re-oxidized NiO-YSZ composites, the elastic modulus 
exhibited the same trend with the as-sintered NiO-YSZ. 
The fracture stress was drastically decreased compared 
with the as-sintered NiO-YSZ at low porosity. On the 
other hand the fracture stress remained practically 
unchanged compared with the as-sintered NiO-YSZ at 
high porosity. Its reversibility implies that no significant 
damage occurred within the NiO-YSZ composites 
structure. 

 
4. Concluding remarks 

In this study, the mechanical properties of the as- 
sintered NiO-YSZ composites, the reduced Ni-YSZ 
cermets and the re-oxidized NiO-YSZ were measured at 
800˚C under different partial pressures (PO2 = 1 atm and 
PO2 = 10-25 atm) by the SP tests. The porosity range in 
the Ni-YSZ cermets tested in this study was 25-46%. 
The SP results revealed that the Ni-YSZ cermets show a 

 
Fig. 3 Elastic modulus ESP of NiO-YSZ and Ni-YSZ as 

a function of porosity  

 
Fig. 4 Fracture stress �fSP of NiO-YSZ and Ni-YSZ 

as a function of porosity  
 

ductile-like fracture under the reduction environment at 
800˚C. Mechanical properties were gradually decreased 
with increasing porosity. However, degradation of the 
fracture stress by redox cycling was reduced at higher 
porosity. It is suggested that porosity makes a key 
contribution to the durability of Ni-YSZ cermets by the 
redox cycling. 
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ABSTRACT 

Effects of Ni/YSZ volume ratio and porosity on the volume expansion of Ni-YSZ cermets during redox cycling,were investigated by 
thermo-mechanical analysis (TMA). Six samples which have different Ni/YSZ volume ratio and porosity were used in this study. 
During re-oxidation, we confirmed that the lower porosity was, the larger volume expansion became. And the higher Ni content is, 
the larger volume expansion becomes. However porosity has more influence on the volume expansion than Ni content. This study 
revealed the relationship between the microstructure and volume expansion mechanism during re-oxidation of the Ni-YSZ cermet. 
 
 
1. Introduction 

Typical SOFC anodes are fabricated from a nickel 
oxide/yttria-stabilized zirconia (YSZ) ceramic 
composite and are reduced in-situ, during operation, to 
form a Ni/YSZ cermet. However, the nickel component 
of the anode may re-oxidize in a commercial SOFC 
system for various reasons, such as the interruption of 
the fuel supply or too high a fuel utilization at high 
voltage. In order to use a re-oxidized cell, it must be 
reduced once more. Thus, cyclic reduction and oxidation 
(redox) of the anode can occur during SOFC operation. 
Many researchers have reported that the structure and 
volume in the anode cannot be restored during redox 
cycling. The Ni oxidation is associated with a volume 
expansion of the anode, which may cause a catastrophic 
failure in the cell (1, 2). The performance including the 
resistance to the redox cycling of the anode depends on: 
Ni content, ratio of NiO and YSZ particle sizes, porosity, 
sintering temperature, and oxidation environment (3). 
Since this redox cycling problem will be present in any 
commercially viable system, the impact of the 
microstructure in the cermets on the volume expansion 
during redox cycling will provide valuable insight into 
the behavior of SOFC anodes during redox cycling. 

In this study, in order to investigate the effects of Ni 
content and porosity on the volume expansion of 
Ni-YSZ cermets during redox cycling, 
thermo-mechanical analysis was conducted. 

 
2. Experimental 
2.1. Sample preparation 
The cermets tested were manufactured from commercial 
NiO and 8YSZ powders and polymethylmethacrylate 
using standard ceramic processing techniques and 
equipment. The powders were milled in ethanol-based 
slurries. The green tapes were sintered at 1400˚C. The 
as-sintered were cut into a number of sibling pieces for 
use in dilatometry. The final sizes of the dilatometry 
samples were about 15 mm × 2.3 mm × 0.5 mm. 
Different modified composites were prepared by varying 
the Ni/YSZ content and porosity. Table 1 shows the 
Ni/YSZ volume ratio and total porosite of the  

 
Table 1.  List of samples tested in dilatometry with 
details on Ni/YSZ volume ratio, and porosity after 
reduction (sample name represents the Ni/YSZ volume 
ratio and total poeosity ). 
 

Sample neme VNi/(VNi+VYSZ) *100(%) Total p (%) 

15-p13 15 13 
15-p34 15 34 
30-p22 30 22 
30-p30 30 30 
50-p27 50 27 
50-p47 50 47 

 
 
Ni-YSZ cermtes. The total porosities were determined 
by Archimedes method. It should be stressed that there 
are several parameters affecting the as-sintered 
microstructure and subsequent redox stability of the 
composites. In this work, to investigate the effect of Ni 
and porosity on the volume expansion mechanism 
during redox cycling, various composites which have 
different Ni/YSZ volume ratio and porosity were tested.  

 
2.2. Thermo mechanical analysis (TMA) 

Dimensional behavior during redox cycles were 
investigated using dilatometer (TD5000S, Bruker AXS). 
The composites were heated to 800˚C at a heating rate 
of 5 K/min and a total mass flow of 100 cc/min 99.99% 
Ar (0.01%O2) when reduced, and 5%H2 (95% Ar) when 
re-oxidized. After 50 minutes at 800˚C, reduction or 
re-oxidation treatments were carried out as follows: 
complete reduction of bulk sample with a mass flow of 
100 cc/min (5 vol% H2 in Ar) at least 10000s, purging 
with Ar, complete re-oxidation of Ni-YSZ cermets with 
a mass flow of 100 ml/min (100 vol% O2). This 
reduction and re-oxidation treatment was kept on until 
the treatment is completed. Then the sample was cooled 
down to room temperature as 5K/min. 
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3. Results and Discussion 

Fig. 1a and b show the volume change that occurs 
upon reduction and re-oxidation of the Ni-YSZ cermets 
at 800˚C. During reduction, the 15-p13 and 15-p34 
NiO-YSZ composites slightly expanded. The 30-p22 
and 30-p30 NiO-YSZ composites showed almost no 
change, and the 50-p27 and 50-p47 NiO-YSZ 
composites shrank. These different behaviors during 
reduction indicate that Ni/YSZ volume ratio may 
influence the reduction behavior. Furthermore compared 
with the lower porosity NiO-YSZ composite which has 
the same Ni/YSZ volume ratio, higher porosity 
NiO-YSZ composite showed the larger volume change.  

The volume expansion of the 15-p13 and 30-p22 
Ni-YSZ cermets was very large compare with others. 
This may be because of these lower porosities. On the 
other hand, the volume change of the 15-p34 was very 
small, which is because of its lower Ni content. 
Compared with the lower porosity Ni-YSZ cermet 
which has the same Ni/YSZ volume ratio, higher 
porosity Ni-YSZ cermet showed the large volume 
expansion regardless of Ni/YSZ volume ratio. However 
the rate of the volume expansion of 50-p47 Ni-YSZ 
cermet was very slow. The 15-p34, 30-p30, and 50-p27 
Ni-YSZ cermets which have almost the same porosity 
can be compared to study the effect of Ni/YSZ volume 
ratio on the volume expansion during redox 
cyclingseems that the higher Ni content is, the larger 
volume expansion the Ni-YSZ showed when 
re-oxidized.  

The oxidation linear strains of the 15-p34, 30-p30, 
and 50-p47 Ni-YSZ cermets were relatively small. 
Moreover the time of fully re-oxidation of Ni-YSZ 
cermets was relatively short. This is because of the pore 
plays an important role in the path of oxygen gas. 
However D. Sarantaridis et al. and J. Laurencin et al. 
have remarked that in anode-supported cells electrolyte 
cracking is expected when the anodic oxidation strain 
reached 0.1 0.15%(4, 5). From this view point, the 
SOFCs using the 15-p34, 30-p30, 50-p47 Ni-YSZ 
cermets may be susceptible to the redox cycling. 
 
4. Concluding remarks 

In this study, in order to investigate the effects of Ni 
content and porosity on the volume expansion of 
Ni-YSZ cermets during redox cycling, thermo 
mechanical analysis was conducted. The volume change 
behaviors during reduction mainly depend on the 
Ni/YSZ volume ratio. Moreover the higher porosity may 
lead to the larger volume change. During re-oxidation, 
porosity affects the volume change: the lower porosity is, 
the larger volume expansion becomes. Comparing 
15-p35, 30-p30, and 50-p47 Ni-YSZ cermets, it may be 
said that the higher Ni content is, the larger volume 
expansion becomes. However compared with 30-p22, 
the volume expansion of the 50-p27 Ni-YSZ cermets 
was small. This may indicate that porosity has more 
influence on the volume expansion than Ni content. 
 

 

 

 
 

Fig. 1. (a) Reduction TMA of NiO-YSZ composites.  
   (b) Re-oxidation TMA of Ni-YSZ cermets. 
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ABSTRACT 
The fracture mechanisms of multi-walled carbon nanotubes (MWCNTs) that were synthesized by a catalytic chemical vapor deposition 
method followed by high temperature annealing during crack opening in MWCNT/alumina composites were studied. Transmission 
electron microscope observations revealed that the MWCNTs, rather than pulling out from the matrix, broke in the outer shells, similar 
to that observed for MWCNTs under tensile loading. These results may provide new insight into the fracture mechanisms and suggest a 
new design methodology for MWCNT-based ceramic composites, leading to improved fracture toughness. 

 
1. Introduction 

Carbon nanotubes (CNTs) have extremely high 
tensile strength[1] and elastic modulus[2], good flexibility 
and low density. These superior properties make CNTs 
attractive for many applications and technologies. In 
order to take advantage of the intrinsic properties of 
individual CNTs, various CNTs forms and composites 
have been demonstrated to overcome the performance 
limits of conventional materials such as polymers, alloys 
and ceramics[3][4]. Engineering ceramics have high 
stiffness, excellent thermostability and relatively low 
density, but extreme brittle nature restricted them from 
many structural materials. Incorporating CNTs into a 
ceramics matrix might be expected to produce tough as 
well as highly stiff and thermostable ceramic 
composites.  
   The strengthening and toughening mechanisms of 
composites by fibers are now well established[5]; central 
to an understanding is the concept of interaction 
between the matrix and reinforcing phase during the 
fracture of the composite. The fracture properties of 
such composites are dominated by the fiber bridging 
force resulting from debonding and sliding resistance, 
which dictates the major contribution to the strength and 
toughness. Therefore, a fundamental understanding of 
the interfacial nature is essential for making decisions 
on fundamental materials design of composites with 
CNTs for higher strength and toughness.  
   In this study, we report the fracture mechanisms of 
multi-walled carbon nanotubes (MWCNTs) during the 
crack opening in MWCNT/alumina composites are 
investigated through transmission electron microscope 
(TEM) observations. We also show that the relation with 
mechanical behavior of individual MWCNT by tensile test. 
 
2. Method 
   The alumina composite made with 0.9 vol.% pristine 
MWCNTs was prepared by precursor method[6]. The 
MWCNT material was synthesized by a catalytic 
chemical vapor deposition (CCVD) method followed by 
high temperature annealing[7]. The diameters and lengths 
of the pristine MWCNTs from scanning electron 
microscope (SEM) and transmission electron 

microscope (TEM) measurements ranged from 33 to 
124 nm (average: 70 nm) and 1.1 to 22.5 �m (average: 
8.7 �m), respectively. TEM observations revealed that 
the MWCNTs have a ‘crystalline’ multi-walled structure 
with a narrow central channel. The pristine MWCNTs 
were dispersed in ethanol with aid of ultrasonic agitation. 
Aluminum hydroxide was added to this solution and 
ultrasonically agitated. Magnesium hydroxide was 
added to prevent excessive crystal growth of alumina. 
The resultant suspension was filtered and dried in an air 
oven at 60 ºC. Finally, the product obtained in the 
previous step was put into a half-quartz tube and was 
dehydrated at 600 ºC for 15 min in argon atmosphere. 
The composites were prepared by spark plasma sintering 
in a graphite die with an inner diameter of 30 mm at a 
temperature of 1500 ºC under a pressure of 20 MPa in 
vacuum for 10 min. In order to compare the mechanical 
properties of the composites, a MWCNT-free alumina 
sample was prepared under similar processing 
conditions. 
   The fracture surface and internal structure of the 
composite, and post-sintering MWCNTs were observed 
by TEM. The sample of internal structure of the 
composite for TEM observations were prepared using a 
grinding and ion-milling routine. The post-sintering 
MWCNTs were obtained by refluxing the composite in  
a phosphoric acid at 200 ºC for 1 week, washed 
thoroughly with distilled water to be acid-free, and then 
finally filtered. 
   Tensile test of individual MWCNT and single 
nanotube pullout experiments were carried out using an 
in situ SEM method with a nanomanipulator system[8]. 
In the tensile test of individual MWCNT, an AFM 
cantilever was mounted at the end of a piezoelectric 
bender on the X–Y linear motion stage, and a W wire 
was mounted on an opposing Z linear motion stage. 
MWCNT powder was dispersed in ethanol with the aid 
of a magnetic stirrer, and then filtered. The resulting 
MWCNT paper was torn apart by hand, which caused 
individual MWCNTs to project from the torn edge. Each 
MWCNT was extracted from the edge, and then was 
clamped first onto a cantilever tip and then onto an 
opposing W wire by electron beam induced deposition 
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Fig. 1 SEM image showing the experimental 

setup for pullout tests. 
 
(EBID) of a carbonaceous material[9]. The cantilevers 
serve as force-sensing elements and the spring constants 
of each were obtained in situ prior to the tensile test 
using the resonance method developed by Sader et al[10]. 
The applied force is calculated from the angle of 
deflection at the cantilever tip, and the nanotube 
elongation is determined by counting the numbers of 
pixels in the acquired SEM images. A crosshead speed – 
i.e., movement rate of the cantilever – of about 100 nm/s 
was applied for the each test.  
 
3. Results and Discussion 
   Results obtained from the tensile test of individual 
MWCNT revealed that an 11.13 0.03 �m-long 
section of this MWCNT was attached and then loaded 
and it fractured in the middle. The resulting fragment 
attached on the cantilever tip had a length of at least 
11.6 �m, whereas the other fragment on the W wire had 
a length of at least 2.3 �m. Thus, the sum of the fragment 
length far exceeded the original section length. This 
apparent discrepancy can be explained as due to a 
‘sword-in-sheath’-type failure (Fig. 2), similar to that 
observed in the failure mode of arc-discharge-grown 
MWCNTs and certain types of carbon fibers. The 
measured tensile strength of the MWCNTs ranged from 
~2 to ~48 GPa (mean 20 GPa). The mean failure strain 
varied from 2.7%, and the Young’s modulus values 
obtained by a liner fit of each stress-strain curve ranged 
from ~50 to ~1360 GPa. SEM images of the broken  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

MWCNTs were evaluated to develop an understanding 
of the fracture mechanism. They are presented as 
examples of what happens as a result of loading to 
breaking. Of the 10 pristine MWCNTs tested here, 5 
MWCNTs showed no apparent diameter change at the 
fractured region. As assumed by Yu et al.[8], we assume 
that the outer shell was carrying the load and the inner 
shells were not load-bearing. For the remaining 5 
MWCNTs, however, the diameter of the broken 
MWCNTs was smaller at the fractured region; perhaps 
significant inter-shell load transfer may be facilitated by 
the unique geometric structure arising from the CCVD 
synthesis and then high temperature annealing[7]. In 
particular, TEM images of the MWCNT powder reveal 
that there can be abrupt structural changes from perfect 
constant-diameter cylinders, such as pentagon and 
heptagon insertions and significant gaps between fringes. 
Similar observations have been made by others for this 
type of MWCNT[7]. Load transfer between layers is 
perhaps facilitated in some of these MWCNTs by the 
different structure and may be correlated to the unevenly 
spaced lattice fringes on one side of the hollow core. 
   The mechanical properties of the MWCNT/alumina 
composite and MWCNT-free alumina sample are shown 
in Table 1. X-ray diffraction analysis of the sintered 
body revealed that the aluminum hydroxide has been 
transformed to �-alumina during SPS at 1500 ºC under 
20 MPa. The aluminum hydroxide powder with 0.9 
vol.% pristine MWCNTs can be solidified by SPS to 
near-theoretical density. Measured bending strength and 
fracture toughness are 543.8 ± 60.9 MPa, 4.74 ± 0.12 
MPa·m1/2, respectively. From the fracture surface 
observations, the following features can be noted. First, 
the fracture surface of the composite exhibits protruding 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 2 (a) SEM images showing a MWCNT tensile-loading experiment, before and after the 

MWCNT was fractured. (b) TEM image of the MWCNT. 

Table 1 The properties of the alumina composite 
sample with 0.9 vol.% MWCNTs, and of the 

MWCNT-free alumina sample. 
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Fig. 3 TEM images of (a) the fracture surface,  

(b) internal structure of the composite, and  
(c) post-sintering MWCNTs, respectively. 

 
MWCNTs from the crack flank. Most of MWCNTs are 
located in the intergranular phase and their lengths are in 
the range 0–11.8 �m (number average of 160 protruding 
MWCNTs is 2.8 �m). Second, some MWCNTs are 
observed to debond from the matrix and leave traces on 
the fracture surfaces, as exemplified. These MWCNTs 
are partially exposed to the crack plane, and the exposed 
area of such MWCNTs lie parallel to the crack plane. 
Therefore, such MWCNTs are less effective at 
reinforcing, i.e., they are not load bearing during the 
failure of the composite, and no significant damage may 

 
Fig. 4 Schematic description of possible fracture 

mechanisms of the MWCNT. 
 
be induced in such MWCNTs during crack opening. 
Third, the morphology of the fracture surface of the 
matrix shows clearly the edge and corner fractural feature, 
indicating that intergranular fracturing took place in the  
matrix. Its microstructure consisted of equiaxed grains 
structure with a grain size of 1.43 ± 0.31 �m. In addition 
to the above features, some MWCNTs on the fracture 
surface show a clean break near the crack plane, and that 
the diameter of MWCNT drastically slenderized toward 
their tip. As SEM cannot clearly resolve the thickness of 
a single MWCNT, TEM was used to determine if the 
fracture phenomenon of MWCNTs was indeed 
occurring during crack opening. 
   TEM observations on the fracture surface 
demonstrated that a diameter change in the MWCNT 
structure was evidently observed for a certain 
percentage of the MWCNTs (Fig. 3a). The high 
magnification TEM image clearly showed a change in 
diameter, and this morphology is quite similar to a 
‘‘sword-in-sheath’’-type failure as observed in the 
failure mode of MWCNTs under tensile loading (Fig. 2). 
The inset showed that outer-walls having approximately 
10 shells were observed to break up at location where 
the MWCNT undergo failure, and that edges of such 
outer shells were clearly observed to lie perpendicular to 
the axis of cylinder, demonstrating the sword-in-sheath 
failure. Since no apparent variation in the diameter of 
the MWCNTs has been observed along the axis in the 
as-received MWCNTs, these results imply that some 
MWCNTs underwent failure in the sword-in-sheath 
manner prior to pullout from the matrix, and no apparent 
damage appeared to be induced in some of MWCNTs 
that were not load bearing. Figure 3b shows a TEM 
image of internal structure of the composite. MWCNT is 
observed in the intergranular phase, and bended along 
the grain boundary. In terms of MWCNT, structural 
changes and deformations from constant-diameter 
cylinders, as shown in black arrows. TEM observations 
on the post-sintering MWCNTs demonstrated that 
crystallinity change and deformations in the MWCNT 
structure was observed for some part of MWCNTs. As 
shown in Fig. 3c, TEM image clearly showed changes in 
crystalline structure, and were not present in the 

a 

b 

c 
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as-received MWCNTs. These morphology change may 
be due to a radial compressive stress of the MWCNT 
that comes from the difference of coefficient of thermal 
expansion between MWCNT and ceramics matrix. 

On the basis of these results, we schematically 
describe possible processes and mechanics, explaining 
the MWCNT failure during crack opening (Fig. 4). As 
for one example, the initial state of the MWCNT in an 
ideal case is a completely impregnated and isolated 
embedded in the matrix. Tensile stresses parallel to the 
axis of MWCNT length lead to matrix crack formation. 
Subsequently, interfacial debonding between two phases 
may occur (Fig. 4a), perhaps over a limited distance (but 
this is unlikely to make a major contribution to the 
fracture energy). Since there is variability in MWCNT 
strength in the debonded region on either side of the 
crack plane, and it is possible for the MWCNT to break 
at a certain position, when the stress in the MWCNT 
reaches a critical value. As displacement increases, the 
MWCNTs, rather than pulling out from the alumina 
matrix, undergo failure in the outer shells and the inner 
core is pulled away, leaving the fragments of the outer 
shells in the matrix (Fig. 4b). 
   Creating tough, fracture-resistant ceramics has been 
a central focus of MWCNT/ceramic composites research. 
Although there are a few papers that report significant 
improvement in the fracture toughness[11], the 
improvements by addition of MWCNTs reported in 
other studies has been limited[12]. The results reported 
here suggest that modest improvements in toughness 
reported previously may be due to the way MWCNT’s 
fail during crack opening in the MWCNT/ceramic 
composites. The design of tougher composites with 
MWCNTs as a filler will need to account, or in some 
way circumvent, the sword-in-sheath failure reported 
here. 
 
4. Concluding remarks 
   In conclusion, tensile-loading experiments were 
performed on MWCNT that was synthesized by a 
CCVD method following by high temperature annealing. 
The measured tensile strength ranged from ~2 to ~48 
GPa for the MWCNTs, slightly lower than those of 
arc-discharge-grown MWCNTs. It has been 
demonstrated from TEM observations of fracture 
surface, internal structure and post-sintering MWCNTs 
that the MWCNTs, rather than pulling out from the 
alumina matrix, broke during the crack opening in a 
composite, and this morphology is quite similar to a 
sword-in-sheath-type failure as observed in the failure 
mode of MWCNTs under tensile loading. In totality, our 
finding suggests important implications for the design of 
tougher ceramic composites with MWCNTs. The 
important factor for such tougher ceramic composites 
will thus be the use of MWCNT having a much higher 
load carrying capacity (as well as a good dispersion in 
the matrix). 
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ABSTRACT
By introducing the cathode-electrolyte composite concept to the thin-film deposition and employing a gradient cathode structure, the 

adhesion of the interface between the thin-film cathode and the electrolyte could be improved and as a result, stability of 
high-temperature performance is increased. In this study, lanthanum strontium cobaltite (LSC) and Gd doped ceria (GDC) are 

used for fabricating composite cathode and this composite cathode was applied on the thin-film solid oxide fuel cells.

1. Introduction
Solid oxide fuel cells (SOFCs) have gained 

increasing attention in these days as promising 
candidates for next generation portable power sources 
because of high power and energy densities, system 
efficiencies, and fuel flexibility. [1]

For obtaining high performance of SOFCs at a lower 
operating temperature, cathode materials with a high 
mixed ionic and electronic conducting (MIEC) property
such as lanthanum strontium cobaltite (LSC) were 
widely investigated.

In our previous study, [2] the SOFC cell consisting 
of Ni, yttria-stabilized zirconia (YSZ), Gd doped ceria 
(GDC) with 3~5 �m-thick thin-film processed nano-
structure LSC cathodes demonstrated an appreciable 
performance compared with that of the cell with ~30 
�m-thick powder processed LSC-base cathodes at 
650 °C. This results showed that the thin-film process 
can develop the nano-structure of the cathode easily, 
which increase the surface area of the reaction sites of 
the cathode. However, single-phase LSC thin-film 
cathode was limited by microstructural problems. When 
the thin-film cathode become thicker, the performance 
of the cell is increased but the probability of loss of the 
adhesion at the electrolyte/cathode interface is also 
increased especially when the cathode thickness exceeds 
a certain thickness level.

In this study, LSC-GDC composite cathode layer 
was introduced for more reliable and practically 
applicable thin-film processed cathode. Microstructure 
observation of single and composite cathode thin films 
and reliability improvement of a thin-film SOFC by 
composite cathode will be presented.

2. Experimental
By using pulsed laser deposition (PLD), 1 �m-thick

single LSC and LSC-GDC composite thin films were 
deposited on the electrolyte made by powder processing. 
A KrF eximer laser (COMPEX Pro 201F, Coherent) was 
used as an ablation source and the laser fluence was 
about 3 J/cm2. Targets were fabricated by sintering a 
uniaxially pressed powder pellet at 1200 °C for 3 hrs. 
The powder used for making single LSC target was
commercial La0.6Sr0.4CoO3-� and for LSC-GDC 

composite target was La0.6Sr0.4CoO3-� and Ce0.9Gd0.1O2-�
powder mixture (mixing volume ratio = 1:1). Each 
deposition was done by PLD under various deposition 
conditions and their microstructures were observed by 
using scanning electron microscopy (SEM)

Next to the reliability test, two of TF-SOFC cells
were fabricated. At first, a NiO-YSZ anode interlayer 
was deposited on a NiO-YSZ support made by powder 
process. Then, we deposited 1 �m-thick YSZ electrolyte, 
200nm-thick GDC onto the anode interlayer, layer by 
layer. And different types of the cathode structures were
finally fabricated on each cell. One of the cells has only 
5 �m-thick LSC single phase cathode, and the other one 
has 3 layers. The first layer contacting GDC was a 1.5 
�m-thick LSC-GDC composite layer deposited at 
Ts=700 °C and Pamb=26.66 Pa, the second layer was a 
1.5 �m-thick LSC-GDC composite layer deposited at 
Ts=700 °C and Pamb=39.99 Pa, and the third (top) layer 
was a 2 �m-thick LSC single-phase layer deposited at 
room temperature and Pamb=13.33 Pa. All of depositions 
were done by using PLD and GDC was introduced as 
buffer which prohibits the reaction between YSZ and 
each cathode.

After an in-situ reduction of the anode in H2, the cell 
performance was measured at 600 using humidified 
H2 for a fuel and air for an oxidant until 12 hours

3. Results and Discussion
Figure 1 is the SEM graphs of the single LSC and 

LSC-GDC composite thin films deposited on the YSZ 
electrolyte with GDC buffer at 700 . As shown in 
figure 1, only single LSC thin film is cracked out from 
the electrolyte because there is large thermal expansion 
coefficient (TEC) mismatch between LSC and 
electrolyte and the LSC cannot release the stress induced 
from the TEC mismatch. Relatively, TEC mismatch is 
decreased in the case of LSC-GDC/GDC interface, so 
there is no crack.

The performance and long term stability of the cell 
with the LSC-GDC composite cathode were compared 
with those of the cell with the single LSC cathode. The 
performance of the cell with single LSC was slightly 
higher but the difference was not considerable, and this 
indicates that the composite layer did not significantly 
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degrade the cell performance.
However, as shown in figure 2, the resistance of

single LSC cathode cell is drastically increased during 
cell test for 12 hours and this performance drop 
originated with delamination of cathode, as mentioned. 
On the contrary, as shown in figure 3, the resistance of 
LSC-GDC composite cathode cell is not changed 
remarkably. This indicates that the composite cathode is 
more stable than single phase cathode in the viewpoint 
of long-term operation.

Fig. 1 SEM graphs of the single LSC and LSC-GDC 
composite thin films deposited on the electrolyte

Fig. 2 Impedance spectra change of tested cells without 
LSC-GDC composite cathode layer

Fig. 3 Impedance spectra change of tested cells with 
LSC-GDC composite cathode layer

4. Concluding remarks
By introducing LSC-GDC composite thin-film 

cathode by PLD, the microstructural stability of the thin 
film could be significantly improved. The defects due to 
the TEC mismatch was decreased in the composite layer 
compared with the single-phase LSC layer when 
deposited at a high temperature. A single LSC cathode
showed significant degradation after 8 hours of 
operation. However improved LSC-GDC composite 
cathode did not exhibit remarkable degradation after 12 
hours long-term operation.
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ABSTRACT 
We developed the new evaluation method of stress conditions in operated SOFC. It was based on the observation of lattice 

conditions by in-situ Raman scattering spectroscopy. Temperature and pressure dependences of the Raman spectra of 20 
mol%Sm-doped ceria (20SDC), which was often used as an interlayer of the SOFC cell, were studied. Based on the results, we 
applied this method to the typical anode supported type cells with 20SDC interlayer. It was suggested from this in-situ evaluation that 
the risk of the destruction of the electrolyte is increased when the anode exposed to the redox cycle by stopping the operation. 
 
1. Introduction 

SOFC (Solid Oxide Fuel Cells) is exposed to high 
temperature and high oxygen potential gradient under 
the operating conditions. At that time, stress conditions 
are changed due to the thermal expansion coefficient 
(TEC) mismatch of the materials and the volume change 
by the redox of the electrode. These changes of stress 
conditions cause mechanical damage to the SOFC. So, 
measuring methods to evaluate the stress condition at 
operating conditions are strongly required for improve 
durability and reliability of the SOFC. Raman 
spectroscopy is the contactless and non-destructive 
method. It can obtain the knowledge of the crystal 
structure, defect structure and temperature from the 
scattered light in the laser irradiated to the object. This 
method can apply in-situ measurement for SOFC in 
operating conditions by using a glass chamber with an 
optically transparent window in which temperature and 
atmosphere can be controlled. So, we are studying for 
establish an in-situ evaluating method for SOFC by the 
information of the crystal structure, defect structure and 
temperature, these measured from in-situ Raman 
spectroscopy, and mechanical properties. In this study, 
we evaluated the stress condition of SOFC model cell in 
operating conditions based on the knowledge from 
temperature dependence and pressure dependence of 
Raman spectra of SOFC component.  

 
2. Experimental 
20mol% Samarium doped Ceria ((Sm0.2,Ce0.8)O2), which 
is often used for SOFC interlayer, is used as the object. 
The sample powder was prepared by coprecipitation 
method from Ce(NO3)3 6H2O and Sm(NO3)3 H2O. 
Calcination condition is 5hour by 900oC. The pellet was 
sintered at 1500oC by 5 hour in air after hydrostatic 
press. After shaping, the pellet was annealed at 1000oC 
by 3 hour for eliminate the residual stress. The powder 
was used for pressure dependence measurement and the 
pellet was used for temperature dependence 
measurement. Typical anode supported type cells with 
20SDC interlayer (JAPAN FINE CERAMICS) were 
used for evaluation of stress condition during operation. 
Table 1 shows component materials and preparing 
method of purchased model cells. Raman scattering 
spectra were measured using RAMANOR T64000 

(Horiba-Jobin Yvon) with an Ar ion laser (�=488nm). 
The spectrometer was calibrated with Ne atomic 
emission spectra. As a result, the accuracy of the Raman 
peak position measurement was better than 0.1cm-1. In 
pressure dependence measurement, Raman spectra 
under the hydrostatic pressure were measured using a 
lever type diamond anvil cell (DAC) and evaluated it. 
Schematic illustration of the DAC is shown in figure 1. 
Pressure in the DAC was measured by the ruby 
fluorescence method. In order to measure temperature 
dependence of the 20SDC pellet and stress conditions of 
the model cell in operating conditions, we developed a 
glass chamber with an optically transparent window in 
which temperature and atmosphere can be controlled. 
Schematic illustration of the glass chamber is shown in 
figure 2, and figure 3 shows the operating conditions. 
 

Figure 1 (a) Schematic illustration of the DAC and  
(b) detail of the cylinder; 1: drive screw, 2:bellville 
washers, 3:lever thrust block, 4:lever, 5:thrust block, 
6:piston, 7:cylinder, 8:main body, 9:mounting plate, 
10:flat plate, 11:gasket, 12,14:tilting screw, 
13:hemisphere support, 15:diamond anvil  

(a) 

(b) 
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Table 1 Components and preparing method of model cell 

 Materials Thickness Method Sintering 

Anode NiO/8YSZ (60/40wt% ratio) 1mm Tape cast 

1400oC Electrolyte 8YSZ 15�m 

Screen print Cathode interlayer Ce0.8Sm0.2O2.9 (20SDC) 5�m 

Cathode La0.6Sr0.4Co0.2Fe0.8O3 30�m 1000oC 

Figure 2 Schematic illustration of the experimental 
apparatus 
 

Figure 3 Operating conditions of model cell 
 
3. Results and Discussion 
3 1.Temperature dependence measurement 

Figure 4 shows the temperature dependence of F2g 
Raman peak of 20SDC. The F2g Raman peak was sifted 
to low wavenumber side with increasing temperature. 
Because 20SDC pellets used in this measurement are 
regarded as non-stress conditions, Raman peak positions 
that obtained in this measurement can be used as the 
reference point of non-stress condition for each 
temperature. 
 
3 2.Pressure dependence measurement 

Figure 5 shows the pressure dependence of F2g 
Raman peak of 20SDC. Vertical axis shows the pressure 
and positive direction means the tensile stress. From the 
linear approximation of 20SDC plot, the pressure 
dependence was 3.40 (cm-1/GPa). Because the stress of 
SDC in the cell is considered to be plane stress, 
hydrostatic stress was converted plane stress using 
variation of Raman shift - volumetric strain relation, 

V
dV

k
dk

K
R

R ���    (1) 

and hydrostatic stress - volumetric strain relation, 

 
 

Figure 4 Temperature dependence of 20SDC Raman 
peak position 
 
 

Figure 5 Hydrostatic pressure dependence of 20SDC 
Raman peak position at RT 
 
Table 2 Hydrostatic and plane pressure dependence of 
F2g Raman peak shift 

Temperature 
[oC] 

Hydrostatic stress 
[cm-1/GPa] 

Plane stress 
[cm-1/GPa] 

25 -3.40 -2.26 
800 -4.61 -3.07 

 

KEV
dV ���

�
�

�
)21(3

  (2) 

and hydrostatic stress - volumetric strain relation, 

11121
2

��
�
�

�
�
� �
��

�
�

�
�
� �� ����

EEV
dV  (3) 

where kR is Raman shift, �K is Grüneisen parameter, V is 
the volume, E is the Young’s modulus, � is the stress, � 
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is the Poisson’s ratio and K is bulk modulus. Young's 
modulus and Poisson’s ratio was quoted from measured 
values by resonance method [1]. Result is shown in table 
2. The stress measurement error is ± 22MPa at room 
temperature and ± 30MPa at 800oC.  

 
3 3.Measurement of model cell under operating 
conditions 

We evaluated the stress condition of the model cell 
in the operating conditions based on the knowledge 
from the 3.1 and 3.2. Figure 6 shows stress conditions of 
five model cells in operating conditions.(a)Before 
operation, the electrolyte of all cells contained the 
compressive tensile stress. (b)During temperature rising, 
the compressive stress decreased. (c)The stress 
conditions had changed into the tensile side by the 
inflow of the fuel.(d) Standard deviation had increased 
when the anode was oxidized. In addition, optical 
micrographs at 800oC are shown in figure 7. Many 
cracks were observed on the electrolyte after several 
hours from re-oxidizing. These results indicate the 
following. Compressive residual stress was introduced 
into the electrolyte during the fabrication process. It was 
decreased by the expansion of the components by the 
temperature rise. When the anode was reduced, the 
compressive stress of the electrolyte was relaxed by 
plastic deformation of the anode that caused by ductility 
of Ni-YSZ at high temperature [2]. The anode was 
re-oxidized when the operation was stopped. Since the 
expansion rate of Ni at that time is higher than the initial 
state, the tensile stress was occurred in the electrolyte by 
expansion from the re-oxidation of the anode. 
Electrolyte membrane was broken from tensile stress 
concentration point that exceeded the destruction 
strength. Destruction strength of typical doped ceria is 
reported to be 100 - 200MPa [3]. All of the re-oxidized 
cells were broken after several hours from re-oxidizing. 
But reduced cells did not reach the destruction 
nevertheless tensile stress of the 20SDC interlayer 
indicated 100MPa or more. One of the reasons is the 
effect of the temperature measurement at the measuring 
temperature of the furnace. If the difference of the real  

 
Figure 6 Variation of the stress conditions in 20SDC 
interlayer of model cells during operation 

 

Figure 7 Optical images of cathode side of the model 
cell at 800oC (a) Before re-oxidized (b) After 3 hour 
from re-oxidized 
 
temperature and obtained temperature becomes 10oC at 
the measurement at 800oC, the error of the stress 
becomes almost 80MPa. So, we need to establish an 
accurate temperature measurement method in the 
measurement point. Moreover, we ignore the effect of 
the cathode to the stress condition of the electrolyte 
membrane. In the future, we must analyze the 
mechanical properties of LSCF and the effect to the 
stress condition must be taken into account. 
 
4. Concluding remarks 
In this study, we developed the in-situ evaluation 
method for the stress conditions of SOFC based on the 
knowledge from temperature dependence and pressure 
dependence of Raman spectra of 20 SDC. For the 
quantification of stress, we measured temperature 
dependence and the pressure dependence of the F2g 
Raman peak shift. The stress measurement error from 
the measuring instruments was 20 - 30 MPa. We applied 
this method to typical anode support cell at real 
operating conditions, and evaluated the effect on the 
state of stress of the electrolyte membrane from the 
temperature change and redox of the anode. During 
rising temperature, residual stress in the electrolyte was 
retained compressive stress. But the redox cycle of the 
anode causes residual stress of the electrolyte to the 
tensile stress. It was suggested from this in-situ 
evaluation that the risk of the destruction of the 
electrolyte is increased when the anode exposed to the 
redox cycle by stopping the operation. We were able to 
clarify the change of stress conditions during operation. 
This result indicates that Raman scattering spectroscopy 
is an effective in-situ evaluation method of stress 
conditions in SOFC. To increase the accuracy of the 

(a) (b) (c) (d) 

Interlayer

Crack

Interlayer

(a) 

(b) 
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measurement, we need to establish an accurate 
temperature measurement method in the measurement 
point. Further investigation of the effect to the 
electrolyte from LSCF is also needed. 
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ABSTRACT 

In order to improve the performance of alcohol fueled Single Chamber SOFCs (SC-SOFCs), ethanol and dimetyl ether (DME) as 
the new fuels were tested. Thermodynamic equilibrium calculations were performed for the prediction of reactions in the furnace. Pt/ 
yttria-stabilized zirconia, Ce0.9Gd0.1O1.9 or SrCe0.95Yb0.05O3-� /SSC cells using ethanol and DME generated lower cell voltages than 
methanol fueled cells. It was suggested that ethanol fueled SC-SOFCs was hard to handle the cell operation. Detail investigation 
into the potential of DME fueled SC-SOFCs through the cell test is demanded. 

 
1. Introduction 

Solid Oxide Fuel Cells (SOFCs) have high fuel 
flexibility and high overall efficiency because of high 
operating temperatures (800~900oC). However, both high 
operating temperature and separating anode and cathode 
cause problems such as thermal stress. Especially, failure of 
a gastight seal in a cell stack is a very serious problem, 
causing gas leakage and eventual destruction of the stacked 
cells. Operation in a fuel-air mixed atmosphere, i.e. in a 
separator-free single chamber, is known as one of the 
solutions of this problem. This type of SOFC is called 
Single-Chamber SOFC (SC-SOFC). SC-SOFC has several 
advantages. Electrolytes can be porous and the risk of 
carbon deposition would be lower. Separator-free design 
may downsize the system of SOFCs. 

In recent studies, SC-SOFCs with a mixture feed of 
methane and air have shown as high performance as 
conventional SOFCs[1-3]. However, methane and other 
gas fuels are difficult for storage. On the other hand, 
alcohols such as methanol and ethanol which are liquid in 
ambient condition are easy to store and portable. 
Furthermore, liquid fuels have higher energy density than 
gas fuels. Considering those advantages of alcohol fuels, 
alcohol fueled SC-SOFCs have potential for applications to 
portable electronic devices. 

We have studied methanol fueled SC-SOFCs as a starter 
of alcohol fueled SC-SOFCs. Compared with methane 
fueled SC-SOFCs, however, the performance was 
relatively low. For practical applications, development of 
the performance is demanded, thus we have to resolve 
several problems of alcohol fueled SC-SOFCs, in particular 
the low cell voltage and the high electrode reaction 
resistance. In this study, we tried new fuels for SC-SOFCs, 
ethanol and dimethyl ether (DME) as one of the ways to 
develop the performance of alcohol fueled SC-SOFCs. 
Ethanol and DME have same molecular composition and 
both fuels are harmless to human unlike methanol. 
 
2. Method 

In order to predict what reactions could occur in 
ethanol- and DME-air mixture gas, we simulated the 
reactions by thermodynamic equilibrium calculations 
with Thermodynamic Database MALT for Windows 
(Kagaku Gijutsu-Sha).  

Yttria-stabilized zirconia (YSZ) and Ce0.9Gd0.1O1.9 (GDC) 
possessing oxygen ion conductivity and SrCe0.95Yb0.05O3-� 
(SCYb) possessing proton conductivity were used as the 
electrolyte materials. YSZ powder was purchased from 
TOSOH CORPORATION. GDC powder was prepared by 
solid state reaction method. These powders were pressed into 
pellets, and sintered. SCYb pellets were purchased from 
TYK Corporation. These pellets were ca. 1mm thick. The 
surface of the pellet electrolytes was screen-printed with a 
slurry of Sm0.5Sr0.5CoO3 (SSC) cathode, and calcined. SSC 
powder was prepared by solid state reaction method. The 
opposite surface of the electrolytes were sputtered Pt as 
anode. Electrode area was ca. 1cm-1. 

Fig. 1 shows schematic illustration of the experiment 
system. The cell was set up in grass tube, and fuel-air 
mixture gas was supplied to the cell at total flow rate 60mL 
min-1. Two thermocouples observed the furnace temperature 
and the temperature adjacent to the cell, respectively. As 
electric collector, Au meshes were on the surfaces of both 
electrodes. The outlet gas was analyzed on gas 
chromatography.  
 
3. Results and Discussion 

Ethanol and DME have two oxidation reaction, partial 
oxidation (eq.1) and deep oxidation (eq.2). 

2262 H3CO2O
2
1OHC ���       (1) 

OH3CO2O3OHC 22262 ���                (2) 
Other various reactions may occur in the ethanol- or 

DME-air mixture gas in the furnace. 
 

 
Fig. 1 Schematic illustration of the experiment system. 
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Fig. 2 shows the results of the thermodynamic 
equilibrium calculations at 300oC. Calculated molar 
number of the components at equilibrium in ethanol-air 
mixed gas corresponded exactly to the result of 
DME-air mixture gas because ethanol and DME have 
same molecular composition. At equilibrium, only CO2 
and H2O were produced in fuel-air mixture gas whose 
fuel/O2 molar ratio was less than 0.33, the stoichiometric 
ratio of the deep oxidation (eq.2). On the other hand, in 
fuel-rich gas over the stoichiometric ratio, not only H2O 
and CO2 but also H2 were produced because of the 
partial oxidation. However, the amount of carbon 
deposition got increased with fuel/O2 molar ratio. Thus, 
ethanol- or DME-air mixture gas which was closely 
mixed at the stoichiometric ratio of the deep oxidation 
was used for supply gas to the cell.  

Fig. 3 shows OCVs of the Pt/GDC/SSC cell at 
several experimental conditions. The OCVs turned into 
positive across the stoichiometric ratio of the deep 
oxidation. The highest OCV were measured at 300oC. 
Using oxygen ion conductors as electrolytes of fuel 
cells, OCV depends on the oxygen partial pressure 
gradient between the two electrodes. From the results 
of gas chromatography without the cell, little oxygen 
consumption was observed at 300oC while the 
consumption was measurably observed at 400oC and 
500oC. Consequently, at 300oC, the ethanol reforming 
reaction may occur just by the catalytic activity of the 
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Fig. 2 Calculated molar number of the components at 
equilibrium in ethanol- or DME-air mixture gas at 300oC. 
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Fig. 3 OCVs of the ethanol fueled cell (Pt/GDC/SSC) as 
a function of ethanol-oxygen molar ratio. 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4
0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

 

 

O
C

V
/V

DME/O
2
 molar ratio

Explosion zone

 
Fig. 4 OCVs of the DME fueled cell (Pt/YSZ/SSC) as a 
function of DME-oxygen molar ratio at 300oC. 
 
electrodes, thus the largest oxygen partial pressure gradient 
between the electrodes was arisen at 300oC. However, the 
OCVs were lower than the OCVs using methanol (ca. 0.5V). 
In addition, the deteriorations of the anode such as terrible 
carbon deposition on the surface and detachment from the 
electrolyte were observed after the cell test. This means it is 
hard to handle the cell operation using ethanol. The 
deteriorations were more terrible in case of the cell using 
SCYb as the electrolyte, and the cell voltages were unstable. 

Fig. 4 shows OCVs of the Pt/YSZ/SSC cell as a function 
of DME-oxygen molar ratio at 300oC. The OCVs were 
nearly equal the OCVs of the ethanol fueled cell. At 
DME-rich conditions, the cell voltages cyclically vibrated. 
This must result from PID controlling of the temperature 
controller. The unstable cell voltages made it hard to 
measure the electrochemical properties of the cell such as 
the discharge properties and the impedance spectra. Tuning 
of the temperature controller was demanded. 

 
4. Concluding remarks 

The thermodynamic equilibrium calculations of 
ethanol- and DME-air mixture gas showed that the reac- 
tion products were different across the stoichiometric 
ratio of the deep oxidation. Ethanol fueled SC-SOFCs 
generated lower cell voltages than methanol fueled 
SC-SOFCs, and the anodes were damaged during the 
generations. The OCVs of the DME fueled SC-SOFC 
were nearly equal the OCVs of the ethanol fueled cell. 
In order to detail electrochemical properties of the cell, 
we must stabilize the cell voltage by tuning the 
temperature controller. 

For the future, first, we should investigate in detail the 
potential of DME fueled SC-SOFCs through the cell test. 
Then the reduction of the electrode reaction resistance is 
demanded by development of the electrodes. 
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ABSTRACT
Ag���Te is one of the host materials of promising thermoelectric Pb-Sb-Ag-Te (LAST) compounds. Because Ag���Te undergoes an 

n-type-to-p-type transition within its single phase region, it exhibits considerable variations in electronic properties and consequently
thermoelectric efficiency with nonstoichiometry (�). In this work, we have measured the electrical conductivity and thermopower of 

�-Ag���Te as function of nonstoichiometry across its entire stability field at 373K. The behaviors of electrical properties are 
explained and the way to optimize the thermoelectric efficiency is proposed.

1. Introduction
Efficiency of thermoelectric energy conversion is 

normally formulated as figure of merit,
2

Z ��
�

�
              (1)

w����� ��� ��� ���� �� ���� ����������� ��������������
thermopower and thermal conductivity, respectively. In 
this formula, the ���������� ��2 is called power factor 
(PF) and it is also an important factor to evaluate the 
thermoelectric efficiency.

Ag���Te is one of the host materials of promising 
thermoelectric Pb-Sb-Ag-Te (LAST) compounds. 
Electronic properties such as �, �, and consequently PF 
are changed with ����������������� ��� �������� ����
concentration of electron and hole are changed
considerably. In contrast to higher temperature cubic 
�-Ag�������������������������������������-Ag���Te has 
not been yet examined precisely[1, 2]. ��������������������
and PF o�� �-Ag���Te are examined at 373K. Behaviors 
of electrical properties are explained and the way to 
optimize the thermoelectric efficiency is proposed.

2. Experimental
Ag���Te specimen was prepared by following 

procedure. First, Ag2Te granule (Kojundo, 99.9%,
Japan) was ball milled and screened with 100
��-mesh-sieve. Second, the powder was sintered at 
700oC for 24 hours and the sintered sample was cut into 
parallelepiped. The phase purity of the sample was 
examined by X-ray diffraction at room temperature, and 
microstructure was observed by Scanning Electron 
Microscope (SEM). The bulk density of the sample is
measured by Archimedes method.

In order to synthesize solid electrolyte RbAg4I5, 1:4 
mixture of RbI (Aldrich, 99.9%, USA) and AgI (Aldrich, 
99%, USA) was melted at 440oC and quenched to room 
temperature. Quenched powder was annealed at 150oC
for 24 hours, ground and shaped into a disk, and finally
sintered at 150oC for 8 hours.

Nonstoichiometry of Ag2+�Te specimen was adjusted 
by coulometric titration technique. Figure 1 is the 
schematic diagram of cell design. Titration current was 
flown between the sample and pure silver, a source or 
sink of Ag+ ion, through solid electrolyte RbAg4I5,
which has ionic conductivity as high as �����-1cm-1 even 
at room temperature while electronic conductivity is 

negligibly small. Amount of injected or extracted Ag+

ion is calculated by Faraday equation,

Ag
Ag

Itn
z F

� � .              (2)

In this equation, ��Ag, I, t, zAg, and F are the change in
number of moles of silver ions, the amperage of injected 
current, duration of titration, valence number of Ag+ ion,
and Faraday constant respectively.

Ag nonstoichiometry of Ag���Te specimen is
* * * 1Ag

o o
Ag Ag Ag

n It
n z F n
�

� � � � � � � �� � � � � , (3)

�* is initial nonstoichiometry of as-sintered sample, and 
no

Ag is mole number of the specimen.
During the experiment, Ag activity was monitored 

by measuring the EMF between Ag���Te sample and 
pure silver electrode as a reference, whose Ag activity is 
equal to unity. Electrical conductivity was measured by 
general 4-point-probe method with outer thermocouples 
as current probes and inner Pt wires as voltage probes. 
Thermopower was measured by raising the temperature 
difference between two ends of the sample with local 
heater placed near the sample as shown in Figure 1, and 
reading the thermal voltage by heat pulse method.

Fig. 1 Schematic diagram of the cell.

3. Results and Discussion
The X-ray diffraction pattern shows that the sample 

has monocl������-Ag���Te single phase. The bulk density 
of the sample is (71.0±1.0) % relative to the theoretical 
density, and porous microstructure of the sample is also 
observed by SEM image as shown in Figure 2.
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Fig. 2 SEM image of �-Ag���Te sample.

The relation between Ag nonstoichiometry change 
and Ag activity at 373K is shown in Figure 3. Because 
�-Ag���Te undergoes n-type-to-p-type transition within 
its single phase region, the stoichiometric point exists 
within the �-Ag���Te single phase region, and it can be 
determined using defect chemical analysis, in short,

1/2( ) 2 sinh ln Agm m
i o

A A Ag

aV Vn p K
N N a

� �� �
� � � � � �� �� �� �� �� �

. (4)

In this equation, Vm is molar volume, NA is Avogadro 
number, n is density of electrons, p is density of holes,
Ki is equilibrium constant of n-p pair generation and ao

Ag
is Ag activity at stoichiometric point. Figure 3 shows 
best fitted line to equation (3) ���� � was determined 
from the fitting result.

Fig. 3 The relation between Ag nonstoichiometry 
change and Ag activity. Solid line is best fitted to 

equation 4 and dashed line indicates inflexion point of 
������������������������������������������������������

Shaded regions are 2-phase regions.

Electrical conductivity, thermopower, and power 
factor of �-Ag�������������at 373K is shown in Figure 4.
Electrical conduc�����������������������������������������
������������� ������� ����� ���� It indicates that the 
electrical conductivity of �-Ag���Te is higher when the 
sample is n-type, that is, mobility of electrons is far
higher than that of holes. Thermopower has maximum 
������ ����� ��� ���� ��� ���������� ����� ����������� �����
�������������� ���� ������ ������� ��� �-Ag���Te increases 
�������������������s �������������������������, even in 

Ag and �-Ag���Te two phase region.
Changing nonstoichiometry, thermoelectric 

efficiency can be improved by adjusting density of 
electrons and holes. This method can be adapted to other 
materials, especially those undergo n-type-to-p-type
transition.

Fig. 4 Conductivity, thermopower, and power factor of 
�-Ag���Te sample. Dashed line indicates stoichiometric 

point �����, shaded regions are 2-phase regions.

4. Conclusion
Electrical conductivity and thermopower of 

�-Ag���Te is measured at 373K with nonstoichiometry 
change. Because �-Ag���Te undergoes n-type-to-p-type 
transition within its single phase region, it exhibits 
drastic variation of electrical conductivity and 
thermopower. Power factor is calculated from electrical 
conductivity and thermopower and it increases with 
nonstoichiometry. When ���, even in Ag and �-Ag���Te
two phase region, power factor is optimized and it 
shows little change. Possibility of changing 
nonstoichiometry to improve thermoelectric efficiency 
is confirmed.
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ABSTRACT 

Elastic modulus of La0.6Sr0.4CoO3-δ (LSC), La0.6Sr0.4Co0.2Fe0.8O3-δ (LSCF6428) and La0.6Sr0.4FeO3-δ 
(LSF) was evaluated in the temperature range between 298 to 1173 K, and the oxygen partial pressure, 
P(O2), range between 1 x 10-1 to 1 x 10-4 bar using the resonance method. Lattice expansion and crystal 
structure change were considered to have large effect on elastic modulus at high temperatures. 

 
1. Introduction 

There are great expectations for the 
commercialization of Solid Oxide Fuel Cells (SOFCs) 
since SOFCs have many advantages such as high power 
generation efficiency, fuel flexibility and 
high-temperature waste heat. Hence in Japan, New 
Energy and Industrial Technology Development 
Organization (NEDO) has promoted fundamental and 
demonstrative research projects under cooperation with 
domestic companies in order to commercialize SOFCs[1]. 
From their researches, it was revealed that there are still 
problems in aspects of durability and reliability of 
SOFCs. One of main causes which deteriorates 
durability and reliability is mechanical damages in 
SOFC components, e. g. cracks and delaminations[2, 3]. 
In order to effectively suppress mechanical damages in 
SOFC components, it is necessary to understand 
mechanical properties of SOFC components. Materials 
used in SOFCs are exposed to high temperatures and a 
certain oxygen potential gradient, and distributions of 
temperature and oxygen potential vary depending on 
operating conditions. Thus, knowledge on mechanical 
properties as functions of temperature and oxygen 
partial pressure, P(O2), are indispensable for the precise 
evaluation of mechanical stresses and operational 
margin of SOFCs. 

La1-xSrxCo1-yFeyO3-δ (LSCF) is a widely used 
material as a cathode for SOFCs because of its high 
mixed electronic-ionic conductivity and fast oxygen 
surface exchange[4]. A number of studies has addressed 
that the oxygen nonstoichiometry, the lattice constants 
and crystal structures of LSCF vary with temperature 
and P(O2)[5-16]. Such variations of oxygen 
nonstoichiometry, the lattice constants and crystal 
structures may have influence on the mechanical 
properties of LSCF. However, there are few studies 
which investigated the effect of temperature and P(O2) 
on the mechanical properties. Thus we evaluated 
mechanical properties of LSCF as functions of 
temperature and P(O2), and discussed in terms of the 
oxygen nonstoichiometry, the lattice constants and the 
crystal structures. 

 

2. Experimental 
 
2.1. Sample Preparation 
 

Powders of La0.6Sr0.4Co1-yFeyO3-δ series (y = 0, i. e. 
LSC, 0.8, i. e. LSCF6428 and 1.0, i. e. LSF) were 
prepared by Pechini method or obtained from AGC 
SEIMI CHEMICAL Co., Ltd.. Powders were first 
hydrostatically pressed at 150 MPa and sintered at 1473 
~ 1573K for 6 hours and then slowly cooled (106K / h) 
to avoid cracking. The sintered specimens were cut into 
rectangular shape with the size of ca. 45×10×1.5mm and 
polished with a diamond paste of 3µm. Relative 
densities of obtained samples were over 95%. 
 
2.2. Measurements of mechanical properties 
 

The apparent modulus of elasticity of LSCF was 
measured using an elastic modulus and an internal 
friction meter (JE, JG, EGII - HT, Nihon technoplus Co. 
Ltd.). In this work, the values obtained from the flexural 
and the torsional oscillations were defined as Young’s 
modulus, E, and the shear modulus, G, respectively. JE 
and JG perform free hold resonance measurements 
while EGII – HT performs cantilever resonance 
measurements. Since free hold resonance measurements 
have higher measurement accuracy than cantilever 
measurements[17], Values obtained by JE and JG at room 
temperature were used for calibrations of the values 
obtained by EGII - HT. Flexural and torsional 
oscillations were electrostatically excited and applied to 
samples. JE and JG detected resonance frequency for 
each oscillation by an acoustic wave displacement 
sensor while EGII - HT detected the resonance 
frequencies by an eddy current displacement sensor. 

With the flexural resonance frequency (ff), the 
torsional resonance frequency (ft) and the sample 
dimension, Young’s modulus (E) and the shear 
modulus (G) were calculated as follows, 
 

(1) 
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where L, α, ρ, S, I, K, β are the length of a sample, a 
constant given by boundary condition, the density of a 
sample, the cross-sectional area of a sample, the second 
moment of area, the adjustment parameter, the inertia 
moment of the driven section, respectively.  

The temperature dependences and the P(O2) 
dependences of elastic modulus such as Young’s 
modulus and the shear modulus was evaluated. The 
measurement of temperature dependences was carried 
out in the temperature range between 298 and 1173 K 
under constant P(O2) of 1 x 10-1 and 1 x 10-4 bar. In 
addition, the measurement of the P(O2) dependences 
was carried out in the P(O2) range between 10-1 and 10-4 
bar at constant temperatures, 873 K, 973 K, 1073 K and 
1173 K. P(O2) in a sample chamber was controlled by 
flowing mixture gases of O2 and Ar, and was monitored 
by an YSZ oxygen sensor. Measurements were repeated 
at each condition until measured values reached 
constant. 
 
3. Results and Discussion 

 
3. 1. Temperature dependences of elastic modulus of 
LSCF 

 
The temperature dependences of elastic modulus 

such as Young’s modulus and the shear modulus of 
LSCF series (y = 0, 0.8, 1.0) under P(O2) of 1.0 x 10-1 
and 1.0 x 10-4 bar are shown in Fig. 1 and Fig. 2, 
respectively. Under P(O2) of 1.0 x 10-1 bar,  elastic 
modulus of LSC gradually decreased from 298 to 773 K 
and then sharply increased in the temperature range 
from 823 to 923 K. Above 923 K, elastic modulus  
gradually decreased with increasing temperature. Elastic 
modulus of LSCF6428 and LSF under P(O2) of 1.0 x 
10-1 bar showed similar trends. They gradually 
decreased from 298 to 823 K and then sharply increased 
above 873 K. As is the case under P(O2) of 1.0 x 10-1 bar, 
elastic modulus of LSCF with each composition 
decreased with increasing temperature at low 
temperatures and sharply increased at high temperatures 
under P(O2) of 1.0 x 10-4 bar. However, the temperatures 
at which elastic modulus sharply increased were 50 – 
100 K lower than under P(O2) of 1.0 x 10-1 bar for each 
composition. 
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Fig. 1. Temperature dependences of Young’s 

modulus of LSC, LSCF6428 and LSF under P(O2) of 
1.0 x 10-1 and 1.0 x 10-4 bar. Closed symbols indicate 
values measured under P(O2) of 1.0 x 10-1 bar and open 
symbols indicate values under P(O2) of 1.0 x 10-4 bar. 

Solid lines are guides to the eye. 
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Fig. 2. Temperature dependences of the shear modulus 
of LSC, LSCF6428 and LSF under P(O2) of 1.0 x 10-1 
and 1.0 x 10-4 bar. Closed symbols indicate values 
measured under P(O2) of 1.0 x 10-1 bar and open 
symbols indicate values under P(O2) of 1.0 x 10-4 bar. 
Solid lines are guides to the eye. 
 

Such a sharp increase in elastic modulus of LSCF at 
high temperatures is distinguishing compared with 
Young’s modulus of aluminum oxide which 
monotonically decreases with increasing temperature[18]. 
The temperature dependence of Young’s modulus of 
aluminum oxide can be explained as a result of thermal 
lattice expansion. A lattice expansion reduces bond 
strength in a crystal due to the increase in atomic 
distances and hence is assumed to reduce Young’s 
modulus. To take this fact into considertaiton, it is 
suggested that sharp increases in elastic modulus of 
LSCF at high temperatures were not due to thermal 
lattice expansion but to some other factors. 

Oxygen nonstoichiometry and crystal structures of 
LSCF vary with temperature and P(O2)[5–16]. Thus it is 
possible that elastic modulus of LSCF was influenced 
by the change in oxygen nonstoichiometry and crystal 
structures. Therefore, the influence of the change in 
oxygen nonstoichiometry was examined first. Fig. 3 
shows the oxygen nonstoichiometry, 3-δ, in LSCF series 
as a function of temperature which were taken from 
literatures[5, 9, 16].  Oxygen vacancy concentrations in all 
LSCF composition monotonically increase with 
increasing temperature at high temperatures.  

3.00

2.95

2.90

2.85

2.80

2.75

 3
-�

1000800600400
Temperature / K

 LSC 1 x 10
-1 

bar M. Kuhn
 LSCF6428 1 x 10

-1 
 bar S. Hashimoto

 LSCF6428 in Air L. - W. Tai  
 LSF 1 x 10

-1 
bar M. Kuhn

 LSC 1 x 10
-4 

bar M. Kuhn
 LSCF6428 1 x 10

-4 
bar S. Hashimoto

 LSF 1 x 10
-4 

 bar M. Kuhn

 
Fig. 3. Oxygen nonstoichiometry of LSC, LSCF6428 
and LSF in air or under P(O2) of 1.0 x 10-1 and 1.0 x 
10-4 bar. Closed symbols indicate values measured under 
P(O2) of 1.0 x 10-1 bar and open symbols indicate values 
under P(O2) of 1.0 x 10-4 bar. A solid line indicates the 
data taken from Tai et al.. 
 
In previous study of our group, the correlation between 
elastic modulus and oxygen nonstoichiometry of 
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(Gd2O3)0.1(CeO2)0.9 (GDC) was discussed[19]. It is 
concluded that the reductive lattice expansion caused by 
the increase in oxygen vacancy concentration reduced 
the elastic modulus of GDC. However, contrary to GDC, 
the elastic modulus of LSCF began to increase 
considerably at the temperatures at which oxygen 
vacancy concentration started to increase. A possible 
explanation for such contradicting results is the phase 
transition. In the case of LSCF, increase in oxygen 
vacancy concentration also cause phase transition from 
rhombohedral to cubic [12, 14, 16]. In addition, it is reported 
that crystal structure change has large influence on 
elastic moduli of ceramics [20-22].Young’s modulus of 
LSCF6428 is shown in Fig. 4 as a function of 
rhombohedral angle. Rhombohedral angle of LSCF6428 
was calculated from data of in-situ XRD. At room 
temperature, it was about 60.30° and the crystal 
structure could be regarded as rhombohedral. In contrast, 
if the rhombohedral angle is 60.00°, the crystal structure 
of LSCF6428 is regarded as cubic. As is seen in Fig. 4, 
rhombohedral angle of LSCF6428 did not become 
60.00° but it seemed to converge on � = 60.07°. As the 
rhombohedral angle approaches to 60.07° from 60.30°, 
Young’s modulus of LSCF6428 appeared to first 
decrease gradually and then sharply increase when the 
rhombohedral angle became very close to � = 60.07°.  
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Fig. 4. Young’s modulus of LSCF6428 as a function of 
rhombohedral angle. Closed symbols indicate the data 
obtained from the measurement of temperature 
dependence under P(O2) of 1.0 x 10-1 bar and open 
symbols indicate the data obtained from measurements 
of P(O2) dependence. 
 

The change in the Young’s modulus due to that in 
the crystal structure may be interpreted in terms of the 
change in the Gibbs energy curve. A similar 
interpretation is often given when the change in the 
dielectric constant of ferroelectric ceramics due to that 
in the crystal structure is discussed. Displacements of 
atoms are induced by an electrostatic force when 
considering dielectric properties, while by a mechanical 
stress when considering elastic properties. Thus, it could 
be reasonable to discuss the change in the elastic 
properties accompanied by the crystal structure change 
based on a similar interpretation as that for the dielectric 
properties. Schematic images of the Gibbs energy curves 
for LSCF at various temperatures were depicted in Fig. 
5. The horizontal axis for each Gibbs energy curves is 
the interatomic distance. Since the interatomic distance 
in the rhombohedral phase is longer than that in the 
cubic phase, the Gibbs energy curve for the 

rhombohedral LSCF is located at longer interatomic 
distance side compared with the curve for the cubic 
LSCF. Considering the stability of the rhombohedral, 
the Gibbs energy curve for the rhombohedral phase 
should be lower than that for the cubic phase at lower 
temperatures. Total Gibbs energy curve is given as the 
sum of two Gibbs energy curves. The atoms stay to 
averagely keep the interatomic distance for the lowest 
Gibbs energy, i. e. the bottom of the curve, when no 
external forces such as mechanical and electrostatic 
forces are applied to the crystal. As temperature 
increases, the Gibbs energy curve for the cubic phase 
becomes lower because the cubic phase is more stable at 
higher temperature and comparable to that of the 
rhombohedral phase at the phase transition temperature. 
As temperature approaches to the phase transition 
temperature, the atoms are more likely to move between 
the bottoms of the two curves when external forces such 
as mechanical forces are applied. This means the crystal 
becomes more deformable. the elastic modulus 
decreases. At further higher temperatures, the Gibbs 
energy curve for the cubic phase becomes lower than 
that for the rhombohedral phase, meaning that the atoms 
are trapped in the bottom of the curve for the cubic 
phase. Then the crystal becomes less deformable. Based 
on hypothesis mentioned above, elastic modulus is 
considered to first decrease with increasing temperature, 
reach a minimum at the phase transition temperature and 
increase at further higher temperature. Considering 
above discussion, it is assumed that the temperature 
dependence of elastic modulus of LSCF are associated 
with not only thermal lattice expansion but also the 
change in deformability due to the phase transition. 

 
Fig. 5. A schematic image of Gibbs energy and stable 
sites of an atom at various temperatures. 
 
3. 2. P(O2) dependences of Young’s modulus of 
LSCF6428 
 

P(O2) dependences of Young’s modulus of 
LSCF6428 are described in Fig. 6. P(O2) dependences 
showed considerably different trends at each 
temperature. At 873 K, Young’s modulus was almost 
independent of P(O2). On the other hand, it considerably 
increased with decreasing P(O2) at 973 K. At 1073 K, 
Young’s modulus slightly increased with decreasing 
P(O2) down to 5 ×10-3 bar and then decreased in further 
lower P(O2). At 1173 K, it monotonically decreased 
with decreasing P(O2). Such complicated P(O2) 
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dependences of Young’s modulus of LSCF6428 are may 
be explained by both of reductive lattice expansions and 
the change in deformability due to the phase transition. 
The decrease in P(O2), more practically, the increase in 
oxygen vacancy concentration of LSCF6428 induces not 
only reductive lattice expansion but also the phase 
transition from rhombohedral to cubic. As mentioned 
above, the reductive lattice expansion is considered to 
decrease Young’s modulus. In contrast, the change in 
deformability due to the phase transition is assumed to 
increase Young’s modulus right above the phase 
transition temperature. At 873 K, the change in oxygen 
vacancy concentration with decreasing P(O2) is 
relatively small and hence Young’s modulus is 
considered to be almost independent of P(O2). 
Meanwhile, at 973 K at which the sharp increase in 
Young’s modulus was observed in temperature 
dependence measurement, it is appeared that the effect 
of the phase transition is much larger than the effect of 
the reductive lattice expansion and thus Young’s 
modulus increased with decreasing P(O2). At 1073 K at 
which the increase in Young’s modulus is more relaxed 
than 973 K, it is assumed that the phase transition is 
close to finish and hence effects of the phase transition 
and the reductive lattice expansion became comparable. 
As a result, both increase and decrease in Young’s 
modulus were observed at 1073 K. At 1173 K, the phase 
transition is assumed to finish and therefore have no 
effect on Young’s modulus. Consequently, Young’s 
modulus monotonously decreased with decreasing P(O2) 
due to the reductive lattice expansion. 
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Fig. 6. P(O2) dependence of Young’s modulus of 
LSCF6428 measured at 873, 973, 1073 and 1173 K. 
Solid lines are guides to the eye. 
 
4. Conclusions 

Elastic modulus of La0.6Sr0.4CoO3-δ (LSC), 
La0.6Sr0.4Co0.2Fe0.8O3-δ (LSCF6428) and La0.6Sr0.4FeO3-δ 
(LSF) was evaluated as functions of temperature and 
P(O2) with the resonance method. The sharp increase in 
the Young’s modulus was observed for each 
composition at high temperatures. Such considerable 
changes in the Young’s modulus were correlated with 
the phase transition. The P(O2) dependences showed 
different trends at each temperature.  Such behavior 
was explained as resulting from both the reductive 
lattice expansion and the phase transition induced by the 
change in oxygen vacancy concentration. 
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Abstract 
 Mechanical properties, such as Young’s modulus, shear modulus, Poisson’s ratio and internal friction of La0.6Sr0.4MnO3+δ (LSM641) 
were evaluated by using resonance method in the temperature range between room temperature and 1273 K under P(O2) = 10-1 bar. It 

was found that the elastic modulus of LSM641 first decreased with increasing temperature and drastically increased above 973 K. 

Such mechanical properties changes were discussed in terms of the lattice constant, oxygen nonstoichiometry, and the crystal 

structure change. 

 
1. Introduction 

Solid oxide fuel cells (SOFCs) are expected to be
one of the next-generation power sources. It is 
important to improving durability and reliability for the 
practical use of SOFCs. However, it has not yet been 
fully defined how SOFCs degrade in each situation such 
as manufacture, start-up, operation and stoppage. For 
elucidating degradation mechanism, there is an urgent 
need to developing the degradation simulations or 
accelerated test. It is also necessary to evaluate 
mechanical properties of SOFC components under 
operating condition.  

Previous works in our group showed that mechanical 
properties of SOFC components were affected by the 
change of the lattice constant, the crystal structure 
change and oxygen nonstoichiometry. Amezawa et al. 
studied the temperature and oxygen partial pressure 
(P(O2)) dependancies of the elastic moduli of 
Ce0.9Gd0.1O2-� (GDC) and reported that the elastic 
moduli of GDC were changed by the change in 
interatomic distance due to the thermal expansion with 
increasing temperature and/or the chemical expantion 
with the variation in the oxygen nonstoichiometry and 
the average valence of cerium ion [1-2]. Kimura et al. 
reported that Young’s modulus of La0.6Sr0.4Co0.2Fe0.8O3-δ 
(LSCF6428) decreased with increasing temperature first, 
and then drastically increased above 873 K [3]. Around 
873K, not only the crystal structure change from 
rhombohedral to cubic structure but also the change of 
oxygen nonstoichiometry occurs in LSCF6428 [4-6]. 
Such changes most likly cause the complicated change 

of Young’s modulus in LSCF6428. 
 The perovskite-type oxide solid solution 

La1-xSrxMnO3+δ (LSM) are widely used as cathode 
material in the SOFCs. There are some studies which 
report on mechanical properties of LSM at room 
temperature [7-8]. However, no study has been reported 
on the mechanical properties of LSM under SOFC 
operating conditions.  

It is known that LSM can have not only δ≥0 but 
also δ<0 [9-10] in the oxygen nonstoichiometry, and the 
crystal structure change [11], which depends on 
temperature, P(O2), and Sr contents (x). In particular, 
oxygen nonstoichiometry of La0.6Sr0.4MnO3+δ (LSM641) 
can show δ=0 over a wide range including SOFC 
operating conditions [9]. Meanwhile, Tagawa et al. 
reported that the crystal structure of LSM641 gradually 
changes from rhombohedral to cubic structure with 
increasing temperature and/or decreasing P(O2) [11]. 
The temperature of crystal structure change from 
rhombohedral to cubic structure was c.a. 873 K under 
P(O2) = 1 bar although the indicated transition 
temperature is not exactly clear.  
Considering these backgrounds, the mechanical 

properties of LSM641 can be discussed in terms of the 
crystal structure change without oxygen 
nonstoichiometry. Thus, LSM641 were evaluated as a 
function of temperature under controlled atmosphere by 
using resonance method. And the crystal phase of 
LSM641 was observed by a high temperature X-ray 
diffractometer on the same condition to confirm the 
crystal structure change. The objective of this work was 
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to investigate the effect of the cristal structure change on 
the mechanical properties of LSM641 under the 
condition that oxygen nonstoichiometry vanishingly is 
small to minimize the impact of oxygen 
nonstoichiometry.  

 

2. Experimental 
2.1 Sample preparation 
 LSM641 powders were prepared by a Pechini method. 
First, the powder of La2O3 (heat pretreated), SrCO3, 
Mn2O3 were mixed in an appropriate ratio and dissolved 
in nitric acid. The solutions were mixed with citric acid 
monohydrate, ethylene glycol and then calcined at 1223 
K for 8 hours in air. The powders were hydrostatically 
pressed at 150 MPa into compacts, and then sintered in 
air at 1623 K for 6 hours with cooling rate 100 K / hours. 
The sintered compacts were cut into rectangles, 45 mm 
× 8-10 mm × 1-2 mm, and polished. The Samples were 
analyzed by X-ray diffractometer (Mac Science M18X) 
with CuKα irradiation in air at room temperature after 
polishing. 
 
2.2 High temperature XRD analysis 
 To confirm the phase transition, the crystal phase of 
La0.6Sr0.4MnO3+δ was observed by a high temperature 
X-ray diffractometer (D8 Advance, Bluker AXS) using 
CuK� irradiation. XRD patterns of LSM641 were 
measured at 473 K 673 K 773 K 873 K 923 K
973 K 1023 K 1073 K 1173 K 1273 K under P(O2) 
= 10-1 bar and isothermal holding time was 3 hours. 
Temperature around the sample was controlled by a Pt 
heater. Lattice parameter was calculated from the 
diffraction patterns by Whole Powder Pattern 
Decomposition method with TOPAS software [12]. 
 
2.3 Mechanical property measurements by resonance 
method 
 Mechanical properties of LSM641 were measured by 
resonance method at high temperature under controlled 
atmospheres. Resonance method shows a high accuracy 
and a good reproducibility compared to static methods 
such as the bending test and the small punch test. It is 
known that the sample, which has uniform cross-section 
shape, has natural frequency [13]. If vibration frequency 
and natural frequency are equal, the sample resonate. 
According to the following equation, Young's modulus 
(E) and shear modulus (G) are caluculated from the 
bending resonance frequency (fb) and the torsional 

resonance frequency (ft),  
 
                                           

(1) 
 

                                           (2) 
 
where L, α, ρ, S, I, K, β are the length of a sample, a 
constant given by boundary condition, the density of 
sample, the cross-sectional area of sample, the second 
moment of area, the adjustment parameter, the inertia 
moment of the driven section, respectively. Poisson’s 
ratio (μ) was calculated as follows, 
 

  (3) 
 
Internal friction (Q-1) was also measured in parallel with 
Young’s modulus using dumping technique.  

The measurement system consists of a chamber with 
an electrical furnace, an elastic modulus and internal 
friction meter (EG-HT, Japan Techno-Plus Co. Ltd.). To 
control the atmospheres, a gas mixing system is 
additionally connected to the commercial system.  
P(O2) was monitored by an oxygen sensor at the outlet 
gas stream from the chamber, and was controlled by 
O2/Ar gas mixtures.  

The measurement of temperature dependencies of 
mechanical properties were performed from room 
temperature to 1273 K in 50 K steps under P(O2) = 10-1 
bar. The sample was stayed isothermal for 24 hours at 
maximum until the value of elastic modulus converged. 
 
3. Results and discussion 
3.1 Prepared Sample 

Fig.1 shows the X-ray diffraction patterns of LSM641 
at room temperature in air. It suggests that the prepared 
sample consisted of single phase and the crystal 
structure was the rhombohedral structure at room 
temperature due to all peaks can be indexed on the basis 
of a rhombohedral unit cell (space group, R-3c). And it 
is found that the lattice constant (a) is 5.4640 , the 
rhombohedral angle (α) is 60.293 degree at room 
temperature .

Shen et al. reported that lattice parameter of LSM641 
at room temperature is a = 5.467 ��α = 60.306 
degree (ICSD number 51276, rhombohedral 
conversion)[14]. Moreover, they determined that the 
Mn valence of LSM641 is around 3.43±0.05 by the Mn 

2
b2

424 f
I
ρS

α
LπΕ �

2
t2

216 f
β
ρ

K
LG �

2G
Eμ �



Eighth International Conference on Flow Dynamics
November 9 - November 11, 2011

－ 740 － － 741 －

2p-edge X-ray absorption near edge structure (XANES), 
and also around 3.42±0.04 by chemical titration at room 
temperature. Then, oxygen nonstoichiometry is around δ 
= 0.015±0.025 which can be calculated by the result of 
the Mn valence. Since the lattice parameter of prepared 
sample in this study close in value to their result, 
oxygen nonstoichiometry of prepared sample 
vanishingly is small at room temperature. 

Oxygen nonstoichiometry of LSM641 depends on 
temperature and P(O2), and has two different region 
(δ=0, δ<0) as shown in Fig.2 [9]. Fig.2 shows that 
LSM641 has oxygen nonstoichiometry of zero in 
(P(O2)) range from 10-5 to 100 bar. Thus, it is considered 
that the effect of oxygen nonstoichiometry on 
mechanical properties of LSM641 vanishingly is small 
in the condition of this measurement. 
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Fig.1. XRD patterns of La0.6Sr0.4MnO3+δ at room 

temperature in air . 

  
Fig.2. Oxygen partial pressure dependencies of oxygen 
nonstoichiometry of La0.6Sr0.4MnO3+δ [9]. 
 
3.2 Phase transition at high temperature 

The X-ray diffraction patterns of LSM641 were 
observed from room temperature to 1273 K under P(O2) 
= 10-1 bar and analyzed. It suggests that prepared sample 
consisted of single phase due to all peaks can be 
indexed on the basis of a rhombohedral unit cell (space 
group, R-3c) or cubic unit cell (space group, Pm3m). 

And the rhombohedral angle were evaluated to confirm 
the temperature of phase transition. In the rhombohedral 
structure, the magnitude of the distortion from the cubic 
structure can be evaluated from the rhombohedral angle. 
If the rhombohedral angle come at α=60°, it can be 
thought that the crystal structure changes from the 
rhombohedral structure to the cubic structure. 

Fig.3 shows the lattice parameters of La0.6Sr0.4MnO3+δ 

calculated with TOPAS software. The lattice constant 
increases with increasing temperature due to the 
increase of the atomic distance which is induced by 
thermal expansion. The rhombohedral angle gradually 
approach α=60° with increasing temperature, and it 
comes at α=60° around 973 K. It can be seen that the 
crystal structure of LSM641 is changed from the 
rhombohedral structure to the cubic structure around 
973 K under P(O2) =10-1 bar. This result varies from the 
result by Tagawa et al. because there may be the 
difference in P(O2) or the heat gradient in sample during 
measurement or the error of calculating.  

 
Fig.3. Rhombohedral angle (α) and lattice constant (a) 
of La0.6Sr0.4MnO3+δ as a function of temperature under 
P(O2) = 10-1 bar. 
 
3.3 The mechanical properties of La0.6Sr0.4MnO3+δ 
under P(O2) = 10-1 bar 

The mechanical properties of La0.6Sr0.4MnO3+δ were 
evaluated in the temperature range between room 
temperature and 1273 K under P(O2) = 10-1 bar as 
shown in Fig.4. Young’s modulus and shear modulus 
gradually decrease with increasing temperature from 
room temperature to 973 K and drastically increase 
above 973 K. Poisson’s ratio is almost stable in 
0.37-0.43 under 1023 K and remarkably decrease above 
1073 K. Internal friction increases from temperature to 
673 K, and decreases above 673 K. 

The decrease of the elastic modulus may be due to the 
increase of the atomic distance which is induced by 
thermal expansion. These decreases have been reported 
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on the mechanical properties of Al2O3 as well, which is 
typical ceramic materials [13].    

It is considered that the increase of elastic modulus 
over 973 K are due to the crystal structure change from 
the rhombohedral structure to the cubic structure 
because the temperature at which elastic modulus is 
drastically enhanced and the phase transition 
temperature are near each other.  

Moreover, the mechanical properties of 
La1-xSrxMnO3+δ (x = 0.2, 0.3, 0.4, 0.5, 0.6) were 
evaluated in the temperature range between room 
temperature and 1273 K under P(O2) = 10-4 bar, but this 
result can’t be showed due to limitations of space. 
However, no study has been reported on the crystal 
structure change of LSM under this condition. Thus, 
lattice parameter analysis of LSM (x = 0.2, 0.3, 0.4, 0.5, 
0.6) will be evaluated in the temperature range between 
room temperature and 1273 K under P(O2) = 10-4 bar in 
future. These results will conducive to investigate the 
effect of the cristal structure change on the mechanical 
properties of LSM.  
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Fig.4. Young's modulus (E), shear modulus (G), internal 
friction (Q-1) and Poisson’s ratio (μ) of La0.6Sr0.4MnO3+δ 

as a function of temperature under P(O2) = 10-1 bar. 
 
4. Conclusions 

The X-ray diffraction patterns of LSM641 were 
observed from room temperature to 1273 K under P(O2) 
= 10-1 bar and analyzed. As a result, it’s suggested that 
the crystal structure of LSM641 is changed from the 
rhombohedral structure to the cubic structure around 
973 K under P(O2) =10-1 bar. 
 Mechanical properties, such as Young’s modulus, shear 
modulus, Poisson’s ratio and internal friction of 
La0.6Sr0.4MnO3+δ were evaluated by using resonance 
method in the temperature range between room 
temperature and 1273 K under P(O2) = 10-1 bar. 
Mechanical properties of LSM641 change with 

increasing temperature. The elastic modulus of LSM641 
decrease from room temperature to 973 K due to the 
increase of the atomic distance which is induced by 
thermal expansion. On the other hand, that of LSM641 
drastically increase over 973 K may be due to the 
crystal structure change. Such mechanical properties 
changes were discussed in terms of the lattice constant 
and the crystal structure change. 
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ABSTRACT
In order to understand dopant effect in BaTiO3 thin films, BaTiO3 thin film with different doping level were fabricated via PLD 
(Pulsed Laser Deposition), and its electrical conductivity investigated. The electrical conductivity of La-doped BaTiO3 thin films, 
(Ba1-xLax)[Ti1-x/4Vx/4]O���(x=0.005, 0.02) (V: Vacancy), was measured by impedance spectroscopy in the range of oxygen activity
from 1 to 10-5 at temperatures between 600 . We found that higher doping level leads to higher electrical conductivity and the thin 
films shows p-type behavior in that range of oxygen activity while the bulk material shows n-type behavior in the same range.

1. Introduction
BaTiO3 has been the subject of many studied as a 

model perovskite system due to its unique electrical 
characteristics. BaTiO3, a ferroelectric material, shows 
transition from ferroelectrics to paraelectrics when 
donor materials are added, while this ferroelectrics can 
be applied to dielectric materials of high-capacity 
ceramic capacitors (MLCC). [1] Electrical conductivity 
of BaTiO3 has been studied mainly in undoped or 
accepter-doped systems, and a few studies have been 
conducted in donor-doped BaTiO3 systems due to their
very slow kinetics. [2, 3] Furthermore, electrical 
conductivity of thin films remains almost an unknown 
area till now even though some studies have observed 
that the materials represent different properties when 
they are changed from bulk to thin-film. [4] Therefore, 
electrical conductivity of donor-doped BaTiO3 thin film 
should be investigated. In this regard, electrical 
properties of donor-doped BaTiO3 thin film was studied 
by former researcher in our group, and she reported that 
donor-doped BaTiO3 has p-type behavior at 10-5�

2Oa ��

and 600�T/ ����, and we plan to investigate the 
reproducibility and the reason of the result.

In this study, we fabricate La-doped BaTiO3 thin 
films that are few hundred nanometers with two kinds of 
doping condition (La=0.5 m/o and 2 m/o), and measured
electrical conductivity as a function of temperature 
(600�T/ ��50) and oxygen partial pressure 
(10-5�

2Oa ��) to understand the electrical property of 
donor-doped BaTiO3 thin film.

2. Experimental
La-doped BaTiO3 targets with composition 

(Ba1-xLax)[Ti1-x/4Vx/4]O���(x=0.005, 0.02) (V: vacancy)
was prepared by sintering at 1400 for 6 hours. A 
pulsed KrF excimer laser (LAMBDA PHYSIK 
COMPexPro201) operated at 5 Hz, with energy density 
2.6 J/cm2 employed to deposit La-doped BaTiO3 thin 
films. As substrate, single crystal MgO (100) which is 
an insulator was used. Films were deposited at 800
and target-substrate distance was fixed as 50 mm, while 
the chamber pressure during deposition was controlled 

to be 70 mTorr at 800 . X-ray diffraction 
measurements (Bruker D5005, Germany) were 
performed to find out the crystal orientation of grown 
films. Also scanning electron microscopy (SU70, 
Hitachi, Japan) was used to examine the microstructure
and thicknesses of thin films.

The electrical conductivity of thin films was
measured by impedance spectroscopy (SI1260+SI1296, 
Solatron, UK) with 2-probe measurement technique. 
The amplitude of input voltage and analyzed frequency 
range were set to 500 mV and 1 MHz to 1 Hz. Oxygen 
activity was controlled by mixing argon and oxygen in 
appropriate ratios and monitored by using a zirconia 
oxygen sensor.

3. Results and Discussion
XRD result of La-doped BaTiO3 thin films is shown 

in Fig.1. Both 0.5 m/o and 2 m/o La-doped BaTiO3 films 
seem to be grown in (100), (200), and (111) directions
on MgO (100) substrate, and this growing direction 
means that these films are polycrystalline. Some peaks 
are unknown, but we found that these unknown peaks 
are not La2O3 or other second phases. In this work, we 
considered that these unknown peaks are some 
unexpected impurities which do not affect significantly 
and used these samples for measuring electrical 
properties.
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Fig. 1 XRD results ��-����������f 0.5 m/o and 
2 m/o La-doped BaTiO3 films

From SEM images, Fig. 2, film thickness and 
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vertical structure were observed. Thicknesses of samples 
were 230nm and 150nm, respectively.

(a)                     (b)

Fig. 2 SEM images of as-deposited samples, 
cross-section images, (a) 0.5 m/o, (b) 2 m/o 
La-doped BaTiO3 film

Electrical conductivity was measured as a function 
of oxygen activity, and the results are shown in Fig.3
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Fig. 3 Electrical conductivity of Bulk and 1m/o La-
doped BaTiO3 film [5] and 2m/o La-doped 
BaTiO3 film as function of oxygen activity

Square symbol represent electrical conductivity of 1
m/o La-doped BaTiO3 thin film studied by former 
researcher S.W. Kim [5], and this data used as a 
reference data in this study. As shown on Fig. 3, BaTiO3
thin film represents p-type behavior, like acceptor doped 
case when La is added. The sample with 2 m/o La also 
shows p-type behavior, but its electrical conductivity 
slightly higher than 1 m/o La-doped BaTiO3 film and the 
slope of the data is 1/6 for 1 m/o La doped BaTiO3 and 
less 1/6 for 1 m/o La doped BaTiO3, and both are less 
than 1/4 slope. As the result, we suspect that there is 
dopant level dependence on electrical conductivity of 
BaTiO3 thin film, and p-type behavior at 10-5�

2Oa �� is a 
same property of both of 1 m/o and 2 m/o La-doped
BaTiO3 thin films.

This abnormal result is also different to the data 
from Waser et al. [6] which reported 2 m/o La-doped 
SrTiO3 shows -1/4 slope at 10-4�

2Oa ��, so the result of 

this work is very interesting and to confirm this it should 
be studied follow-up experiment, like same 
measurement with 0.5 m/o La-doped BaTiO3 or other 
experiment to support this abnormal behavior.

4. Conclusion and Further work
It is found that 2 m/o La-doped BaTiO3 thin film has 

higher electrical conductivity compared to 1 m/o doped 
BaTiO3, and both represent p-type behavior in the range 
of oxygen activity 10-5�

2Oa ��, the conductivity 
decreases with decreasing oxygen activity. 

For investigating the dependence of doping level and 
temperature we will conduct additional experiment with 
0.5 m/o La doped BaTiO3 and temperature variation, 
and will deal with these all measurement data later. 

Also, to find the reason of the abnormal p-type 
behavior of donor doped BaTiO3 thin films we will
additionally obtain HR-TEM (High Resolution 
Transmission Electron Microscope) images, and 
investigate which site La actually replaces between Ba 
site and Ti site. If, La replace Ti site, it may explain why 
La-doped BaTiO3 shows p-type conduction behavior. 
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ABSTRACT 

Oxygen potential, ��(O2), changes in La0.6Sr0.4Co0.2Fe0.8O3-� (LSCF6428) under mechanical stresses were evaluated from emf 
measurements by using a YSZ potential probe. When a compressive stress was applied to LSCF6428, emf first decreased suddenly, 
then gradually increased with time, and finally reached to constant. When the stress was released, emf first increased, then decayed 
slowly with time, and became constant. These results indicated LSCF6428 was in a reducing state by applying the stress and such a 
��(O2) change was relaxed as the oxygen nonstoichiometry in LSCF6428 under the stress was equilibrated with ambient P(O2).  

 
1. Introduction 

In recent years, anomalous ionic conduction 
properties were reported in thin films, nano-size 
particles and hetero-interfaces of ionic conductors. 
Although it was pointed out that the presence of 
space-charge layers [1], the local strain [2] and the 
compositional segregation were possible causes, natures 
of such anomalous properties have not been understood 
yet. In our previous study, in order to obtain a piece of 
information for understanding the anomalous properties, 
the electronic and the local structure of thin films were 
investigated by applying the depth-resolved x-ray 
absorption spectroscopy [3]. Epitaxial thin films of 
Nd2NiO4+�� on YSZ single-crystal substrates were 
chosen as a model system. Consequently it was 
demonstrated that the lattice distortion in the films due 
to the lattice misfit between the film and the substrate 
induced variations of oxygen nonstoichiometry in the 
films.  

Above mentioned results indicated that mechanical 
stresses may cause local compositional variation, thus 
ionic conduction being different from one in the bulk. 
Based on this hypothesis, in this study, we aimed to 
investigate how the application of the mechanical stress 
affects the oxygen nonstoichiometry. For this purpose, 
the relationship between the mechanical stress and the 
oxygen potential, ��(O2), in oxides should be clarified. In 
this study, we chose La0.6Sr0.4Co0.2Fe0.8O3-� as a model 
nonstoichiometric oxide, and employed emf 
measurements using a YSZ potential probe to evaluate 
��(O2) on the surface of the oxide under mechanical 
stress. Measurements of emf and its relaxation were 
performed when compressive stresses were applied onto 
the oxide by using a small punch testing machine. 
 
2. Methods 
2.1. Sample preparation 

The sample used in this study was a polycrystalline 
sintered compact of La0.6Sr0.4Co0.2Fe0.8O3-�. (LSCF6428). 
Commercial LSCF6428 powder (AGC SEIMI 
CHEMICAL CO., LTD.) was uniaxially pressed into a 
pellet, and then hydrostatically pressed at 200 MPa. The 
compact was sintered at 1523 K for 6 hours, and slowly 
cooled down to room temperature with the rate of 102 
K/h to avoid cracking. The sintered compact was cut 
into a plate (7.1 7.1 2.3mm), and mirror polished. 

Relative density of the sample was over 97 %. A Pt wire 
with Pt paste was set on the side of the sample as a 
current collector. The sample was finally fired at 1273 K 
for 2 hours to sinter Pt paste. 
 
2.2. Oxygen potential measurements under mechanical 
stresses 

A uniaxial compressive load was applied to the 
specimen by using the small punch (SP) testing machine 
(5565 type, Instron). A ball of 4 mol% yttria-stabilized 
zirconia (4YSZ) was used as an indenter. This YSZ ball 
also worked as an electrolyte of an oxygen potential 
probe. The YSZ ball was winded by a Pt wire as a 
reference electrode. Figure 1 shows a schematic 
illustration of the oxygen potential probe used. In this 
setup, ��(O2) on the LSCF6428 surface could be 
evaluated from measured emf of the probe according to 
following equations.  
 

  (1) 
 

  (2) 
 

 
 
 
 
3. Results and Discussion 

Figure 2 shows emf change, �E, of
La0.6Sr0.4Co0.2Fe0.8O3-�� at various temperatures in air 
when the compressive stress was applied. �E in this 
figure presents emf values relative to the average emf 
before the mechanical loading. t=0 was set to the time 
when the stress was applied. Here one should note that 
the applied stress was not same at each temperature, 
because the mechanical stress was applied so that the 

F
Gemf

4
���

)O()O( air 2,2 �� ���G

Fig. 1. Schematic illustration of (a) the experimental apparatus and 
(b) the oxygen potential probe for emf measurements. 



－ 744 － － 745 －

 

displacement became constant as 0.015 mm. As is seen, 
significant changes in �E were observed immediately 
after the mechanical stress was applied and released; a 
rapid decrease and increase for the mechanical loading 
and unloading, respectively. During loading, �E slowly 
increased with time and finally became zero. After 
unloading, �E gradually decreased and reached to zero.  

According to Hashimoto et al. [4], with increasing 
P(O2), the oxygen nonstoichiometry, �, in 
La0.6Sr0.4Co0.2Fe0.8O3-� decreased, and correspondingly 
the lattice constants decreased. That is, the partial 
oxidation of LSCF6428 induces the shrinkage of the 
lattice volume. These facts give us a hypothesis that the 
oxide is oxidized if its lattice is mechanically shrunk. 
However, it would take some time until the oxide 
under the mechanical stress equilibrates with the 
ambient P(O2), because such partial oxidation 
accompanies diffusion of oxide ions in the oxide. Thus 
it is considered that ��(O2) in the oxide is under a 
reducing condition immediately after the compression 
stress is applied. This corresponds to the rapid decrease 
in emf observed at the initial stage of the mechanical 
loading. As time goes, the reducing situation is 
considered to be gradually relaxed as the oxygen 
nonstoichiometry under the stress was equilibrated 
with ambient P(O2). Accordingly it is supposed that �E 
gradually reached to zero. The relaxation time of �E 
decreased with increasing temperature. This is 
reasonable since the oxygen diffusion becomes faster 
with higher temperature. 

 
 
 
 
 

 
  
 
 
 
 
 
 

Figure 3 shows emf change, �E, of 
La0.6Sr0.4Co0.2Fe0.8O3-�� at 973 K in air when the 
displacement during the loading was varied. The 
maximum value of the measured �E depended on the 
displacement and increased with increasing the 
displacement. Here larger displacement leaded to larger 
mechanical stress, although the resulting mechanical 
stress was not proportional to the displacement. Figure 
4 shows the maximum value of �E of 
La0.6Sr0.4Co0.2Fe0.8O3-� as a function of the applied load 
at 973 K in air. This result clearly demonstrates that 
larger displacement, thus larger mechanical stress, 
leads to larger emf change, thus larger oxygen potential 
change.  

In this way, emf behavior of LSCF6428 under 
mechanical stresses, shown in Figs. 2 and 3, can be 
qualitatively explained by assuming the hypothesis that 
the mechanical loading onto an oxide induces the 
��(O2) change. The results presented in this work are 
clear evidences showing significant influences of 
mechanical stresses on oxygen nonstoichiometry 
change. 

 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
4. Concluding remarks 

Influences of mechanical stresses on oxygen 
potential, ��(O2), were investigated through emf 
measurements of La0.6Sr0.4Co0.2Fe0.8O3-� under stress by 
using a YSZ potential probe. An apparent decrease and 
increase of emf changes were observed when the 
mechanical stress was applied and released, respectively. 
As time progressed, emf slowly decayed and finally 
became constant. The relaxation time decreased with 
increasing temperature. The maximum value of emf 
change increased with increasing the applied load. These 
results were interpreted based on the idea that the 
application of mechanical stress causes ��(O2) change in 
the oxide. In order to further understand influences of 
mechanical stress on ��(O2), it is useful to do similar emf 
measurements with other oxides having different oxygen 
nonstoichiometry, chemical expansion coefficient, and 
elastic modulus and so on. 
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Fig. 4. Maximum value of �E of La0.6Sr0.4Co0.2Fe0.8O3-�
as a function of the applied load at 973 K in air. 

Fig. 2. Emf change, �E, when the compressive stress was applied to 
La0.6Sr0.4Co0.2Fe0.8O3-� at various temperatures in air. The compressive 
stress was applied so that the displacement became constant as 0.015 mm.

Fig. 3. Emf change, �E, of La0.6Sr0.4Co0.2Fe0.8O3-� at 973 K 
in air when the displacement during the loading was varied.
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ABSTRACT
To understand the mechanism of resistance degradation in BaTiO3-based capacitors, the change of local resistance in BaTiO3
specimen under applied D.C bias was investigated. Also, using impedance spectroscopy, each part of resistance was observed 
between initial and degraded states. Our experiments revealed the change of electrode resistance dominates the total resistance 
change. This means resistance degradation in oxide-based electroceramic devices is considered in aspect of variation at
electrode/semiconductor interface.

1. Introduction

Multi-layer ceramic capacitors (MLCCs) are essential 
passive components in the circuitry of electronic 
products because of their properties of high capacitance 
with small size, high reliability, and excellent 
high-frequency characteristics [1]. The internal structure 
of MLCC consists of ceramic layers with alternating 
metallic electrode layers, which are co-fired at a high
temperature followed by cooling. Barium titanate, 
because of its exceptionally high dielectric constant, has 
been used extensively as a MLCC ceramic layer
material. 

But fatal shortcoming, namely decreased insulation 
resistance degradation under high d.c. voltage stresses,
has been observed. The insulation resistance 
degradation means that dielectric constant of ceramic 
layer gets smaller and smaller under simultaneous 
temperature and dc electric field. As the electric field in 
multi-layer capacitors is especially high, due to very 
thin ceramic layers, these devices can be seriously
affected by degradation [2].

This unwanted failure must be solved to improve 
MLCC performance and reliability. The behaviors of 
resistance degradation have been intensively studied 
and typical degradation mechanism in perovskite 
materials has been established [3-5]. Under 
simultaneous temperature and dc field stress, the 
electromigration of highly mobile oxygen vacancies 
occurs, resulting in depletion and pile-up of oxygen 
vacancies and consequent generation of holes and 
electrons in the positive-biased and negative-biased 
region, respectively. This situation is similar to the 
forward-biased p-n junction diode, and thus leakage 
current is enhanced, resulting in resistance 
degradation.

However, other researchers have pointed out that 
resistance degradation in MLCC is originated from 
degradation of resistance between electrode and 
dielectric interface rather than due to highly mobile 
oxygen vacancy migration [6-8].

The objective of the study reported in this paper is 
to confirm the main factor that induce degradation 
phenomena in MLCC. The electrical performance 
during degradation will be observed for each locally 
divided section.

2. Experimental procedure

In this experiment, the Al(1.8 m/o) doped BaTiO3
specimens were used. These were made by usual solid 
state reaction method. The detail procedure was 
described earlier [9]. The sintered samples were all 
found to be of single phase(by x-ray diffraction 
analysis) with 96% relative density. The grain size of 
samples were about 20 m. Electrodes for the 
measurement of leakage currents were prepared by Au 
sputtering. The behaviors of resistance degradation
were measured at the temperature of 250°C by 
applying dc field of 200 V/cm up to 1000 V/cm. To 
measure the change of local resistance, microprobes 
were contacted to the surface of specimen. The 
leakage current was measured by using high voltage 
measure unit (model 237, Keithley, USA) and 
impedance spectroscopy was measured by using a 
Solatron 1260 and 1296 analyzer (Solatron, UK).

3. Results & discussion

Figure 1 shows degradation behavior of specimen at 
given condition. The degradation starts after about 
4500s. Typically, the lifetime (�) of dielectrics is 
defined by the point where the leakage current is 
increased ten-fold compared to the minimum value [10]. 

Figure 1. Degradation behavior of Al(1.8 m/o) doped 
BaTiO3 under 400V/cm at 250oC

To find out the reason of this dramatic change of 
current, impedance analysis was performed between 
the initial state and degraded state. (Fig. 2) The
resistance of grain is almost the same, whereas the 
resistance of electrode is considerably changed. 

0 1000 2000 3000 4000 5000

0.00

0.02

0.04

0.06

0.08

0.10

cu
rr

en
t /

 A

time / s



－ 746 － － 747 －

Figure 2. Impedance plot between initial and degraded 
state under 500V/cm at 250oC

Figure 3. The measurement of resistance change by 
using microprobe ( Rinner: , Relectrode: + ) 

Figure 4. Leakage current variation with varying
applied electric field

By using microprobes, local resistance changes that 
divided three parts were measured. (Fig. 3) The inner 
resistance between two microprobes is almost same. 
However, changes of other resistance parts dominate
the total resistance change. This result suggests the 
characteristics of electrode or electrode/dielectric 
interface is important factor to control degradation 
behavior. An another evidence is that the leakage 
current is rapidly increased above a critical electrical 
bias. (Fig. 4) Above 400V/cm, the leakage current is 
abruptly increased, while below 400V/cm, the leakage 
current seems to be reaching steady state. The 
existence of onset voltage means that leakage current 
is originated from conduction through schottky barrier 
at the electrode/dielectric interface.    

4. Conclusions

In this study, we investigated the main factor that 
induce resistance degradation phenomena. So far, the 
electromigration of highly mobile oxygen vacancy was 
considered as the main cause of resistance degradation 
in MLCC. However, our experiments revealed total 
resistance is dominated by resistance of electrode or 
electrode/dielectric interface, not the grain. This means 
resistance degradation in MLCC should be considered
in the aspect of conduction through schottky barrier at 
electrode/dielectric interface. Of course, the 
electromigration of oxygen vacancy is also regarded as 
major factor of resistance degradation. To identify the 
mechanism of resistance degradation, more rigorous 
research and discussion will be needed.
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ABSTRACT
A transmission line, TML, model was introduced as simple kinetic model which including current distribution for the fictive cermet 
electrode. Faradaic current distribution in the cermet anode was simulated with various values of ionic resistance Ro, electronic 
diffusion resistance Re and the reaction resistance Rreact. And then, the impedance spectra were calculated by using those resistnaces 
and the capacitance. Since the electrochemically active zone, EAZ, in the cermet electrode was evaluated. Also the EAZ of R-C
parallel circuit approximation was verified by comparing the ERZ of TML model.

1. Introduction
Solid oxide fuel cell (SOFC) is an energy conversion 

device with high efficiency in which various kinds of 
hydrocarbon fuels can be utilized. In most of SOFCs, 
Ni-containing composites (Ni-cermet) are used as 
anodes. They show an excellent catalytic activity for the
anodic reaction of hydrogen or reformed hydrocarbon 
fuels. It is well known that the electrode reaction can 
take place only in the vicinity of triple phase boundary, 
TPB.[1,2] In a cermet anode, Ni and ceramics (YSZ and 
GDC for instance) work as electronic and ionic paths, 
respectively, which improves the overall performance by 
extension of the electrochemically active zone, EAZ. In
the case of ceria based anode, the electronic conduction 
in ceria may also contribute to construct the network of 
the electronic path.

The thickness of the EAZ is one of parameters when 
the electrode performance and its degradation are 
discussed.[3,4] Nakamura et al. proposed the thickness of 
the EAZ in a porous GDC single phase electrode could 
be estimated from its “chemical capacitance” observed 
in ac impedance response. [3] We applied this technique 
to evaluated EAZ in Ni-GDC cermet electrode.[4] In our 
previous work, however, a simple R-C parallel circuit 
was used to fit the impedance spectra and obtain the 
chemical capacitance. The fitting by using this 
equivalent circuit was very convenient as an instant 
analysis, but not correct in a precise sense because the 
faradaic current was not uniformly distributed in the 
cermet electrode. In this paper, we first simulate the 
faradaic current distribution in a fictive cermet electrode 
by using a transmission line model, while assuming 
desired values for diffusion and reaction resistances of 
the components of the electrode. From this simulation, 
the EAZ in the fictive cermet electrode can be 
determined. And then, the impedance spectra for the 
fictive cermet electrode, which are calculated from the 
transmission line model, is fitted by using a simple R-C
parallel circuit, and the EAZ is evaluated from the 
obtained chemical capacitance. Throughout these 
simulations, the validity of the EAZ evaluated from 
chemical capacitance is discussed. 

2. Transmission line model
In this paper, a transmission line model shown in 

Fig.1 was introduced as an equivalent circuit model to 
express a porous Ni-GDC cermet. The transmission line 
model was proposed by Bisquert et al. to analyze the 
impedance of porous film electrodes in aqueous 
solution.[5,6] The model in this work assumed finite 
length for diffusion, and diffusion paths of ions and 
electrons were in GDC and Ni particles, respectively. In 
lower oxygen partial pressure region (< ca. logP(O2) = 
-16 bar at 1073 K for instance), GDC also has electronic 
conductivity caused by the increase of concentration of 
Ce3+. Electronic path in GDC particle was neglected in 
this model because the conductivity is sufficiently small 
compared with that of Ni. In Fig. 1, ZA, ZB and ZC
denote the ionic diffusion resistance, the reaction 
impedance and electronic diffusion resistance, 
respectively. The reaction impedance ZB consists of the 
electrode reaction resistance Rreact at the TPB of 
Ni/GDC/gas and the chemical capacitance Cchem of a
GDC particle. As seen in Fig. 1, ionic current comes 
from electrolyte via terminal A while a part of ionic 
current is converted to electronic current though the 
electrode reactions. Electronic current increases with 
increasing the distance from the electrolyte and finally is 
released to terminal D. The EAZ is defined as the place 
where certain amount of the faradaic current, i.e. the 
current in ZB, is observed. Considering the circuit in Fig. 
1, the faradaic current strongly depends on the reaction 
resistance and the diffusion resistances. 

Figure 2 shows the faradaic current distribution 
calculated from the transmission line model when 
assuming specified values for the resistance of oxygen 
ionic diffusion RO, the resistance of electronic current Re.
The reaction resistance Rreact was fixed to 10 �. Three 
cases were demonstrated in figure 2; (a) when RO was 
larger than Rreact and Re was negligibly small, (b) when 
Re was larger than Rreact and RO was negligibly small and 
(c) Ro and Re are comparable with each other and were 
larger than Rreact. The faradaic current was consumed 
mainly in the vicinity of electrolyte/electrode interface 
in the case (a), whereas in the vicinity of the current 
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collector in the case (b). In the case (c), increases in the 
faradaic current were observed both in the vicinity of 
electrolyte/electrode interface and the current collector. 
In general, RO is much larger than Re for the Ni-GDC 
cermet anode. Thus, situations close to the case (a) are 
considered to be established in the Ni-GDC cermet 
anode.

Figure 3 shows the faradaic current distribution from 
the transmission line model when assuming specified 
values for the resistance of oxygen ionic diffusion RO,
the resistance of electronic current Re. The electronic 
current Re and the reaction resistance Rreact were fixed to 
0.1 and 10 �, respectively. Figure 4 shows the faradaic 
current distribution from the transmission line model 
when assuming specified values for the resistance of 
oxygen ionic diffusion RO, the resistance of electronic 
current Re. The electronic current Re and the oxygen 
ionic diffusion resistance RO were fixed to 0.1 and 10 �,
respectively. The amount of faradaic current decreased 
with the distance in all cases. When the ionic diffusion 
resistance was small, the faradaic current remains until 
the top of the electrode. Then the electrochemically
active zone was expanded whole electrode. On the other 
hand, when the ionic diffusion resistance was large, the 
faradic current was consumed in the electrode. Then the 
electrochemically active zone was expanded in a part of 
the electrode. Since impedance spectra were simulated 
by using those resistances and 0.001 F of capacitance. 
The simulated impedance spectra were shown in Fig. 5.

Since the simple R-C parallel circuit approximation 
was carried out on those impedances. Then the
capacitance of R-C parallel circuit was calculated by 
following equation,  

              
fR

C
2�

1
CR ��

               (1)

where f and R were peak frequency of the arc and the 
resistance of lower frequency region. The simulated 
result of the impedance spectra by using R-C parallel 
circuit and the capacitance of transmission line model 
were shown in table 1. Corresponding capacitance 
decreased with increasing ionic diffusion resistance.
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Fig. 1. Schematic illustration of a transmission line 
model. ZA, ZB and ZC denote a part of ionic diffusion
resistance, the electrode reaction impedance and 
electronic diffusion resistance, respectively. n is the 
number of partition.

Fig. 2. Faradaic current distribution calculated from the 
transmission line model when assuming specified values 
for the resistance of oxygen ionic diffusion RO, the 
resistance of electronic current Re. The reaction 
resistance Rreact was fixed to 10 �.
�

Fig. 3. Faradaic current distribution from the 
transmission line model when assuming specified values 
for the resistance of oxygen ionic diffusion RO, the 
resistance of electronic current Re. The electronic current 
Re and the reaction resistance Rreact were fixed to 0.1 and 
10 ���respectively��
�

In our previous work, nonstoichiometry change was 
observed only in GDC particles where electrode reaction 
took place. Thus, the EAZ could be evaluated by 
comparing the observed capacitance with the chemical 
capacitance for the whole electrode. This observed 
capacitance was fitted by using simple R-C parallel 
circuit. Then the ERZ can be written as

       electrode
ltheoretica

observed V
C
CEAZ � (2)

where Cobserved, Ctheoretical and Velectrode are the capacitance 
corresponding the electrode reaction, the chemical 
capacitance for GDC particles for the whole electrode 
and volume of the electrode. Here, Ctheoretical can be 
written as
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electrode
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2

ltheoretica eff)],(Odln[
d8 V

P
�

RTV
FC ��� (3)

where F, R, T, Vm, �, and P(O2,eff) are the faradaic 
constant, the gas constant, the temperature, the molar 
volume of nonstoichiometric oxide, the effective oxygen 
partial pressure, respectively. 

Table 1 show the EAZ of the calculated impedance by 
using the simple R-C parallel circuit approximation and 
the ionic diffusion resistance. The electrochemically 
active zone for a transmission line model can be 
evaluated where the partial faradaic current is equal to 
zero. Table 2 shows the relationship between Rreact/RO
and the ratio of the EAZR-C/EAZTML. Adaptive possibility
of the simple R-C parallel circuit approximation was 
predicted from table 2; (A) When the Rreact/RO is larger 
than 1, the impedance of Ni-GDC cermet anode can be 
fitted by using R-C parallel circuit approximation
without error, (B) when the Rreact/RO is ca. 0.1, the EAZ 
of R-C parallel circuit approximation corresponds to ca.
20 % of total consumption of faradaic current from 
electrode/electrolyte, (C) when the Rreact/RO is smaller 
than ca. 0.01, the EAZ of R-C parallel circuit 
approximation corresponds to ca. several % of total 
consumption of faradaic current from
electrode/electrolyte. In the case (C), R-C parallel circuit 
approximation was ruled unfit to fit the impedance 
response of a Ni-GDC cermet anode. For instance the 
faradaic current is distributed discretely or the electrode 
reaction only takes place in the vicinity of 
electrolyte/electrode interface.
�

Fig. 4. Faradaic current distribution from the 
transmission line model when assuming specified values
for the resistance of oxygen ionic diffusion RO, the 
resistance of electronic current Re. The electronic current 
Re and the oxygen ionic diffusion resistance RO were 
fixed to 0.1 and 10 ���respectively�

Fig. 5. Simulated impedance spectra of the fictive 
cermet electrode. The capacitance was fixed to 0.001 F.

Table 1. The results of simple R-C parallel circuit 
approximation for Fig. 3.

TML 0.001

f / Hz
16.55

16.55

28.39

28.39

R ��� C / F
10.39

10.43

28.39

79.96

0.0009257

0.0009223

0.0002188

0.00007012

Table 2. The ratio of evaluated EAZ

Rreact / RO

10

1

0.1

0.01

EAZR-C / EAZTML

0.9257

0.9223

0.2188

0.07012

5. Concluding remarks
The faradaic current distribution for the fictive 

cermet anode was demonstrated by using a transmission 
line model when assuming specified values for the 
resistance of oxygen ionic diffusion RO, the resistance of 
electronic current Re. Impedance spectra were calculated
by using those resistances and fictive capacitance. The 
electrochemically active zone, EAZ was evaluated by 
using the R-C parallel circuit approximation and a 
transmission line model. Those EAZ were compared.
From the results, it is indicated that the adaptive 
possibility of simple R-C parallel circuit approximation 
were distinguished three cases. (A) When the Rreact/RO is 
larger than 1, the impedance of Ni-GDC cermet anode 
can be fitted by using R-C parallel circuit approximation
without error, (B) when the Rreact/RO is ca. 0.1, the EAZ 
of R-C parallel circuit approximation corresponds to ca.
20 % of total consumption of faradaic current from 
electrode/electrolyte, (C) when the Rreact/RO is smaller 
than ca. 0.01, the EAZ of R-C parallel circuit 
approximation corresponds to ca. several % of total 
consumption of faradaic current from 
electrode/electrolyte.
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ABSTRACT
One of the promising materials for solid electrolyte of fuel cells, Y-doped Barium Zirconate (BZY) is of interest because of its 

chemical stability and high protonic conductivity. However, its difficulty in sintering has been an obstacle to various applications. It
have been sintered successfully by doping NiO as sintering aid at 1500 . ( ~95% relative density) It will be discussed here about the 

electrical property differences between pure BZY and BZY with NiO.

1. Introduction
Since Iwahara et al.[1] found proton conduction in 

some oxides, proton conductor based SOFCs have been 
of interest due to its lower operating temperature 
compared to that of typical SOFCs. Additionally some 
proton conductors like 20 mol% Y-doped barium 
zirconate (BZY20) exhibit protonic conductivity 
exceeding the oxide ion conductivity of the best oxide 
ion conductors [2].

BZY has the high protonic conductivity although it 
has to be sintered at high temperature above ~1700 ,
which is an obstacle to various applications. A lot of 
effort has gone into lowering the sintering temperature 
of barium-based materials for its diverse applications. 
Many researchers have used sintering aids to lower the 
sintering temperature of BZY. For example, Shanwen et 
al.[3] successfully sintered BZY at 1325 via addition 
of 1 wt% ZnO, and Yeon and Yoo [4] sintered BZY20 
with 1 wt% NiO at 1500 .

On the one hand, hydration/dehydration kinetics of 
acceptor doped perovskite BZY20 studied in [4] were
twofold by fast H-diffusion and sluggish O-diffusion.

In this paper, hydration/dehydration behaviors of 
acceptor-doped perovskite oxides demonstrated in [4], 
two-fold nonmonotonic conductivity relaxations are 
reproduced by purely sintered BZY20 [5], and the 
extracted information from those is compared to the 
electrical properties of BZY20 sintered with 1 wt% NiO.

2. Method
Both the BZY20s sintered with NiO and purely 

sintered specimens were prepared by solid state reaction 
method and the relative densities of each specimens are 
~95% and ~94% relatively. For more details, the readers 
is requested to refer to the literatures [4-5]. 

X-ray diffraction analysis, Fig. 1 (a), (b), indicates 
that there is no second phase in the both specimens. 
Mean grain sizes of both specimens from SEM images, 
Fig. 2 (a), (b), are relatively 4.7 0.8 and

0.98 0.07 . From Fig. 2 (a), Ni seems to be enriched 
along the grain boundaries.

To measure the conductivity relaxation behavior, 
both specimens were cut into perallelepipede, 1x1x15 
mm3. Smaller dimensions th3an those of previous work 
[3] are due to very slow kinetics of BZY20 and are to 
obtain the relaxation curves which are not controlled by 

(a)                   (b)
                         

Fig. 1. XRD analysis on (a) BZY20 with 1wt% NiO, (b) 
BZY20 purely sintered.

diffusions. Using DC 4-probe method, conductivity 
relaxation measurement was done and to obtain same
condition for both specimens, the specimens were put 
into same chamber like Fig. 3.

(a)                     (b)

Fig. 2. SEM images of (a) BZY20 with 1 wt% NiO, (b) 
BZY20 purely sintered.

Fig. 3. Schematic diagram of experimental set.
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The partial pressures of H2O and O2 are measured by a 
hygrometer (General Eastern, M4) and an YSZ oxygen 
sensor. 

The conductivity relaxation was measured upon a 
sudden change of partial pressure of H2O with no 
change of partial pressure of O2 nor change of 
temperature at 700 . The controlled gas mixture was 
taken by mixing the gas saturated of 0 water with dry 
gas.

3. Results and Discussion
When hydration occurs, as expected from a previous 

work [4], the conductivities of both specimens decreases 
quickly, and then increases slowly to saturated value.

                  

(a)                      (b)

Fig. 4. The conductivity relaxation curves upon 
hydration/dehydration. (a) BZY20 with 1 wt% NiO, (b) 
BZY20 purely sintered.

Fig. 5. The conductivity relaxation difference upon
hydration between BZY20 with NiO (black symbol) and 
BZY20 purely sintered (red symbol).

Fig. 4 shows two fold nonmonotonic conductivity 
relaxation upon hydration/dehydration. From these 
curves, kinetic parameters can be extracted by fitting to 
equations (1) and (2) [6-7].

0 v v i i�� = �-�  = A [1-f(� )]-A [1-f(� )]        (1)

2 2
2 2l kH m kH

2 2

k 2 2 2 2 2 2
l 1 m 1l l m m

2
2 n kH

2

2 2 2
n 1 n n

D t D t2L exp 2M exp
a b

f( )
( L L) ( M M)

D t2N exp
c

( N N)

� �

� �

�

�

� � � �� � � �� �
� �� � � �� � � �
� � � �� � � �� � �� � � �� � � � � � � �

� � � �� � � �
� � � �
� �� ��

�� �� �
� �� ��� �� � � �

� �� �
� �

� �

�                       (2)

Table 1. Kinetic information from the conductivity 
relaxation.

            BZY with NiO     BZY purely sintered

The extracted kinetic parameters shown in Table 1. 
Chemical diffusivity of oxygen ion of BZY purely 
sintered is slower than that of the other speciemens by 
~3 factors. It can be the reason why first decrease in the 
curve of BZY20 purely sintered is bigger than that of 
the other specimen. However, many factors can be the 
reason of that, so more investigations about partial 
protonic conductivity are needed. 

Particularly, in the case of BZY purely sintered,
chemical diffusivities of proton is different each other 
upon hydration/dehydration. 

4. Conclusion
One of the most promising materials, pure BZY20s, 

were compared with BZY20 sintered with 1wt% NiO. 
DC 4-probe method was applied to both specimens. 
Chemical diffusivities of oxygen ions of both differs 
each other. It is expected that this is reason why both 
conductivity relaxation curves differ. However, we
cannot be sure whether it is the main factor of that 
difference or not. More investigations about partial 
protonic conductivity are needed. 
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ABSTRACT 

LaNi0.6Fe0.4O3 porous and dense electrode was investigated by impedance spectroscopy as functions of temperature (923~1153K) and 
oxygen partial pressure (10-3~1 bar). From fitting the impedance responses by using appropriate equivalent circuits, origins of 
electrochemical processes were separately identified. The large resistive and capacitive impedance at medium frequency was 
dominating the impedance response. From this work the reaction mechanism of LNF related to the absorption and dissociation of 
oxygen molecules in the surface reaction, although it might be the other reaction occurred. 
 
1. Introduction 
  Solid oxide fuel cells (SOFCs) have attracted high 
attention as next generation power generators due to 
their efficiently convert from chemical energy to 
electrical energy. SOFCs combine the benefits of the 
environmentally friendly and fuel flexibility. SOFCs 
operated in high temperature at about 1273K. In high 
temperature operation causes material problems such as 
electrode (cathode)-electrolyte delamination which 
cause the low performance of SOFCs. The performance 
of the SOFC cathode is very important, since the cell 
efficiency affected by the electrochemical process on the 
cathode. To overcome this problem the material that can 
be used for intermediate temperature SOFC (IT-SOFCs) 
is needed. LaNi0.6Fe0.4O3-� (LNF) is one of the 
promising cathode materials for IT-SOFCs operated, 
because of its high catalytic activity, high electrical 
conductivity, excellent durability against chromia 
poisioning, and better TEC match with electrolyte [1, 2]. 
Numerous studies on this material so far concerned only 
the performance, and just few did the mechanism of the 
oxygen reduction process. Thus, the electrochemical 
kinetics on this electrode material is not clear yet. In this 
work, electrochemical oxygen reduction process on a 
LNF dense and porous film electrode was investigated 
by impedance spectroscopy as functions of temperature 
and oxygen partial pressure. The dense electrode is well 
defined system which was used to determine the 
reaction mechanism on the LNF cathode.  
 
 
 
 
 
 
 
 
 
 
  
 
 
A schematic diagram for reaction mechanism on the 
electrode dense shown in figure 1. A dense film 
electrode of mixed ionic and electronic conductor is 
formed on an oxide ion conductor. Oxygen exchange 

reaction on a dense mixed conductor electrode consists 
of (1) gas phase diffusion, (2) surface reaction 
(adsorption, incorporation) on the electrode, (3) O2- 
diffusion in the electrode layer, and (4) O2- ion transfer 
at the electrode/electrolyte boundary. On the other step, 
measurement on the porous electrode gives knowledge 
of reaction mechanism of real cathode system from 
point of view application, which has disadvantages of 
structure and geometry effect. The first step of analyses 
the impedance spectra was fitted by using tentative 
equivalent circuits, and the origins of electrochemical 
processes have been separately identified.  
 
2. Experimental  
2.1. Electrochemical Cell Preparation 

Electrochemical coin cells using Ce0.9Gd0.1O1.95 (GDC) 
electrolyte were prepared for evaluating electrochemical 
properties of LNF cathodes. Powders of GDC were 
prepared by a co-precipitation method, pressed into 
pellet and sintered at 1823 K for 5 hours. The GDC 
pellet sintered was about 10 mm in diameter and 1.7mm 
in thickness. The relative density was higher than 98%. 
The pellet surface was polished and used as a substrate 
for LNF.  

LaNi0.6Fe0.4O3-� (LNF) powder which was synthesized 
by the pechini method was used for the porous electrode 
formation and target preparation aimed at the dens film 
formation. The LNF powers are calcined at for 24 hours. 
The X-ray diffraction patterns suggested that the 
products consisting of single phase.  

The LNF powder was pressed into a disc and sintered 
at 1273K in air for 6 hours to prepare the target for dens 
film formation. LNF film was formed on the polished 
GDC pellet by pulsed laser deposition (PLD) using the 
prepared LNF target. Nd-YAG laser was used as laser 
source. Film was deposited in 1 Pa oxygen at 1073K. 
After PLD process, the sample was annealed in oxygen 
of 105 Pa for about 30 minutes. From observation by 
FE-SEM (JEOL, JSM – 7001F) the thickness of film 
was about 1.5 μm. As is the case in the electrochemical 
cell for the evaluation of porous LNF cathode, the LNF 
porous electrode and Pt electrode were used for the 
counter and reference electrode, respectively.  

For evaluation of porous LNF cathode, LNF paste 
which was consisted of LNF power, ethylcellulose 
powder (Wako Pure chemical industries Ltd.) and 
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Fig. 1 Schematic view of oxygen incorporation reaction 
through the electrode.  
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organic solvent (Tanaka kikinzoku Co. Ltd., TMS-1), 
was painted onto the GDC pellet by screen printing 
method. LNF paste was also painted onto the opposite 
side surface of the GDC pellet and as the counter 
electrode. Pt wire as a reference electrode was attached 
to lateral surface of the GDC pellet via Pt paste. All of 
the electrodes were concurrently sintered in the air at 
1273K for 6 hours.  

 
2.2. Electrochemical Measurement 

  Electrochemical properties of the porous and dense 
LNF electrodes were investigated by the impedance 
spectroscopy in a single chamber cell as a function of 
temperature (923 – 1073 K) and oxygen partial pressure 
(10-3-1 bar). In the dense electrode measured with and 
without dc bias. For the dc bias case, the oxygen 
potential which has been raised up by applied voltage, 
does not decrease through the dense electrode. Since 
oxygen potential drops only by the resistance of oxygen 
adsorption/dissociation or incorporation at gas/electrode 
interface, it exhibits as same potential as that at the 
electrode/electrolyte potential. For such a case, oxygen 
potential can be electrochemically provided through the 
whole thickness of the electrode material. At first, 
oxygen potential at the electrode/electrolyte interface, 
μo,int, is defined as:  

μo,int = μo,g + 2FΔE 
 
where μo,g is the equilibrium oxygen potential in the gas 
phase around the reference electrode. 

 
Electrochemical impedance spectra were measured by 
combination of potentio-galvanostat (Toho technical 
research Co., Ltd., Model 2000) and gain phase 
frequency response analyser (NF Co,Ltd., Model 
FRA5097) between working electrode and the reference 
electrode. Zview (Scribner Associates, Inc.) was used to 
analyses of the impedance responses. Equivalent circuits 
with two or three R (resistance) -CPE elements (a 
resistance, R, and a constant phase element, CPE, 
connected in parallel) were fitted to identify their 
physical meanings.  

3. Results and Discussion 
3.2 Dense film electrode  

The LNF dense electrode on ceria electrolyte basically 
showed a single arc, which consists of parallel circuit of 
resistance, Rs, and a capacitance, CPE. The intercept of 
the arc at the high frequency side is considered to 
originate from the ohmic loss of the ceria electrolyte. An 
arc should appear at the high frequency side next to 
main arc if the grain boundary resistivity is large in ceria.  
The peak frequency of the arc for the LNF electrode 
impedance was very low, which was in the range of 1Hz  
to 0.01 Hz. Figure 3(a) shows the typical impedance 
spectra on the LNF dense electrode on GDC electrolyte 
at 1073K. The electrode impedance increased when the 
oxygen partial pressure decreased. It decreased when the 
electrode was on the anodic polarization, and increased 
when the electrode was on the cathodic polarization.  
The impedance spectra of LNF didn’t show the ideal 
capacitor, and the it show depressed spectra as shown on 
the figure 3(a). An equivalent circuit system used to 
identify the impedance spectra of the dense electrode as 
shown in figure 3(b). Since the resistance in the ionic 
and electronic path in the cathode bulk are smaller than 
the surface reaction resistance, reaction rate is controlled 
by the surface process. In addition, if the electronic 
conductivity of the electrolyte is much smaller than the 
ionic conductivity, then the equivalent circuit can be 
simplified as figure 3(b). 
 

Ω

Ω

μ

 

 
 

 
 
 
Such a large capacitance, which exhibits strong 
dependency on the electrochemical polarization of the 
electrode, can be explained as a chemical capacitance. 
This large capacitance is associated with adsorption and 
dissociation of oxygen in the surface of the cathode 
material. The concept of the chemical capacitance has 
been discussed by several researchers [2,3]. The use of 
the chemical capacitance, in some cases, gives useful 

Fig. 3 (a)Typical impedance response of LNF 
electrode on GDC electrolyte under various dc bias. 
(b) A simplified equivalent circuit for dense electrode 
material.  

anodic cathodic 

-50mv -20mv 0 +20mv Vdc = 

electrode electrolyte 

Fig. 2 Chemical Capacitance on the LNF that related 
with surface reaction which is has large value of 
capacitance 
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information in the electrode reaction analysis. Oxygen 
vacancy concentration in the electrode material is 
change with an applied over potential, will cause a large 
chemical capacitance in the AC impedance as shown in 
figure 4.  

 
 
 
 
 
Although the rate determining step (RDS) of LNF 
attached to the surface reaction, but the impedance 
spectra didn’t show the ideal capacitor on the results. 
Several researchers show that ideal capacitor is attached 
to the surface reaction [3,7]. In this case the impedance 
spectra depressed and this is not ideal capacitor, it might 
be another reaction on the LNF besides surface reaction. 
There wasn’t enough data to conclude the works in the 
LNF electrode, especially in the capacitance. The 
nonstoichiometric data needed to make the situation 
clear and thermodynamics properties on the LNF is also 
needed, and the measurement on the porous showed 
another insight on the LNF electrode. 
 
3.1 Porous electrode 
  Figure 5 show the typical ac impedance spectra of 
LNF porous electrode. Electrochemical impedance 
response of these electrodes consisted of at least three 
primary elements; a small arc in a high frequency (HF) 
range (10 kHz~), an arc having a large resistive and 
capacitive impedance in the intermediate frequency 
(MF) range (0.5 Hz- 1 kHz), and an arc in the low 
frequency (LF) range (0.01-0.5 Hz). Capacitance value 
of arc in the HF is being independent to the pO2 as 
shown in the figure 5. Such a fast reaction happened in 
the HF range. In the dense electrode, the HF side was 
not clearly observed in the impedance spectra. The one 
of possibility there was a bad contacting area between 
electrode and electrolyte which could be happened in the 
HF range. The other possibility might be other reactions 
that very fast pass through the electrode. It might be 
surface diffusion happened in the electrode or small 

inhomogeneous internal diffusion happened in the 
electrode. On the other side MF arc was dominating the 
impedance spectra. Such a large capacitance in the MF 
arc, which exhibits strong dependency on the 
electrochemical polarization of the electrode, could be 
explained as a chemical capacitance. Figure 6 shows the 
capacitance of LNF cathode at 923K as a function of pO2. 
The unusual capacitance in the MF arc leads to the 
several possibility. The capacitance increased when the 
pO2 increased. It might be related to the change valence 
on B-side on perovskite structure. Such a measurement 
on nonstoichiometric needed to prove this probability. 

Ω

Ω  
 

 

  The unusual nonstoichiometric behavior on 
LaNi0.6Fe0.4O3 might be happened in the high pO2 and 
low temperature for porous electrode. In this case the   
capacitance values at high temperature show the same 
tendency as low temperature. The other possibility is the 
value capacitance is not from single reaction, and there 
are several reaction affect the capacitance. The porous 
electrode and the dense electrode have same large 
capacitance value, and this large capacitance value is 
related to the surface reaction on the electrode. The 
dense electrode has different value porous electrode, and 
also the different tendency. The possibility of this case, 
it might be related to the thermodynamics parameter of 
porous and dense electrode. The nonstoichiometric data 
needed to make the situation clear, and thermodynamics 
properties on the LNF is needed also.  
 

 
 

Fig. 4 Chemical Capacitance on the LNF electrode at 
1073K with or without applying dc bias in various 
gaseous oxygen partial pressure. Fig. 5 Typical impedance spectra of LNF porous 

electrode which has three primary parts  

Fig. 6 capacitance as function of pO2 at 923K 

  

  

 

Fig. 5 Typical impedance spectra of LNF porous 
electrode which has three primary parts  

MF HF 

10kHz 10Hz 

LF 
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The electrode impedance increased when the oxygen 
partial pressure decreased. The area specific 
conductivity �E for the medium frequency arc was 
proportional to pO2

1/2 at 923 K or at lower temperatures, 
as shown in Fig. 7.  
 

σ

 
 
 
 
It clearly can be seen at higher temperatures pO2 which 
had small effects on the �E which is shown on the figure 
8. At higher temperature the �E values reach saturation 
value. These suggested that the response on the LNF 
might not be from a single process, although it is 
considered to be principally attributed to the surface 
reaction. The work on the nonstoichiometric 
measurement and isotope exchange measurement will 
give better understanding of LNF cathode. 

 

σ

 
 

 
 
4. Conclusion 
The large capacitance, which exhibits strong 
dependency on the electrochemical polarization of the 
electrode, can be explained as a chemical capacitance. 
Oxygen vacancy concentration in the electrode material 

is change with an applied over potential, will cause a 
large chemical capacitance in the AC impedance. The 
reaction mechanism of LNF related to the absorption 
and dissociation of oxygen molecules in the surface 
reaction, although it might be the other reaction 
occurred. There wasn’t enough data to conclude the 
works in the LNF electrode, especially in the 
capacitance. The nonstoichiometric data needed to 
determine the capacitance values and thermodynamics 
properties on the LNF is also needed in order to get 
better understanding on the reaction mechanism. 
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Fig. 8 Area specific conductivities �E of LNF as 
function of temperature.  

Fig. 7 σE as function of pO2 at 923K. LNF at low 
temperature is proportional to pO2

1/2 
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ABSTRACT 
Electrical conductivity of La0.6Sr0.4CoO3-� thin-film was measured under four-point bending test at room temperature. It was 

observed that conductivity was decreased as strain increased. 
Density of states about La2NiO4 at compressive strain was simulated by first-principles calculations and estimated effect of strain 

on electrical conductivity. Band gap and band structure unchanged mostly each strain. It suggested that electronic density does not 
relate to conductivity changing by strain. 

 
1. Introduction 

It is reported that electrochemical properties and 
mechanical properties of functional ceramics are 
connected to crystal structure and nonstoichiometry 
[1,2,3,4]. It is noted that electrochemical properties, 
mechanical properties, and interstitial volume are 
transmuted by change of crystal structure and 
nonstoichiometry. Thus there is a possibility that 
electrochemical properties are transmuted by kinetic 
load. 

Functional ceramics are used in various applications, 
for example, solid oxide fuel cells (SOFCs), sensors, 
transistors, thermistors, and so on. On devises, these 
materials are subject to residual stress or other kinetic 
load by surrounding materials. Therefore it is important 
for prediction and optimization of material properties to 
clarify effect of electrochemical properties by changing 
interstitial volume and crystal structure.  

This effect for typical functional ceramics was 
investigated by this research group [5]. For example, in 
the case of yttria-stabilized zirconia (YSZ) and 
gadolinia-doped ceria (GDC) as ionic conductors, 
conductivity decreased as stress increased under uniaxial 
compressive stress. In contrast, in the case of 
YBa2Cu3O7-� (YBCO) and La2NiO4+� (LNO) as 
electronic conductor, conductivity increased as stress 
increased under uniaxial compressive stress. In the case 
of YSZ, GDC and LNO, the conductivity variation is 
considered that it was caused by change in mobility. In 
the case of YBCO, the conductivity variation is 
considered that it was caused by changes in mobility and 
carrier concentration. 

Causation of these phenomena is not clarified yet. 
This study is intended to clarify the causation of effect 
of strain to electrical conductivity by two methods. 

In first method, effect of strain on electrical 
conductivity about thin-film ceramics was investigated 
by four-point bending test. In this study, Conductivity of 
La0.6Sr0.4CoO3-� (LSC40) thin-film on MgO substrate 
was investigated. 

In second method, density of states (DOS) about 
functional ceramics was simulated by first-principles 
calculations and estimated effect of strain on electrical 
conductivity. In this study, DOS about La2NiO4 (LNO) 
was investigated. 

 

2. Electrical conductivity of thin-film ceramics 
2.1. Methods 
Sample preparation 

In this study, we used thin-film layered specimen. 
Thin-film layered specimen was made by PLD (Pulsed 
Laser Deposition) method using a YAG laser (��= 266 
nm). La0.6Sr0.4CoO3-� was used in thin-film conductor. 
LSC40 was prepared by a citric acid method. Single-
crystal MgO was used in substrate. Dimension of 
substrate is 15 mm × 15mm × 0.5 mm. Miller index of 
substrate is (1 0 0). 

Condition of PLD is shown in table 1. The substrate 
temperature was kept at 923 K during deposition. 
Oxygen pressure in the chamber was 1 Pa. After 
deposition, substrate temperature was kept at 923 K at 
oxygen pressure in 1.0×105 Pa O2 for 9 h. Dimension of 
thin-film is 8 mm × 8 mm × 0.8µm. 

After PLD, Pt-probe was made by sputtering 
deposition as shown in figure 1. Thickness of Pt-probes 
is approximately 0.2 µm. Distance of current probes is 2 
mm, and distance of voltage probe is 6 mm. 

 
Table 1 PLD condition 

Target La0.6Sr0.4CoO3-� 
PLD condition 
 

923 K 
1 Pa O2 
10 Hz for 2 h 

Post annealing 
 

923 K 
1.0×105 Pa O2 for 9 h 

Film thickness ca. 0.8 µm 
 

 
Figure 1. Diagram of thin-film layered specimen 

 
 
  

thin film ceramics Pt probe

substrate
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Measurement setup 
The diagram of the experimental setup is shown in 

figure 2. The uniaxial compressive load was applied to 
the specimen by the compression testing machine 
(Instron, 5565) and controlled by the load cell. The 
electrical furnace (Makuhari rikagaku glass Co.) was 
fixed into the testing machine. 

Jigs of four-point bending are made by Al2O3. The 
specimen was placed between these jigs. In this study, 
thin-film ceramics ware set lower side of specimen as 
figure 2. The wires were connected to current source 
meter (KEITHLEY, 6221 AC and DC Current Source) 
and voltage meter (KEITHLEY, 2182A Nanovoltmeter) 
for the electrical conductivity measurement. 
 

 
Figure 2. Setup detail around the fixed specimen 

 
Measurement 

Electrical conductivity was measured by DC four-
probe method. The applied currents were 1 mA. 

The measurement procedures are shown in figure 3. 
After temperature was stabilized, an impedance 
measurement was carried out under constant load and 
electrical conductivity was calculated. That was 
repeated at regular time intervals under the load. After 
stable conductivity was confirmed, load was raised and 
the measurement was carried out in a similar way. These 
processes were repeated until the load reached to 
maximum load. And then, the load reducing processes 
were measured in a similar way with load raising 
processes until load reached the minimum load. These 
processes were repeated a few times in order to confirm 
the reproducibility. 

In the four-point bending test, the bending strain in 
the film �f is shown in following equation. It is able to be 
estimated from flexural rigidity EI, uniaxial load W, 
distance between the outer and inner bearing a, and 
distance between the inner bearings b. (show in figure 4) 
In this study, both of a and b is 4 mm. 

 

�� �
��������

������� � ���������
 (1)

 
In this study, young’s modulus is referred from [6]. At 
300 K, young modulus E of Single-crystal MgO 
substrate is 309.6 GPa. 
 

 
Figure 3. Procedure of experimental measurement 

 

 
Figure 4. Schematic of dimension of four-point bending 
 
2.2. Results and discussion 

Electrical conductivity of LSC40 thin-film at room 
temperature in air as a function of uniaxial load is 
shown in figure 5, and function of strain is shown in 
figure 6. The strain estimated by equation (1). 

Figure 5 show that conductivity changed by time. It 
phenomenon was caused by changing room temperature. 
Conductivity changed rapidly as soon as changing 
uniaxial load. The conductivity decreased as load 
increased, and increased as load decreased. Conductivity 
variation is 0.0015 Scm-1 per 10 N. In this study, thin-
film ceramics ware set lower side of specimen. So the 
more the uniaxial load increase, the more tensile strain 
was subjected for thin-film. This behavior fit to behavior 
of balk of other electronic conductive ceramics. 

Figure 6 is enlarged view of a part of figure 5. It 
shows that conductivity variation rate is 0.025 % per 
0.01 % strain. This variation rate is lower than rate of 
balk of other electronic conductive ceramics. 
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Figure 9. Total density of states of La2NiO4 before 
introduction of strain 

 

 
Figure 10. Total density of states of La2NiO4 after 
introduction of strain 0.05 %, 0.10 %, 0.15 %, and 
0.20 % 
 
4. Conclusion 

In the second chapter, conductivity changing of 
LSC40 thin-film was discussed. 

Conductivity changed rapidly as soon as changing 
uniaxial load. The conductivity decreased as tensile 
strain increased, and conductivity increased as tensile 
strain decreased. Conductivity variation rate is 0.025 % 
per 0.01 % strain. This behavior fit to behavior of balk 
of other electronic conductive ceramics. However, this 
variation rate is lower than balk of other electronic 

conductive ceramics. It is suggested that conductivity 
variation mechanism relate to difference of conductivity 
mechanism between thin-film and balk. 

For the future, we measure conductivity at high 
temperature. In addition, effect of strain for electrical 
properties needs to clarify at both bulk and thin-film. 

In the third chapter, DOS of La2NiO4 calculated by 
first principles calculation was discussed. 

At strain of c-axis is 0.05 %, 0.10 %, 0.15 %, and 
0.20 %, band gap and band structure unchanged mostly 
each strain. It suggested that electronic density does not 
relate to conductivity changing by strain. This result will 
not match prediction of previous study. 

For the future, causation of this unmatched result 
need to be clarifies. In addition, we will use the 
supercell of La2NiO4+� including oxygen excess. It 
would enable to discuss conductivity changing by strain 
caused by carrier concentration.  

Finally we would like to clarify the causation of 
effect of strain to electrical conductivity. 
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ABSTRACT
Complex oxides making up devices such as solid oxide fuel cells are exposed to various thermodynamic driving forces, i.e. electric 
field, chemical potential gradient, etc. These driving forces affect the devices in such a way that the performance of the devices 
slowly degrades over a period of time. In this work a model ternary oxide system of NiTiO3 was put under DC electric field and the 
effects of the applied electric field was analyzed through microstructural and compositional analysis. It is shown that the electric field 
causes decomposition of NiTiO3 into the component oxides, proposing a mechanism for performance degradation.

1. Introduction

Various modern day devices incorporate complex 
oxides (ternary or higher) as their components. For 
example, the cathodes of solid oxide fuel cells (SOFC) 
are made primarily of perovskite oxides with La, Sr, Co 
and Fe as cationic species. The cations in these oxides 
are virtually immobile compared to the oxygen ions due 
to their meager diffusivities.

The fact that the cations are virtually immobile takes 
a different turn when long-term stability of oxides is 
taken into account. These oxides are constantly under 
influence of driving forces such as chemical potential 
gradient, external electric field, thermal gradient, etc. 
Upon long-term application, the cations, albeit their 
slow mobility, migrate with different speed, creating 
nonuniform cationic distribution throughout the oxide. 
This phenomenon is termed kinetic demixing, and when 
the extent is demixing is severe enough the oxide 
decomposes into its component oxides, a phenomenon 
called kinetic decomposition.

Kinetic demixing and decomposition creates various 
secondary effects that are crucial to the lifetime of 
devices – lattice displacement, secondary phase 
formation (i.e. a highly resistive phase), cation diffusion 
into/from other parts in the device (due to increase in 
activity), etc. In other words, the devices are degraded 
upon cationic transport.

There have been many works by various researchers 
on kinetic demixing and decomposition, dating as far 
back as the 1979 work by Schmalzried et al. on 
(Co,Mg)O [1]. Works by Schmalzried and Laqua [2], M. 
Martin and Schmackpfeffer [3-5] discuss the effect of 
oxygen partial pressure gradient on demixing and 
decomposition, while other works [6-9] focus on the 
effect of electric field. An interesting thing is that while 
both demixing and decomposition occurred under 
oxygen partial pressure gradient, only demixing was 
observed under electric field. M. Martin recently 
presented preliminary results showing decomposition 
under electric field [10].

In this work, before putting the actual cathode 
material of SOFC into trial a model ternary oxide 
system of NiTiO3 was put under DC electric field. After

removal, the specimen was analyzed using SEM, EDS 
and EPMA (soon to be followed by micro-XRD). 
Specific methods and results are shown in the following 
sections. The most notable result is the occurrence of 
kinetic decomposition at the electrodes.

2. Method

The NiTiO3 powders were prepared by solid state 
reaction of NiO (Seimi Chemical, Japan) and TiO2
(Sigma Aldrich, USA) commercial powders. After ball 
milling for 12 hours the mixture was dried and calcined 
at 1100oC for 5 hours. The calcined powder was molded 
and cold isostatically pressed (CIP) at 150 MPa for 5 
minutes, then sintered at 1500oC for 5 hours. The 
resulting slab had bulk density of 4.838±0.012 g/cm3

(96.8% relative density) and grain size of 15±2 um. The 
bulk was of rhombohedral ilmenite structure. The slab 
was cut into specimen size of (2.12±0.04) x (2.19±0.02) 
x (2.537±0.005) mm3 and Pt mesh (100 mesh, Sigma 
Aldrich, USA) were attached as electrodes on both ends
with Pt paste (HLG6926, Engelhard, USA) in between.
The cell setup is schematically shown in Fig. 1. A DC 
voltage of 12 V (field strength of 47 V/cm) was applied 
for 14870 seconds, the total current flown being ca. 
5710 C (±5%). The temperature was 1330.7±0.8oC and 
the atmosphere was ambient air. 

Fig. 1. Schematic diagram of the electrotransport cell
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After electrotransport run, the specimen was 
quenched in air. It was then dissected into two halves 
parallel to the electric field. The dissected surfaces were 
polished down to 1 um. The microstructure of the 
specimen was observed by SEM (JSM-5600 and 
JSM-6360, JEOL, Japan) and optical microscope 
(Axiolab A, Carl Zeiss GmbH, Austria) after thermal 
annealing at 1400oC for 5 minutes. The chemical 
compositions were taken by EDS and EPMA 
(JXA-8900R, JEOL, Japan).

3. Results and Discussion

Fig. 2. SEM image of the overall dissected surface. 
The light gray regions at the top and bottom are Ag 
paste used for electrical channels during SEM image 
obtaining.

Fig 3. (a) Optical image of the anode surface (b) the 
SEM image of the dissected surface on the anode side.

Fig. 2 shows the overall dissected surface of the 
electotransport specimen after polishing down to 1 um. 

Fig. 3. shows the microstructure of the (+) electrode 
(anode). One can see that the Pt mesh penetrated into the 
NiTiO3 lattice, indicating the annihilation of the original 
lattice through the reaction

NiTiO3 Ni2+ + Ti4+ + 3/2 O2 + 6e-. (1)
A point worth noting is clearly shown in Fig. 3 (b).

The direct vicinity of Pt anode is noticeably darkened in 
color compared to the original matrix. This indicates 
that the darkened region has a different chemical 
composition (and probably of lower density since it is 
shown darker) from the original matrix. This is further 
discussed below. The distribution of the darkened region 
is quite irregular, indicating that the electrical field is not 
quite uniform at the interface.

Fig. 4. (a) Optical image of the cathode surface (b) 
the SEM image of the dissected surface on the cathode 
side. One can see the inert Pt markers indicating the 
original surface of the oxide.

At the (-) electrode (cathode) one can observe the 
contrary – the lattice is newly grown at the 
bulk-electrode interface by the reverse reaction of (1), as 
shown in Fig. 4. The neutral Pt particles from the Pt 
paste can be found inside the oval in Fig. 4 (b). Because 
these particles act as inert markers, they indicate the 
original specimen surface. 

It was shown that at the anode side there were darker 
patches around the electrodes. Therefore it would be 
reasonable to assume that a similar phenomenon would 
occur at the cathode side. Through both electron images 
and backscattered images we found that this indeed was 
the case. The newly grown lattice was lighter in color 
compared to the original lattice, meaning that this region 
is heavier than the original lattice. The theoretical 
densities of NiO, NiTiO3 and TiO2 are 6.67, 5 and 4.26 
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g/cm3, respectively. Therefore we can predict that the 
darkened region to be TiO2-enriched and the newly 
formed lattice to be mostly NiO.

Fig. 5. The EDS profile of Ni, Ti and Pt at the anode.
The red line corresponds to oxygen and is irrelevant. 
The yellow line is the line of profile.

To further analyze the chemical composition, EDS 
and EPMA were performed. Fig. 5 and 6 show the EDS 
results for the anode and cathode, respectively. In Fig. 5, 
one can immediately notice that the darkened area is 
Ti-rich, as stated above. On the other hand, Fig. 6 shows 
that the newly created lattice is relatively rich in Ni. 

Fig. 6. The EDS profile of Ni, Ti and Pt at the 
cathode. The red line corresponds to oxygen and is 
irrelevant. The yellow line is the line of profile.

To obtain quantitative values of the compositions in 
various regions mentioned, EPMA was performed. Fig. 
7 shows the EPMA result of the overall dissected 
surface. The beam spot size was 5 um. The red lines 
indicate the original lattice. In the central region, there is 
virtually no demixing and the cationic ratio Ti/Ni is 
nearly constant (0.96±0.03), insisting that the specimen 
is in overall slightly Ni-rich. However, at the anode side 
the Ni amount is virtually zero, suggesting that the 
darkened region is indeed TiO2. On the other hand, the 
newly formed lattice on the cathode side shows the 
contrary, indicating that the novel lattice is virtually NiO. 
In order to finalize the phase decomposition a 
micro-XRD analysis is required. This is soon to be done.

Fig. 7. The EPMA result of the overall specimen

Theoretically, in a ternary oxide, the faster of the 
cations migrate first to the (-) side and the slower ones 
are concentrated on the (+) side. In this work one can 
see that DNi > DTi in the ilmenite NiTiO3 phase. This 
coincides with the result by Schmalzried and Laqua [2]. 
In their work NiTiO3 was place in an oxygen partial 
pressure gradient. Theoretically the faster cation 
migrates to the high-Po2 side, which was the case in 
their work. Therefore their work and this work support 
one another.

Another thing that should be taken into account is 
the magnitude of the applied electric field. In this work 
an external DC voltage of 12 V was applied via Pt mesh 
electrodes. However, due to overpotential at the 
electrodes, not all the driving force is applied to the 
specimen. The actual driving force acting on the 
specimen was not measured in this work. There however 
is a theoretical threshold for the decomposition to occur. 
According to various thermodynamic measurements, the 
decomposition voltage of NiTiO3 at 1330oC is between 
30 to 50 mV [11-14]. The effective applied voltage 
should be greater than this for decomposition to occur.

4. Concluding remarks

A model ternary oxide system of NiTiO3 was put 
under DC electric field. Electrotransport of cations 
occurred due to the external electric field, along with 
decomposition at the electrodes. At the anode side TiO2
was formed while the newly created lattice at the 
cathode side is made up primarily of NiO. 

To kinetically analyze the specimen, the following 
works should be performed: i) micro-XRD analysis of 
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the newly formed phases should be made ii) EPMA of 
the newly formed phases should be extensively done to 
find the local cationic profiles iii) the effective driving 
force actually acting on the specimen should be obtained. 
The above-mentioned points are under way. Because the 
transport data for NiTiO3 system are quite scarce, the 
same experiment and analysis may be applied to another 
model system (such as LaCrO3, etc.). After obtaining 
refined results we can perform detailed kinetic analysis.

After the model systems are analyzed, the analysis 
can be finally applied to the actual oxides used in 
SOFC’s (such as LSM, LSCF, etc.) to find the 
degradation mechanism.
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ABSTRACT 

Electrical conductivity of La2NiO4+δ ,that is one of the mixed ions electric conductors, under uniaxial compressive stress was 
measured at room temperature. Electrical conductivity increases as applied compressive stress increases in the stress region above 50 
MPa. Electrical conductivity decreases as applied compressive stress increases in the stress region below 50MPa.This is different 
from the previous study by Izumi et al[1]. This difference will be clarified with future experiments. 

 
1. Introduction 

Recently, a lot of electric devices are used in many 
scenes of our life. The development of these devices is 
due to the material development. Development of 
conductive ceramics is one of the main material 
developments. Conductive ceramic is divided into two 
parts; ionic conductor and mixed ions electric conductor. 
Ionic conductor is ion conductor rich, mixed ions 
electric conductor is electric conductor-rich. 

These devices are required to be higher efficiency 
and smaller. In order to be smaller, these devices should 
be under stress. Thus, it is important to clarify the 
conductivity variation under stress. 

La2NiO4+δ is one of mixed ions electric conductors. 
Crystal structure changes as oxygen content changes, 
and finally electric conductivity changes. In this study, 
the effect of stress on electrical conductivity was 
investigated. Electrical conductivity was measured 
under uniaxial compressive stress at room temperature 
condition. 

 
2. Experimental 
2.1 Sample Preparations 

La2NiO4+δ were prepared by a citric acid method. 
La(NO3)3�6H2O (99.99%, KANTO CHEMICAL) and 
Ni(NO3)2�6H2O (99.95%, KANTO CHEMICAL) were 
dissolved separately into de-ionized water. The 
concentration of each solution was determined by a 
chelate titration. These solutions were mixed together in 
the ratios of La:Ni=2:1. Citric acid whish amount was 8 
times the number of metal ions, was added to the mixed 
solution.  A precursor was obtained by heating the 
solution at 573 K to remove water and nitrogen oxides.  
They were fired in air at 1273 K for 10 hours.  After 
grinding with ethanol, they were sintered again at 1473 
K for 10 hours [1]. They are checked whether they were 
single phase with XRD. They were molded into a pellet 
using uniaxial press and pressed under 180MPa using 
cold CIP. The pellet was sintered at 1773K for 10 hours 
in air. The sintered pellet had approximately 99.6% 
relative density. 

This pellet was cut into rectangular parallelepipeds
(2.0mm 1.5mm 8.0mm). Pt paste (Tanaka 
Precious Metals, TR-7905) was applied to these 
specimens as four probes as shown in figure 1 and 
sintered at 900°C for 3 hours. The distance between two 

Pt voltage probes was 4mm. Pt wires (Tanaka Precious 
Metals, φ 0.2 mm) were twisted around the four probes 
as current collectors.

 

 

 
2.2 Measurement setup 

The diagram of the experimental setup is shown in 
fugure 2. The uniaxial compressive load was applied to 
the specimen by the universal testing machine (Instron, 
5565) and controlled by the load cell. The electrical 
furnace (Makuhari rikagaku glass Co.) was fixed into 
the testing machine. Two columnar Al2O3 cylinders were 
used as jigs for applying uniaxial compressive stress to 
specimen due to its insulation and hardness properties 
even at high temperature. The specimen was placed 
between these jigs. The two outside wires twisted around 
the specimen were connected to DC and AC current 
source (KEITHLEY, 6221) and the two inside wires 
were connected to Nanovoltmeter (KEITHLEY, 2182A) 
for the electrical conductivity measurement. 

Figure 2. (a) Experimental setup and (b) its detail 
around a fixed specimen.[1] 

 
2.3 Measurement 

Electrical conductivity was measured by DC 
four-probes method at room temperature. So as not to 
polarize, the applied current was alternately positive and 
negative. Uniaxial compressive load of 0 MPa to 

Furnace
(500 1000 )
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Al2O3 cylinder

Thermo
couple

Specimen

Voltage
probes

Current
probes

Al2O3 cylinder

(b) (a) 
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300MPa was applied to a specimen.  
The measurement procedures are shown in figure 3. 

The current was applied through the measurement. 
Electrical conductivity was calculated by gradients of 
I-V line. This calculation was repeated under constant 
stress at a constant time intervals. After The electrical 
conductivity was stable, the applied stress was raised. 
These processes were repeated until applied stress was 
reached the maximum value. After that, stress 
decreasing processes were measured in similar ways. In 
order to confirm the repeatability, these processes that 
are stress increasing processes and stress decreasing 
processes were repeated several times. The data of 
conductivity variation in stress increasing process in 
first cycle was not used to exclude the effect of 
unexpected initial degradation. 

 

 
Figure 3. Measurement procedures[1]. 

 
3. Results and Discussion

Electrical conductivity and applied compressive 
stress at room temperature are shown in figure 4. 
Electrical conductivity rapidly changed as soon as 
applied compressive stress changed. After second cycle, 
electrical conductivity decreased relatively. This 
phenomenon is attributed to decreasing in room 
temperature. Next, conductivity variation rate at room 
temperature as a function uniaxial compressive stress is 
shown in figure 5. In order to compare this study to the 
previous study[1], the value at 50 MPa in increasing 
process in second cycle was decided to be a reference 
value (the conductivity variation rate was 0%). In the 
stress region above 50 MPa, conductivity variation rate 
increased as applied compressive stress increased. 
Conductivity variation rate above 50 MPa is almost 
same as previous study by Izumi et al. Although 
conductivity variation rate decreased as applied 
compressive stress decreased below 50 MPa in previous 
study, conductivity variation rate increased as applied 
compressive stress decreased below 50 MPa in this 
study.  

 
Figure 4. Electrical conductivity and applied 

compressive stress. 

 
Figure 5. Conductivity variation rate as a function of 

uniaxial compressive stress 
 

4. Concluding remarks 
As mentioned in previous chapters, electrical 

conductivity increases as applied compressive stress 
increase in the stress region above 50 MPa. That is same 
as the previous study. On the other hand, electrical 
conductivity decreases as applied compressive stress 
increases in the stress region below 50MPa. That is 
different from the previous study. The reason why this 
difference happens is not clarified. But the reason will 
be clarified with experiments that are measurements at 
high temperature and keeping the sample applied 
compressive stress long time. 
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ABSTRACT 
Using solar selective absorbers is studied to advance efficiency of a solar thermal power generation. A metal surface on which 

fabricated microstructures shows solar selective property. Therefore, in this study, we prepared a refractory metal as a receiver which 
has finely-structured two phases due to a self-organization, and selectively etched the one phase to make microstructures on the metal 
surface and measure a reflectance of the receiver.  

 
1. Introduction 

Mainly, a solar thermal generation has three methods[1]. 
First method is a central tower power generation. Figure 1 
shows a way of collecting the sunlight with the system. A 
circular array of heliostat mirrors, which are large 
individually tracking mirrors, used to concentrate sunlight on 
to a central receiver mounted at the top of a tower. Then, this 
central receiver surface reaches very high temperature of 
about 600 oC. Second method is a parabolic trough power 
generation. Parabolic trough-shaped mirror reflectors 
concentrate sunlight on to thermally efficient receiver tubes 
placed in the trough`s focal line. A surface temperature of 
absorbers tube reaches approximately 400 oC. Third method 
is a parabolic dish power generation. A parabolic dish-shaped 
reflector concentrates sunlight on to a receiver located at the 
focal point of the dish. The concentrated sunlight is absorbed 
into the receiver. A temperature of the receiver surface is 
approximately 500 oC. 

To advance efficiency of the solar thermal power 
generation, to increase the temperature of the receiver by 
improving the properties is one of the effective methods. 
Figure 2 shows the mechanism of heat transfer in the 
receiver. There are three important points to make efficient 
receiver. First, high absorptance for sunlight is required 
because of absorbing most part of solar energy. Second, to 
suppress a loss of thermal radiation energy from the receiver 
is also necessary. As a temperature of the receiver increases, 
the thermal radiation 

 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

 

the thermal radiation loss rapidly increases because the 
spectral emissive power is proportional to the fourth power 
of temperature of the body. Third, a high thermal 
conductivity is needed to transfer the heat from surface of the 
receiver to circulated water. Then, the circulated water turns 
steam due to high heat of the receiver, and turbine is rotated 
with the steam to create electricity. 

Hence, in consideration of these three points, solar 
selective absorber is considered to utilize for the receiver. But, 
there is no solar selective absorber which can be utilized for 
high temperature such as 800 oC or more. Therefore, we 
consider controlling optical property by microstructures on a 
surface of the refractory metal. The size of a microstructure 
is close to the optical wavelengths. Accordingly the 
microstructure and the sunlight are interacted with each other. 
As a result of the interaction, optical property is changed 
from original property. Then, the receiver has the property of 
solar selective absorber. Thus, the optimization of the 
property is required to make efficient receiver.  

Figure 3 shows the ideal absorption property for solar 
thermal receiver. In the Fig.3, the temperatures of 100, 400, 
800 oC are the operating temperature of solar hot-water 
heater, parabolic trough power generation, central tower 
power generation, respectively. Then, the dotted line is the 
ideal absorption property. The property is that the receiver 
selectively absorbs sunlight and suppresses the loss of 
thermal radiation. Therefore, absorption property of the 
receiver is needed to come close to the dotted line in figure 3 
using the microstructure.  

The purpose of this study is to make the solar selective 
absorber as a receiver of central tower power generation, and 
to evaluate the property of the receiver. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

 Fig.2 Mechanism of solar thermal receiver 

Fig.1 Central tower power plants[2] 

Fig. 3 Ideal absorption property for solar thermal receiver 
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2. Sample preparation 

As the receiver of the tower power generation, refractory 
metal are processed into cylindrical configuration. The 
picture of the sample as the receiver is shown in Fig.4. The 
size of a part which is actually exposed to sunlight is 25mm 
height and 9mm diameter. Four long holes of 1.8mm in 
diameter are digged in the receiver to circulate the water. 
Figure 5 shows the schematic image of the boiled-water 
circulation in the receiver. 

The heat treatment is performed for refractory metal. 
Consequently, due to spinodal decomposition, the metal is 
separated into two phases. Size of the phase which is 
separated by another phase individually shows hundreds of 
nanometers. Therefore microstructures are made on the 
metal surface after etching the one phase. The detail of the 
etching procedure is shown below. At first, the experimental 
setup shown in Fig.6 is prepared and then royal water 
maintained at constant temperature is prepared. The etchant 
is continuously stirred using a stir bar. Second, the sample is 
soaked in the royal water for approximately 15 minutes. 
Consequently, microstructures are fabricated on the surface 
of the sample. In this study, the etching process was done 
two times. Though the first etched receiver was observed 
microstructures with a scanning electron microscope (SEM), 
the receiver was unevenly etched and found the scratches on 
its surface due to the machining processing. Therefore, 
receiver was polished with fine sandpaper to remove the 
scratches before the second etching. As a result, at the second 
etching, the 

 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 

 
 
 

 
 
 
 
 

 
 
 
 

 
 
 
 

 
 
etching the receiver was evenly etched under the condition 
that was for 15 minutes at 27 oC. Figure 7 shows the receiver 
after the second etching. In comparison with Fig.4, Figure 7 
shows that the surface of the receiver is tarnished and turned 
to black. Figure 8 shows the SEM image of microstructures 
on the surface after the second etching. These 
microstructures were diffused on the whole surface of the 
receiver. Though each cavity has different in size, the cavity 
size is approximately 0.2 �m wide on average. 
 
3. Results and Discussion 

Reflectance at near-infrared range was measured by the 
Fourier transform infrared spectroscopy (FT-IR). Hence, it 
was difficult to measure the reflectance of the receiver due to 
the cylindrical configuration, a comparative sample was 
prepared as shown in Fig.9. Figure 10 shows the result of the 
measurement. The comparative sample was etched under the 
same condition of the receiver, so the results of the two data 
are approximately corresponded. 
 
4. Concluding remarks 

The microstructures were fabricated on the surface 
of the receiver using etching. Consequently, reflectance 
of the receiver gradually decreases at a range of short 
wavelength. Therefore the receiver shows the property 
of solar selective absorber after etching. However, a 
measurement of the reflectance at the visible wavelength 
is needed to confirm the reflectance successively 
decreases, so preparation of a sample like Fig.9 is 
necessary.  

Next, we evaluate the etched receiver with using the 
solar thermal power system. Hence, we make a small 
central tower power generation. Specifically, we make a 
comparison of the solar absorption efficiency between 
the etched receiver and the non-etched receiver with the 
power generation system. 
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Fig.5 The image of the water 
circulation in the receiver 

IN OUT 

Fig.6 Experimental device 

Fig.8 SEM image of microstructures Fig.9 Comparative sample 

 
Fig.7 Receiver after the 
second etching 

Fig.4 Receiver before 
etching(mm) 

 Fig.10 Reflectance of the receiver 
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ABSTRACT 
Spectral properties of thermal radiation can be controlled by surface microstructures. We applied this technology for solar 

selective absorbers of concentrated solar power generation system (CSP). We investigated spectral properties and thermal stability of 
two-dimensional tungsten (W) periodic surface microstructures to develop solar selective absorbers for high temperature applications. 

They have shown good spectral selectivity. We also investigated the mass production method of surface microcavity structures at 
large area using the W-Cu alloys. Then we confirm absorptivity at visible light range can be increased by using this simple method. 

 
1. Introduction 

Now, we have been faced on serious energy 
problems such as exhaustion of fossil fuels, increment of 
greenhouse gases, and etc. In recent years, we have 
focused on renewable energy to solve the problems. 
Solar energy is one of the most important renewable 
energy because huge amount of solar energy reaches at 
surface of the earth. But, we have been able to utilize 
only small part of the energy. Therefore, it will become 
alternative energy to fossil fuels, if we utilize the energy 
more efficiently.  

There are two main way to use solar energy. 
One is using solar energy as light energy by photovoltaic 
systems, and the other is using solar energy as thermal 
energy. Of course the former way is the most popular 
way of using, but recent years, the latter way has 
become common as concentrate solar power generation 
system (CSP).  

 
 
In the CSP, one of the major problems to resolve is low 
energy conversion efficiency. It was approximately 
13~14% at trough type or tower type CSP. The main 
factor of lowered energy conversion efficiency is low 
efficiency of solar receiver. In the CSP, the solar 
receiver acquires high temperature as 400oC for trough 
type and 800oC for tower type. Thus, the amount of 
radiated energy from solar receiver is too large to ignore. 
In this case, solar selective absorber is applied for solar 
receiver unit because of difference between spectrum 

distribution of solar radiation and thermal radiation from 
the receiver as shown in Fig.1.  

Up to now, several groups have researched 
solar selective absorbers. For examples, Koltum 
demonstrated multilayer thin film type solar selective 
absorber which consists of metal and oxide materials (1). 
McDonald demonstrated the solar selective absorber 
which uses black chrome coatings (2). However, these 
kinds of solar selective absorbers don’t have sufficient 
thermal stability for using at high temperature as CSP. 
To our knowledge, few reports have been published on 
practical selective coatings with good thermal stability 
at high temperatures over 1000K, since Peterson et al. 
(3) had reported on Al2O3-Mo-Al2O3 cermet selective 
absorber. Zhang et al. (4), Eisenhammer et al. (5), and 
Schön et al. (6) have reported on efficient 
high-temperature selective coatings, but it has not been 
certificated experimentally that they have sufficient 
thermal durability at elevated temperatures. 

In this study, we research the solar selective 
absorbers with surface microstructures with the size of 
optical wavelength which is applicable for CSP.  

It has been known that spectral property of 
thermal radiation can be controlled by periodic surface 
microstructures with the size of optical wavelength 
range. We considered applying for solar selective 
absorber this technology by making surface 
microstructures at high-melting point metals. Where the 
size of microstructures becomes comparable to the 
optical wavelength, electromagnetic waves resonate 
with surface microstructures and interactions occur 
between materials and electromagnetic waves. Some of 
the resonance effects such as surface plasmon polaritons 
and the microcavity effect are useful to control spectral 
property of thermal radiation. In the past, controlling of 
thermal radiation by periodic surface microstructures 
has been researched such as using one-dimensional SiC 
gratings (7, 8) and two dimensional metallic gratings (9, 
10, 11 and 12). The spectral property is strongly 
dependent on material properties as well as geometrical 
parameters. 

 
2. Surface structural design 
2.1. Estimation of optimum optical property 

The properties which demand for solar 
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selective absorbers are high absorptivity at solar 
radiation range and low absorptivity at infrared range. 
Thus, the cut-off wavelength which is switch over to 
low absorptivity from high absorptivity is important for 
property of solar selective absorbers. As mentioned in 
introduction, cut-off wavelength can be tuned by 
controlling of geometrical parameters of microstructures. 
So, we performed numerical calculations to estimate the 
optimum cut-off wavelength. In this estimation, we 
defined high absorptivity �h as 0.95 and low 
absorptivity �l as 0.05. Then, we evaluate the optimum 
cut-off wavelength by using parameter of solar 
absorptivity �s, hemispherical total emissivity of the 
absorber �a, and spectral selectivity �s /��a. The solar 
absorptivity �s is usually defined by following equation 
[1] 

� � � �
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where 
���: spectral absorptivity of the absorbers 
Es��: spectral solar irradiance 

Thus, �s represent absorptive rate in solar radiation 
range of the absorbers. 
The hemispherical total emissivity of the absorber is 
defined as following equation [2] 
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where 
���: spectral emissivity of the absorbers 
Eb��: spectral black body irradiance 

Thus, �a represent rate of total emissive power from the 
absorbers and total emissive power of black body at the 
temperatures. For solar selective absorber, demanded 
parameter is that the �s is more than 0.9 and the �s /�a is 
more than 6. 
 

 
Fig.2 shows the result of evaluation about 

optimum cut-off wavelength of the absorber. The black 
solid line with square symbols shows solar absorptivity. 

It exceeds 0.9 when cut-off wavelength is over 1.7�m. 
The blue solid line with triangle symbols shows solar 
selectivity at 400oC. It becomes over 10 in the range of 
0.7�m-2.8�m. The red solid line with circle symbols 
shows solar selectivity at 800oC. It becomes over 6 in 
the range of 0.5�m-2.1�m. Hence, to meet requirements 
in all temperature, cut-off wavelength need to be 
approximately 1.7�m-2.1�m. 
 
2.2 Numerical Calculation by using RCWA 

Numerical calculation was performed by using 
Rigorous Coupled-Wave Analysis (RCWA) (13) for the 
periodic surface microstructures model as shown in 
Fig.3. In this calculation, a material of the model is 
tungsten (W) which is representative high melting point 
metals. The shape of microstructures is rectangular 
cavity which aperture size, depth size, and periodicity 
size are 0.9�m, 0.63�m, and 1.2�m. Microstructured W 
shows high absorptivity at small wavelength range 
although low absorptivity at infrared range as well as 
flat W. The inset right above Fig.3 shows electric field 
distribution in a microstructure. Standing wave exist in a 
microcavity, in other words, it can be known that 
modulation of thermal radiation spectrum originate from 
interaction between electromagnetic waves and 
microstructures. 

 
 
3. Results of fabrications 
3.1. Periodical surface microstructures fabrication by 
MEMS process 

To fabricate periodic microstructures on bulk 
W surface, we use MEMS (Microelectromechanical 
system) process. The process flow scheme is shown in 
Fig.4. First, a thick resist layer, an Al thin film and an 
EB (Electron beam) resist layer are stacked one after 
another on a mechanically polished W substrate. The top 
EB resist is exposed by an EB lithography system and a 
grating pattern is drawn. Fine patterns with nanometer 
order can be precisely drawn by EB lithography. After 
the development of the pattern, FAB (Fast atom beam) 
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Fig.3 Comparison between the numerical calculation 
absorptivity spectra of W with periodic surface 
microstructures and flat surface W, and electric field 
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etching with SF6 gas is carried out to replicate it on the 
Al film. Next, FAB etching with O2 gas is successively 
performed to replicate the pattern on the thick resist 
layer under the Al film. With this double layer method, 
we can obtain a deep resist mask. Finally, FAB etching 
with SF6 gas is performed again and the grating pattern 
is transferred on the W substrate. FAB is a neutral 
atomic or molecular beam. It can exactly replicate the 
patterns drawn by EB lithography on W substrates 
without side etching.  

 
A SEM image of the fabricated sample is shown in Fig.5. 
Periodic microstructures were successfully fabricated. 
However, the walls of each cavity are rough, but 
roughness is sufficiently smaller than the cavity 
parameters.  
 

 
 
The optical properties are shown in Fig.6. We measured 
spectral reflectivity R on the microstructured W with the 
FT-IR and a UV-NIR spectrometer (Perkin Elmer; 
Spectrum GX, Lambda900). A diffuse reflection 
geometry which can collect the reflected lay with wide 
angle (PIKE; easidiff) was used as a substitute for an 
integral sphere. As predicted from the calculation results, 
the absorptivity shown as 1-R in Fig.6 increase 
drastically in ��< 2.0�m keeping low absorptivity at 
larger � range. The measured optical property shows 
good agreement with the calculation using RCWA. 

 
 
3.2. Large area fabrication of microstructured solar 
selective absorber 

We can fabricate solar selective absorber 
applicable to CSP by MEMS process, however, the 
process needs high cost and too much time. To attain 
practical realization, the simple process which is able to 
fabricate microstructures in large area must be needed. 
Then, we focused on W-Cu alloy. This alloy is eutectic 
alloy and Cu grain thrust between W grains as shown in 
Fig. 7.  

 

 
 
Thus, we considered to obtain microstructured W 
surface by removing Cu grain and etching of W grain 
edge. The fabrication process is shown in Fig.8. This 
process is really simple process and easy to extend large 
area fabrication. First, sufficient thick of Cu grain is 
removed from the surface by using Cu etchant 
((NH4)2S2O8). Then, W grain edge is etched by W 
etchant (mixed HF and HNO3). The SEM picture of 
fabricated sample is shown in Fig.9. Almost similar 
sizes of W grains with the size of optical wavelength 
were verified at the surface. The optical property of 
visible light range is shown in Fig.10. In visible light 
range, absorptivity of the sample is increased comparing 
with flat W.  
 

5�m
 

 
Fig.5 A SEM image of the fabricated periodic surface 
microstructures on W substrate 
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Fig.4 The fabrication process flow scheme of periodic 
surface microstructures on W substrate 
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Fig. 7 Morphology of W-Cu alloy surface 
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4. Conclusions 

In this study, we research the solar selective 
absorbers with surface microstructures which applicable 
for CSP. From the estimation, it meets all requirements 
of solar selective absorbers utilized for CSP when 
cut-off wavelength is 1.7�m-2.1�m. 

We successfully fabricated complete periodic 
surface microstructures on W substrate and from the 
measurement it is assumed to show high performance 
for solar selective absorber. We also consider the method 
which fabricates surface microstructures at large area by 
simple technique. We successfully to make 

microstructured surface using W-Cu alloy and it shows 
high absorptivity at visible light range. 
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Fig.10 The absorptive property in visible light range of 
fabricated microstructured W  

 
 
Fig. 9 A SEM image of after etching of Cu grain and edge 
of W grain  
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3. Edge of W grain etching

W-Cu a

Only W

 
Fig.8 The fabrication process flow scheme of 
microstructured W based on W-Cu alloy. 
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ABSTRACT 
Thermal diffusivity of La0.6Sr0.4Co1-xFexO3-� (LSCF) was evaluated by laser flash method from room temperature to 1173 K in 

various oxygen partial pressures. It was found that the thermal diffusivity significantly depended on oxygen partial pressure. The 
oxygen partial pressure dependence was larger in lower oxygen partial pressure and at higher temperature. When oxygen partial 
pressure was changed at a constant temperature, the thermal diffusivity of LSCF6428 gradually changed as time passes. These results 
indicated that the thermal diffusivity of LSCF was significantly affected by the oxygen nonstoichiometry change. 
 
1. Introduction 
  La0.6Sr0.4Co1-xFexO3-� (LSCF) is a potential candidate 
as a mixed-conducting cathode for solid oxide fuel cells, 
and as an oxygen separation membrane material. In 
order to employ these compositions either as oxide 
electrodes or as oxygen-permeating membranes, it is of 
importance to examine the oxygen deficiency and its 
influence on other material properties. For instance, it 
was reported that electrical and mechanical properties 
strongly depends on the oxygen nonstoichiometry [1]. 
However, little is known about the influe1nces of 
oxygen nonstoichiometry on thermal properties so far.  
In this work, we report the thermal properties such as 

thermal diffusivity at various temperatures and oxygen 
partial pressures of the perovskite-type oxide 
La0.6Sr0.4Co1-xFexO3-�. The thermal diffusivity was 
investigated by using the laser flash method (LFA). 
Dependencies of thermal diffusivities of LSCF on 
temperature, oxygen partial pressure were discussed in 
terms of the oxygen nonstoichiometry. 
 
2. Experimental 
Powders of La0.6Sr0.4Co1-xFexO3-� (LSCF) were 

prepared by a conventional Pechini method. Obtained 
powders were hydrostatically pressed at 150 MPa into 
compacts, and then sintered in air at 1627 K for 6h. For 
the thermal diffusivity measurements, the sintered 
compacts were cut into rectangles (c.a. 10 x 10 x 1 mm). 
The relative densities of the sintered LSCF compacts 
were always higher than 95%. Sintered all of pellets 
were single phase perovskites.  
Thermal diffusivities of the sintered pellets were 

measured by using the laser flash method (LFA 457 
Micro Flash, NETZSCH) in the oxygen partial pressure 
range from 10-4 to 0.2 bar and in the temperature range 
from R.T. to 1173 K. In order to control the atmospheres, 
a gas mixing system and an oxygen sensor are 
additionally attached to the laser flash method system.  
The temperature dependence of the thermal 

diffusivities was measured with increasing temperature 
from R.T to 1173K while keeping atmospheres as 
constant. Measurements were performed with a 50 K 
interval. The oxygen partial pressure dependence of the 
thermal diffusivities was measured with decreasing 
oxygen partial pressure from 0.2 to 10-4 bar while 
keeping temperature at 873, 973 and 1073K. 

Measurements were repeated until the obtained thermal 
diffusivity reached to a constant value at each 
temperature and oxygen partial pressure.  
 
3. Results and Discussion 
Figure 1 shows the thermal diffusivities of 

La0.6Sr0.4Co0.2Fe0.8O3-� as a function of temperature in 
various oxygen partial pressures. The thermal diffusivity 
of LSCF first increased with increasing temperature and 
then decreased with increasing temperature and 
decreasing oxygen partial pressure at above 673K.  

 
 Fig. 1 Temperature dependence of thermal diffusivity 

for La0.6Sr0.4Co0.2Fe0.8O3-� as a function of p(O2) 
 
LSCF is known to show the oxygen nonstoichiometry 
changes at relatively higher temperature, although the 
oxygen nonstoichiometry is kept almost constant at 
lower temperature. According to the data by 
Mantzavinos et al. [1] and Hashimoto et al. [2], the 
oxygen deficiency � increased with increase temperature 
and decreasing p(O2) in higher temperature range (above 
873K). The temperature where the thermal diffusivity 
drastically changes seems to agree with the temperature 
where the oxygen nonstoichiometry changes.  

 
Fig. 2 Thermal diffusivity of La0.6Sr0.4Co0.2Fe0.8O3-� as 

a function of p(O2) at 873K, 973K and 1073K. 
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Therefore, it can be said that the change of the 
temperature dependence of the thermal diffusivities of 
LSCF in Fig. 1 is attributed to the oxygen 
nonstoichiometry changes. 

 
Fig. 3 Thermal diffusivity of La0.6Sr0.4Co0.2Fe0.8O3-� as 

a function of � at 873K, 973K and 1073K. 

 

 
Fig. 4 Time dependence of the thermal diffusivity of 
La0.6Sr0.4Co0.2Fe0.8O3-� observed in when p(O2) was 

changed (a) from 0.2 to 10-1 bar and (b) from 10-2 to 10-3 
bar at various temperatures 

 
Figure 2 shows the thermal diffusivity of 

La0.6Sr0.4Co0.2Fe0.8O3-� as a function of p(O2) at 873, 973 
and 1073K. Figure 2 shows similar tendency with 
oxygen nonstoichiometry of La0.6Sr0.4Co0.2Fe0.8O3-�. 
Thermal diffusivity of all of temperatures decreases with 
decrease oxygen partial pressure. 
Figure 3 shows the thermal diffusivity of 

La0.6Sr0.4Co0.2Fe0.8O3-� as a function of � at 873, 973 
and1073K. Thermal diffusivity of LSCF decreased with 
decreasing oxygen deficiency �. The p(O2) dependence 
of the thermal diffusivity decreased with increase
temperature. As is known, the oxygen nonstoichiometry 
of La0.6Sr0.4Co0.2Fe0.8O3-� decreased with increase 
temperature and decrease p(O2) [3]. Such a thermal 
diffusivity change with p(O2) change was considered 

due to its oxygen nonstoichiometry change.  
In order to confirm influences of the oxygen 

nonstoichiometry change on the thermal diffusivity, 
relaxation behavior of the thermal diffusivity was 
examined when the oxygen partial pressure was changed. 
Figure 4 shows the time dependence of the thermal 
diffusivity of La0.6Sr0.4Co0.2Fe0.8O3-� when p(O2) was 
changed at constant temperatures. As shown in Fig. 4(a), 
in higher p(O2), the thermal diffusivity showed only 
slight time dependence. Contrarily, in lower p(O2), time 
dependence of the thermal diffusivity was observed and 
became significant with increasing temperature.  
When p(O2) was varied from 10-1 to 10-2 bar, the 

relaxation time was about 30 minute and the change in 
the thermal diffusivity was 0.02 mm2s-1 at 1073K. On 
the other hand, When p(O2) was varied from 10-2 to 10-3 
bar, the relaxation time was about 200 minute and the 
change in the thermal diffusivity was 0.8 mm2s-1 at 
1073K. The relaxation time increased with increase 
temperature. Because the oxygen deficiency � increases 
considerably with increasing temperature (i.e. at p(O2) = 
0.1 bar, � increases from 0.008 at 873K to 0.04 at 
1073K). For a similar reason, The relaxation time 
increased with decrease p(O2) (i.e. at 1073K, � increases 
from 0.04 in 10-1 bar to 0.95 in 10-3 bar).  
 
4. Concluding remarks 

In this work, dependencies of thermal diffusivities of 
perovskite-type oxides La0.6Sr0.4Co1-xFexO3-� (LSCF) on 
temperature, and oxygen partial pressure were 
investigated. In 2.0 - 10-4 bar of p(O2) at 873 - 1073K, 
the thermal diffusivity of LSCF decreased with decrease 
p(O2). Therefore, the thermal diffusivity of LSCF was 
dependence. When p(O2) changed at constant 
temperature, the thermal diffusivity showed a little time 
dependence in higher p(O2), while apparent time 
dependence in lower p(O2). The relaxation time 
increased with increasing temperature. This relaxation 
behavior could be interpreted by the change in the 
oxygen nonstoichiometry, meaning that the thermal 
diffusivity of LSCF was significantly affected by the 
oxygen nonstoichiometry. 
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ABSTRACT
Despite partial electronic and ionic conductivities composing ambipolar conductivity are the key factors to determine the 
performance for oxygen permeable membrane materials as well as SOFC cathode materials, they are not so exhaustively 
characterized. In this work, we have measured the partial ionic/electronic conductivities and established the Onsager transport 
coefficient matrix for the system of BaCo0.7Fe0.3-xNbxO3-� (x=0.08), one of state-of-the-art materials for oxygen permeable membrane, 
by an electrochemical polarization technique in ion-blocking electrode condition. 

1. Introduction
A variety of BaCoO3-based derivatives such as 

BaCo0.7Fe0.3-xNbxO3-� [1] and Ba0.5Sr0.5Co1-xFexO3-� [2,3] 
have been attracting a wide attention as oxygen 
permeation membrane materials as well as SOFC 
cathode materials due to their superior oxygen 
permeability or ambipolar conductivity. Even though
their partial oxygen ionic and electronic conductivities 
play a pivotal role on oxygen permeating phenomena
and are the key properties for performance as SOFC 
cathode, they are not seriously characterized. 

Nowadays, some researchers suggested ion/electron 
blocking cell techniques in order to evaluate partial ionic 
and electronic transport properties as well as cross effect 
between ionic and electronic species in MIECs (mixed 
ionic electronic conductors) including Pr-doped CeO2
[4] and LaNiO4 [5] system. Furthermore, since these 
techniques employ local ionic/electronic probes
separated from ion/electron blocking electrodes,
observed results are free from over-potential problem.

In this work, we recognized the benefit of blocking 
cell with local probes, and have measured the partial 
conductivities and eventually established the complete 
representation of all the isothermal transport properties, 
the Onsager transport coefficient matrix for the system 
of BaCo0.7Fe0.3-xNbxO3-� (x=0.08) [1], one of 
state-of-the-art materials for oxygen permeable 
membrane by an electrochemical polarization technique 
in ion-blocking electrode condition.

2. Theory
All the mass and charge transport properties of a 

mixed conductor can be completely represented by an 
Onsager transport coefficient matrix L such that

i ii ie i

e ei ee e

J L L
J L L

��� � � �� �
� �� � � �� ���� � � �� � (1)

where Jk and ��k represent the flux and electrochemical 
potential gradient of ionic (k=i) and electronic carriers 
(k=e), and Lie=Lei due to the Onsager reciprocity 
theorem [6].  

In BaCo0.7Fe0.3-xNbxO3-� (x=0.08) system, subscript i 
and e were regarded as oxygen ion and hole. Since 
Onsager’s matrix is composed of three independent 
transport coefficients, more than three independent 
electrochemical properties as a function of Onsager 

transport coefficients are required as follows. [7]
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Where e, �� � , and *
i� refer to total conductivity, 

conductivity with ion transfer suppressed, and ionic 
charge-of-transport [8]. Equation (2)-(4) can be simply 
transformed into Onsager coefficients.

� �
e

ii 22 *
i

L
F 2

�� ��
�

� �
(5)

� �
� �

* *
i i e e

ee 22 *
i

4 4
L

F 2

� �� � �� � � �
�

� �

(6)

� �
� �

*
i e

ie 22 *
i

L
F 2

�� � ��
�

� �

(7)

Moreover, partial ionic and electronic conductivities 
can be written as a function of three independent 
transport coefficients as follows. [7]

2 ie
i ii

ii

L
4F L 1

2L
� �

� � �� �
� �

(8)

2 ie
e ee

ee

L
F L 1 2

2L
� �

� � �� �
� �

(9)

3. Experimental
3.1. Electrochemical cell

BaCo0.7Fe0.22Nb0.08O3-�� � specimen was synthesized 
by conventional solid state route. To establish local ionic 
and electronic probes, porous pre-sintered body was 
constructed. Holes for local inner probes were drilled. 
Porous body with 4 inner probes underwent heat 
treatment at 1150oC in air for 10 hours. Relative density 
of final body was estimated about 96%. 
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The schematic of the electrochemical cell was 
described here.

Fig. 1. The schematic of electrochemical cell with one 
reversible and the other ion-blocking electrode : 

ionic probe (8YSZ), electronic probe (Pt), 
specimen, glass sealant.

Since we recognized the significant reactivity 
between specimen and glass components including SiO2,
small amount of glass sealant was painted on the 
specimen.

3.2. Ion-blocking operation
Small amount of current flowing across the 

specimen from reversible electrode to ion-blocking 
electrode causes chemical polarization of component 
oxygen. Monitored electrical signals are summarized as 
follows.

Table 1. Signal contents

+
(probe number)

-
(probe number)

contents

ui
i

L
2F

� ��

ve
e

L
F
��

u1
2 2

Re f .
O O

H Lx / 4F
2

� ��� �� � � �� �� �� �� �
u2

2 2

Re f .
O O

H Lx / 4F
2

� ��� �� � � �� �� �� �� �

Inter-ionic probe signal ui and inter-electronic probe 
signal ve provide the electrochemical driving forces of 
species i and e respectively. u1 and u2 include the 
difference between oxygen chemical potential of 
specimen at given position and that of surrounding
atmosphere.

When the system achieves steady state polarization, 
the electronic conductivity under ion-blocking 
condition, e�� and the ionic charge-of-transport, *

i�
have been determined from current I, ve and ui.

i i

* i i
i

e eJ 0 J 0

2u
v

� �

� � � ���
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(10)

i

e
e J 0

L I
A v

�

� �
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� �
(11)

Where L and A stand for the distance between local 
probes and cross sectional area respectively.

4. Results and Discussion
4.1. Polarization behavior
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Fig. 2. Typical time dependent behavior of ui and ve
upon switching current on and off across the specimen.

As explained before, the electronic conductivity 
under ion-blocking condition and the ionic 
charge-of-transport were acquired at steady state 
conditions by using cell signal and applied current. On
the other hand, total conductivity ( � ), the third 
independent electrochemical property, is calculated from 
voltage drop of electronic probe signal when switching 
current off as

offe t t

L I
A v

�

� ��
� � � � ��� �

(12)

where toff is time when current is turned off.
It may be noted that non-zero value of ui means the 

interference between oxygen ionic and electronic flows 
are not negligible.

4.2. � and e��
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Fig. 3. � and e�� as a function of oxygen activity at 
three different temperatures : (a) 950oC, (b) 850oC, and 
(c) 750oC.

In Fig. 3, circle and diamond shape closed symbols
are � and e�� respectively. And open symbol means 

Re f .� which is independently measured total 
conductivity via conventional DC 4 probe method. Total 
conductivity acquired from ion blocking cell and one
measured by means of DC 4 probe method are identical 
within less than 3% relative difference. Furthermore, 

e�� decreases as oxygen activity decreases, and thereby
majority electronic charge carrier can be considered as 
hole.

4.3. *
i�
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Fig. 4. *
i� as a function of oxygen activity at three 

different temperatures.

On the basis of Yoo’s interpretation [8], the ionic 
charge-of-transport can be regarded as the number of 

hole dragged by one moving oxygen ion. As a result,
*
i� was measured to be higher than 0.15 within entire 

range of experiment, and thus cross effect between 
oxygen ion and hole was non-negligible compared to the 
direct ionic transport. This means that information of 
ionic transport, obtained from ion-blocking experiment 
without any adjustment by local ionic probes, always 
includes at least 8% relative error compared to ‘true’
value. 

4.4. L-matrix
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Fig. 5. Onsager matrix coefficients as a function of 
oxygen activity.

L-matrix was completely established by using 
equation (5)-(7) with three independent electrochemical 
properties such as � , e�� , and *

i� . As is shown, cross 
coefficient Lie is comparable to ionic transport
coefficient Lii. But the quantity of Lie is 1~4% compared 
to electronic transport coefficient Lee.

4.5. i� and e�
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Fig. 6. Partial ionic and electronic conductivities as a 
function of oxygen activity.

Partial conductivities were calculated with obtained 
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L-matrix coefficients by using equation (8) and (9). As a 
result, very high ionic conductivity was observed to be
higher than 1 S/cm at 850oC. With regard to dependency 
of partial conductivities vs. oxygen activity, ionic 
conductivity seems to be nearly constant within given 
oxygen activity domain, and logarithmic electronic 
conductivity linearly depends on logarithmic oxygen 
activity. Since expected ionic transport number are in a 
range from 0.04 to 0.22, BaCo0.7Fe0.3-xNbxO3-� (x=0.08) is 
‘real’ mixed ionic electronic conductor.

5. Summary and Conclusion
In this work, we paid attention to partial ionic and 

electronic transport properties as key factor to determine
performance as oxygen permeable membrane as well as 
SOFC cathode materials, and made an effort to evaluate 
those via electrochemical polarization technique. On 
basis of our observation, followings are drawn.

(i) Onsager matrix and partial ionic/electronic
conductivities are established by means of 
ion-blocking experiment only due to 
non-negligible ionic transport number.

(ii) In BaCo0.7Fe0.3-xNbxO3-� (x=0.08) system, the 
interference between ionic and electronic charge 
carriers are not negligible

(iii) BaCo0.7Fe0.3-xNbxO3-� (x=0.08) is true to the 
name, “mixed ionic electronic conductor” due to 
comparable ionic conductivity to electronic one.
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ABSTRACT 

Electrolyte thin films are fabricated by various conditions and clarifying the effect on their crystal structure and ionic conductivity. 
In particular, both proton and oxide ion conductor thin film are fabricated by HT-PLD and RT-PLD changing sputter rates, laser 
energy and oxygen partial pressure during deposition. Besides, their structural analysis and ionic conductivity is measured by XRD 
measurement and AC impedance measurement, respectively. 
 
1. Introduction 
 Recent years, thin film fabrication techniques have 
been developing rapidly and more commonly utilized 
with the progress of nanoionics. Pulsed laser deposition 
(PLD) is now well known as a powerful tool to obtain 
epitaxial oxide thin films, especially for Perovskite-type 
oxides [1-2]. 

In a conventional PLD process, substrates are heated to 
crystallize the deposited particles in an epitaxial 
structure. When perovskite-type oxides are deposited at 
room temperature on a single crystal substrate, like 
MgO(001) by PLD with atomic oxygen irradiation 
(RT-PLD), it is found that the thin film can be 
epitaxially crystallized by post-annealing in a 
conventional furnace. Compared with a conventional 
PLD method (deposition at high temperature: HT-PLD), 
RT-PLD enable to obtain high-epitaxy thin films at 
relatively lower temperatures. 

In previous studies, lattice constant of SrZrO3 (SZO) 
thin films was compared at HT-PLD and RT-PLD 
(Fig.1). At HT-PLD, thin films have lattice compression 
in-plane lattice due to deposit at high temperature. On 
the other hand, at RT-PLD, thin films have lattice strains 
due to the large in-plane lattice of substrate MgO when 
the annealing temperature is lower than 670 degree C. If 
the annealing temperature is higher than 670 degree C, 
lattice strain is somewhat released and lattice parameters 
become closer to those of bulk crystal. These differences 
may be caused by the lattice mismatch between thin film 
and the substrate and the thermal energy.  

Fig.2 shows arrhenius plot of the ionic conductivity of 
SrZr0.95Y0.05O3 (SZY) thin film on MgO fabricated by 
HT-PLD and RT-PLD method measured in atmosphere 
of H2O vapor. As a reference, Arrhenius plot of the ionic 
conductivity of SZY single crystal and SZO single 
crystal are shown. The ionic conductivity of SZY thin 
film fabricated by RT-PLD method is lower than that of 
thin film fabricated by HT-PLD method, and activation 
energy is higher. Conductivity mechanism of SZY thin 
film was proton conductivity confirmed by deuteron 
exchange effect, however proton conductivity 
mechanism of SZY thin film fabricated by HT-PLD and 
RT-PLD is completely deference. 

As previously described, Lattice constants and ionic 
conductivity of thin films fabricated by HT-PLD and 
RT-PLD is completely deference. On the other hand, 

reported ionic conductivity of thin films fabricated by 
same HT-PLD method has been scattered. Pergolesi et 
al. reported that high textured, epitaxially oriented 
BaZr0.8Y0.2O3-�(BZY) thin films were obtained on 
(100)-oriented MgO substrates, showing the largest 
proton conductivity ever reported for BZY samples, 
being 0.11Scm-1 at 500 degree C[3]. It is considered that 
this large proton conductivity of BZY thin films depend 
on the fabricating condition. However, it has not been 
revealed that which fabricating condition influence their 
crystal structure and ionic conductivity.  

In this study, electrolyte thin films are fabricated by 
various conditions and clarifying the effect on their 
crystal structure and ionic conductivity. In particular, 
both proton and oxide ion conductor thin film are 
fabricated by HT-PLD and RT-PLD changing sputter 
rates, laser energy and oxygen partial pressure during 
deposition. Besides, their structural analysis and ionic 
conductivity is measured by XRD measurement and AC 
impedance measurement, respectively. 

 However, our experimental state has been preparation 
stage yet. Therefore, we shows experimental plan in this 
paper and present their results in Korea-Japan student’s 
symposium. 
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Fig.1 Lattice constants of SZO thin films on MgO 
(post-annealed for 10 hours) as a function of annealing 
temperature, and those of bulk crystals and thin films of 
HT-PLD process for comparison. 
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Fig.2 Arrhenius plot of the electrical conductivity of 
SrZr0.95Y0.05O3 thin film on MgO fabricated by RT-PLD 
method measured in atmosphere of H2O vapor.  
 
2. Experiments 

Fig.3 shows a schematic illustration of the PLD system. 
SZO and SZY thin films are deposited on SiO2 or MgO 
substrates by HT-PLD or RT-PLD using ArF excimer 
laser (�=193nm). Oxygen or atomic oxygen is fed 
during deposition. Sputter rates and oxygen partial 
pressure during deposition change various conditions. 
Base pressure is below 10-6 Pa. 

The crystal structures of thin films are analysed by 
X-ray diffractometer (PANalytical X’Pert PRO) 

 Ionic conductivity of thin films is measured by AC 
impedance measurement. Interdigital electrodes of Pt 
are fabricated on the thin films like Fig.4. Fig.5 shows 
schematic illustration of AC impedance measurement 
system. Ionic conductivity was measured by AC 
impedance analyser (Solatron 1260 frequency response 
analyzer with 1296 dielectric interface).  
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Fig.3 A schematic illustration of the pulsed laser 
deposition system. 

 
Fig.4 Pattern of Pt electrode. 

 

 
Fig.5 Schematic illustration of AC impedance 
measurement system. 
 
3. Results and Discussion 

SZO and SZY thin film was deposited on SiO2 
substrates by RT-PLD to calculate sputter rates and to 
confirm film condition. Oxygen partial pressure during 
deposition was about 4.5�10-1 Pa. Post-annealing was 
carried out in conventional furnace in air at 750 degree 
C for 10 hours. Fabricated conditions of these thin films 
show table 1. 

The result of XRD measurement, Diffraction peak of 
crystallized these thin films was not confirmed. It is 
possible that these thin films are too thin to detect the 
diffraction peak.  
 

Table 1 Fabricated conditions of SZO and SZY thin 
films. 

 
4. Future Work 
 SZO and SZY thin films will be fabricated by various 
conditions, for example, changing sputter rates, laser 
energy and oxygen partial pressure during deposition. 
Besides, we will analyze the crystal structures and 
measure the ionic conductivity. 
 
Reference 
[1] S. Ito et al. Applied Surface Science 216 (2003) 
508-511. 
[2] S. Ohashi et al. Review of Scientific Instruments 70 
(1999) 178-183. 
[3] Daniele Pergolesi et al. Nature Materials 9 (2010) 
[4] T. Higuchi et al. Jpn. J. Appl. Phys. 40 (2001) 
4162-4163 
[5] T. Higuchi et al. Jpn. J. Appl .Phys. 41 (2002) 
6440-6442 

Taget Shot number / Frequency Film thickness 
SZO 30000 shots / 2Hz 50nm 

SZY 
30000 shots / 2Hz 61nm 
30000 shots / 4Hz 48nm 
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ABSTRACT
Multi-protons migration as a function of the distance between them in barium zirconate was investigated using density functional 
theory. The energies were varied due to the attractive and repulsive interactions between protons and oxygen ions. When a proton 
migrated far from another proton, energy barriers were similar to that of single proton migration. A high energy barrier of 0.41 eV,

however, was required for proton migration near another proton. Therefore, experimental energy barriers for proton migration in bulk 
yttrium-doped barium zirconate were due to the interaction between protons.

1. Introduction
Since Iwahara introduced doped SrZrO3 and SrCeO3

as potential proton conductors in the 1980s [1,2], many 
works have been devoted to perovskite-structured 
materials in an effort to discover commercially 
applicable high-temperature proton conductors (HTPCs) 
[3,4]. It is generally accepted that doped BaZrO3 is one 
of the most promising potential candidates for HTPCs 
due to its high proton conductivity and sound chemical 
stability [5,6]. This high proton conductivity is mainly
determined by its easy proton formation and fast proton 
migration.

Proton migration mechanism has been studied using 
density functional theory (DFT) [7,8]. Protons rotate at 
oxygen ion sites, and transfer between oxygen ions. 
Energy barriers for single proton rotation and transfer in 
pure bulk BaZrO3 were in the range of 0.17-0.22 eV.
However, many protons exist inside BaZrO3. In the 
present study, multi-protons migration in bulk BaZrO3
was investigated to understand interactions between 
protons and the resulting effect on their migration using 
DFT.

2. Calculation Method
All DFT calculations were performed using Vienna 

ab initio simulation package (VASP) code [9,10]. 
Electron wave functions were described using the 
projector augmented wave (PAW) method of Blöchl that 
was implemented to the code by Kresse and Joubert.
The exchange correlation energy was described by 
Perdew, Burke, and Ernzerhof (PBE) based on the 
generalized gradient approximation (GGA). The cutoff 
energy was 500 eV, and the k-points mesh was 4×4×4
for 2×2×2 BaZrO3 super cells using the Monkhorst-Pack 
grid method. The energy barriers for proton migration 
were calculated using the climbing nudged elastic band 
(CNEB) tool implemented in the VASP code, which can 
find a saddle point and minimum energy paths for 
proton migration. All ions were allowed to relax during 
the energy barrier calculations to find optimum 
transition states.

3. Results and Discussion
Fig. 1 shows energies as a function of the distance 

between two protons in the bulk 2×2×2 BaZrO3 super 

Fig. 1 Energy variation as a function of the distance 
between two protons in the bulk BaZrO3 super cell.

cell. The energy is set to 0 eV as a reference when two 
protons are separated by 7.36 Å in the super cell. When
the distance increased to greater than 4.4 Å in the super 
cell (black dotted circle in Fig. 1), there were four weak 
attractive interactions between protons and O ions
mostly. Fig. 2(a) shows the two protons separated by 
7.36 Å in the super cell. Since these weak attractive 
interactions were identical to the case of single proton in 
the pure 2×2×2 super cell, we could neglect the
interaction between the two protons. When the distance 
was in the range of 2.65-3.96 Å (green dotted circle in 
Fig. 1), there were two weak and one strong attractive 
interactions between protons and O ions. Fig. 2(b) 
shows the two protons separated by 3.29 Å in the super 
cell. One proton (H1) was attracted to a neighboring O 
ion (O1) by a distance of 1.78 Å because another 
neighboring O ion (O2) was satisfied by another proton 
(H2). When the distance within 2.43 Å in the super cell
(blue dotted circle in Fig. 1), there were two strong 
attractive and one repulsive interactions. Fig. 2(c) shows 
the two protons separated by 2.09 Å in the super cell. 
The two protons were attracted to neighboring O ions by 
a distance of 1.78 Å due to the repulsive interaction 
between the two protons. We found an unfavorable case 
(red dotted circle in Fig. 1, 0.28 eV energy increase), 
and Fig. 2(d) shows the two protons separated by 4.26 Å
in the super cell.
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(a)                    (b)

(c)                    (d)
Fig. 2 Perspective views of four cases, (a) black, (b) 

green, (c) blue, and (d) red dotted circles in Fig. 1. The 
distances between the two protons of Figs. 2(a)-(d) are 

7.36, 3.29, 2.09, and 4.26 Å, respectively.

Energy barriers were calculated for proton migration 
in the super cell. When the two protons were further 
separated by a distance of 7.36 Å, energy barriers for 
proton migration were in the range of 0.18-0.23 eV. 
These values were similar to that of single proton 
migration in the pure bulk BaZrO3 super cell [7,8].
When one proton migrated near another proton, as 
shown in Fig. 3, a high energy barrier of 0.41 eV was 
required due to the repulsive interaction between the two 
protons.

Fig. 3 Energy variation during a proton migration near 
another proton fixed in a position in the pure bulk 

BaZrO3 super cell.

4. Conclusions
We studied multi-protons migration in the pure bulk 

BaZrO3 super cell using DFT. When a proton migrated 
far from another proton, low energy barriers were 
required in the range of 0.18-0.23 eV. However, a high 
energy barrier of 0.41 eV was required for proton 

migration, when a proton migrated near another proton. 
Experimental energy barriers were in the range of 
0.37-0.48 eV in bulk Y-doped BaZrO3. Therefore, the 
interaction between two protons affects the energy 
barrier for proton migration.
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ABSTRACT

The stability of La0.6Sr0.4Co0.2Fe0.8O3 (LSCF6428) was investigated by ac and dc measurement under SOFC operating conditions.
The ac impedance spectra seemed to contain two semi-circles in 10-4 - 10-1 bar O2 while one in 100 bar O2. The contribution of the 
individual semi-circles was separately evaluated by the equivalent circuit. And the effective reaction area for the electrode reaction 
was evaluated by using the relation of the capacitance and the oxygen nonstoichiometry. Based on the obtained results, stabilities of 
LSCF6428 as an SOFC cathode were discussed.

1. Introduction

The perovskite-type (La,Sr)(Co,Fe)O3 are promising 
cathode materials for solid oxide fuel cells (SOFCs) due 
to its high conductivity of both electrons and oxygen 
ions [1-2]. Their high electronic and oxide ionic mixed 
conductivities spread the reaction active area over the 
cathode surface [3-4]. For the practical use of 
La1-xSrxCo1-yFeyO3-� (LSCF) as an SOFC cathode, the 
chemical stability under the operation conditions is 
highly required. However, compositional and 
morphological instability of the electrode may occur
during the long operation due to difference in mobility 
of the constituent cations. A possible driving force for 
the mass transport is the chemical potential gradient 
which is generated by the overpotential. Therefore, in 
order to ensure the durability and the reliability of SOFC
using LSCF as a cathode, it is important to understand 
how the oxygen potential gradient is distributed in the 
LSCF cathode during the operation and how such a
distribution affects the material stability of LSCF.

In our previous work [5], the stability of
La0.6Sr0.4Co0.2Fe0.8O3-� (LSCF6428) was investigated by 
long-term annealing of the sintered pellets with or 
without applying oxygen potential gradients. The
annealing at 1073 and 1273 K under uniform oxygen 
partial pressure of 0.21 - 10-4 bar for one week did not 
make any notable changes on the pellets. However, 
significant changes were observed when the pellets were 
placed under oxygen potential gradient. On the high 
oxygen partial pressure side, many particles of cobalt 
and strontium oxide were found along the grain 
boundary on the surface at 1273 K. The amount of the 
deposited particles increased with decreasing oxygen 
potential on the opposite side and/or increasing 
temperature. These results demonstrated that LSCF6428 
may not be chemically stable enough under a certain 
oxygen potential gradient in the temperature range of 
1073-1273 K.
It is expected that the chemical potential gradient, which
is generated by the overpotential during the SOFC 

operation, may cause such chemical decomposition. In 
this work, cathodic overpotential of LSCF was 
measured as a function of pO2 in order to estimate 
chemical potential gradient in the porous LSCF cathode.
And the effective reaction area, which is evaluated by 
taking the ratio of the capacitance observed in ac 
impedance spectra, is also estimated from the oxygen 
nonstoichiometry change for the whole electrode [6]. It 
is important that the chemical potential gradient was 
occurred in the effective reaction area during SOFC 
operation. If the effective reaction area becomes larger, 
the chemical potential gradient also increased. After 
long time operation, it affects the stability of cathode for 
SOFC.

From this idea, the ac impedance measurements 
were performed as a function of temperature and pO2 in 
order to obtain the effective reaction area. Based on the 
obtained results, stabilities of LSCF6428 as an SOFC 
cathode were discussed.

2. Experimental

2.1. Sample preparation

La0.6Sr0.4Co0.2Fe0.8O3-� (LSCF6428) powder (AGC 
Seimi Chemical Co., Ltd.) was used for cathode material.
Powder of Ce0.9Gd0.1O1.95 (GDC), which was chosen as 
electrolyte material, was prepared by a co-precipitation 
method. The GDC pellet was calcined at 1073 K for 4 
hours, and then pressed and sintered at 1823 K for 5 
hours to be a compact disc of about 15 mm in diameter 
and 1.2 mm in thickness. The platinum paste was 
printed onto the surface and the side of the GDC pellet 
as counter and reference electrodes, respectively. It was,
then, sintered at 1273 K for 3 hours. Organic binder was 
mixed with LSCF6428 powder printed onto the other 
side of the pellet, and then sintered at 1173 K for 6
hours.
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2.2. Evaluation of the cathode performance

AC impedance measurements were conducted in a 
single chamber by three-probe technique at 873 - 1173 
K in oxygen partial pressure of 10-4 - 100 bar. The 
amplitude of input voltage perturbation and analyzed 
frequency range were set to 10 mV and 500 kHz to 10 
mHz, respectively. Oxygen partial pressure pO2 was 
controlled by mixing argon and oxygen in appropriate 
ratios and monitored by using a zirconia oxygen sensor.

2.3. Evaluation of effective reaction area

Fig. 4 A schematic illustration of oxygen chemical 
potential profile in mixed conducting electrode.

Figure 4 shows a schematic illustration of oxygen 
chemical potential profile inside the porous electrode. 
The overpotential, �E, is related to the difference of 
oxygen chemical potential at the interface from that in 
the gas phase.

�E �
1

2F
�O ��O,g� � (1)

�O is oxygen chemical potential standardized by 1 atm 
O2. F is the Faraday constant. When the surface reaction 
is the rate determining step, the capacitance originated 
from the change of oxygen nonstoichiometry of the 
mixed conducting electrode with a small input voltage 
perturbation can be expressed by [8],

C � �
2FLA

Vm

��
�E

(2)

L and A are the thickness and the areas of electrode. Vm

and � are the molar volume and the oxygen 
nonstoichiometry of electrode. The effective length for 
the reaction, Lrxn, evaluated by taking the ratio of the 
capacitance observed in ac impedance spectra to that 
estimated by the oxygen nonstoichiometry of whole 
electrode [6]. Combination of Eq. (1) with Eq. (2) leads,

C � �
4F 2LA

Vm
��
��O

                    (3)

�O �
RT
2

ln pO2
                    (4)

Oxygen chemical potential, �O, is replaced by oxygen 
partial pressure, pO2,

C � �
8F 2LA
RTVm

��
� ln pO2

(5)

By using this relation, the effective reaction area in a 
porous LSCF6428 electrode was evaluated at 873 - 1173 
K under the pO2 of 10-4 - 100 bar.

3. Results and discussions

3.1. Impedance analysis of LSCF cathode

Figure 1 shows the ac impedance spectra of LSCF 
electrode measured at 1073 K in oxygen partial pressure 
of 10-4 - 100 bar. As seen in the figure, the observed 
spectra seem to contain at least two impedance
semi-circles In order to fitting the contribution of each 
semi-circle, the equivalent circuit, which is shown in Fig. 
2, was employed. The fitting performed in this work 
matches to the observed impedance spectra by using the 
equivalent circuit shown in Fig. 2.

Fig. 1 AC impedance spectra of La0.6Sr0.4Co0.2Fe0.8O3-�
(LSCF) cathode measured at 1073 K

Fig. 2 Equivalent circuit for fitting of the ac impedance 
spectra shown in Fig. 1
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Figure 3 shows the capacitance estimated from LF and 
MF semi-circle as a function of oxygen partial pressure. 
It was found that the capacitance negatively depended 
on pO2. The impedance semi-circle of LF appeared in 
pO2 = 10-4 - 10-1 seemed to disappear in pO2 = 100. When 
gas phase process contributes to the impedance, the 
capacitance contains the change of oxygen 
nonstoichiometry of the electrode with the input voltage 
perturbation [7].

Fig. 3 The capacitance from LF and MF semi-circle as a 
function of oxygen partial pressure at 1073 K.

As seen in Fig. 3, the capacitance appeared in LF was 
comparable to that estimated from the whole electrode. 
As explained above, the resistance of the LF semi-circle 
strongly depended on pO2. And the low frequency region 
was assigned to the gas conversion, which is not directly 
related to the electrode reaction, when temperature was 
above 1073 K [7]. These results suggest that the LF 
semi-circle appeared in pO2 = 10-4 - 10-1 may be related 
to the gas phase transport process.

Fig. 5 Effective reaction area from MF semi-circle as a 
function of oxygen partial pressure at 1073 K.

Figure 5 shows effective reaction area from MF 
semi-circle as a function of oxygen partial pressure. The 
capacitance estimated by the oxygen nonstoichiometry 
of the bulk LSCF is also provided in Fig. 3 with broken 

curve. Based on the calculation explained above, 
effective reaction area Lrxn was evaluated as a function 
of oxygen partial pressure and displayed in Fig. 5. It was 
found to be 5 – 20 �m .

In this study, capacitance and effective reaction area 
were obtained by as impedance measurement at 1083 K 
as a function of pO2.. As a result, both capacitance and 
effective reaction area negatively depended on pO2.
Now the ac impedance measurements are in progress as 
a function of temperature and oxygen partial pressures. 

Kawada et al. reported the change of capacitance in a 
thin-film La0.6Sr0.4CoO3�� under various applied voltages, 
�E. The capacitance slightly increased with increasing
the cathodic bias [8]. According to our obtained results,
the effective reaction area is may becomes larger by 
calculation from capacitance.

By taking the above report into consideration, the 
cathodic overpotential measurement of LSCF are in 
progress as a function of temperature and oxygen partial 
pressures in order to estimate chemical potential 
gradient in the porous LSCF cathode. Also, the long 
time stability of LSCF cathode test will performed by 
applied voltage. After that, we will analyze composition 
and effective reaction area in LSCF cathode. By 
considering the changes of the composition and 
effective reaction area on LSCF cathode, the 
degradation of LSCF cathode will discussed.

4. Summary

AC impedance measurements were performed using 
LSFC6428 powder as electrode in the pO2 of 10-4 - 100

bar at 1073 K. The contribution of the individual 
semi-circles was separately evaluated by the equivalent 
circuit. Also, the effective length for the electrode 
reaction was evaluated by using the relation of the 
capacitance and the oxygen nonstoichiometry. The 
effective area was estimated as 5 - 20 �m. Both 
capacitance and effective reaction area negatively 
depended on pO2.
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ABSTRACT
This work investigated the procedure and properties in fabricating yttrium-doped barium zirconate (BZY) disks which can be used 
for physical vapor deposition (PVD) targets, based on solid-state reaction (SSR) method. It was found that small particles of 
yttria/zirconia were scattered on the surface of sintered samples due to barium loss. The crystallized BaZr0.85Y0.15O3-� was required 
high-temperature calcination (1300 oC) for 2h and sintering (1680oC) for 30 h is required. X-ray diffraction (XRD) and scanning 
electron microscope (SEM) were used to investigate the phase composition and microstructure properties of the resulting materials.

1. Introduction
Electrolyte Proton-conducting oxides have attracted 

attention as electrolyte materials having better ionic 
conductivity than yttria stabilized zirconia (YSZ) or 
gadolina doped ceria (GDC), typical electrolyte 
materials of solid oxide fuel cells (SOFCs), in the lower 
operating temperature [1-3]. General formula as the 
proton-conducting materials is doped perovskite-type 
structure ABO3; composites based on barium, such as 
barium cerate (BaCeO3) and barium zirconate (BaZrO3),
are considered as noticeable materials due to their high 
ionic conductivity.

Thin film doped perovskites have been widely 
studied as electrolytes using physical vapor deposition
(PVD) [2,4]. To be used for PVD targets, high density is 
one of the important factors. However, high sintering
temperature (1600-2200 oC) and barium loss at high 
temperature (about 1200 oC) are barriers to come out as 
the targets based on the doped perovskites. P. Babilo et 
al was reported a reproducibly synthesis procedure to be 
able reproducibly to obtain high-dense yttria doped 
barium zirconate (BZY) using a glycine-nitrate 
combustion synthesis process. In this communication, 
we report a modified process using a solid state reaction 
method for obtaining synthesized BZY.

2. Experimental
The methodical process to obtain reproducible 

crystallized BZY was reported by P. Babilo et al using a 
glycine-nitrate combustion synthesis process [5]. They 
also referred that the both solid-state and chemical 
synthesis were suitable as a method to synthesize yttria 
doped barium zirconate. In this work, the 
BaZr0.85Y0.15O3-� (BZY15) powder was prepared by 
solid state reaction (SSR) method. A cost-effective 
BaCO3 (Cerac 99.9% purity) is used as a row material
with ZrO2 (Junsei, 99% purity) and Y2O3 (Kojundo 
99.9% purity) . Stoichiometric amounts of the materials
were mixed using ball milling with stabilized zirconia 
media in high-purity ethanol for 24h. The resultant
mixture was dried at 150 oC for 4 h, followed by 
calcination at 1300 oC for 2 h to yield crystallized 
BZY15. The ball milling was carried out again for 48h 
to reduce particle size of the powder with zirconia ball 
in ethanol same as mixing. Fine powder was obtained by 
passed through a 150 �m mesh-size sieve after agate 
mortar grinding.

The powder so prepared was mixed with a binder 
solution consisting of 3 g of polyvinyl butyral (PVB) 
and 97 g of ethanol. The ratio of the binder solution to 
oxide powder was approximately 1 to 5 by mass. A 
green pellet was obtained by uniaxial pressing under 
pressure of 100MPa for 5 min. The pellet was
surrounded by a powder mixture of BYZ and small 
amount of BaCO3 (about 10 wt%) in a crucible of 
alumina. Heating up was conducted under ambient air 
with several steps. In the first step, the binder was 
removed by a relatively slow ramp of 1 oC/min to 600 
oC. Sintering was carried out by holding the pellet at
1680 oC (ramp of 5 oC/min to 1400 oC, followed by a 
ramp of 1 oC/min) for a period of 20 h.

The resulting materials were characterized by several 
techniques. The density of the sintered pellets was 
measured by the Archimedes method using dehydrated 
alcohol. The X-ray diffraction (XRD, TTK 450) patterns 
were collected from the synthesized BZY powder and 
both non-polished and polished surfaces of sintered 
pellets. Intensities were obtained in the 2� range
between 20o and 80o with an effective step size of 0.02o.
The microstructures of surface and cross-section of the 
sintered pellet were obtained with scanning electron 
microscope (SEM, FEI XL-30 FEG).

3. Results and Discussion
The relative density of the sintered pellet of BZY 

prepared by the careful procedures outlined was 97% 
(with respect to the density of yttrium doped barium 
zirconate, 6.022 g/cm3) Fig. 1(a) shows surface of the 
pellet sintered with enclosed in excess barium. The 
agglomerated surface represents that the BZY pellet was 
fully sintered. Fig. 1(b) shows cross-section 
morphologies of the pellet with high density. The
average grain size is approximately 0.78 �m, with a
wide distribution of grain sizes (0.5-2 �m). This small 
grain size is consistent with rate of grain growth under 
typical sintering conditions [6].

Shown in Fig. 2 are X-ray diffraction patterns of the 
synthesized BZY powder and sintered pellet. The 
unpolished surface phase display the presence of an 
impurity phase, not appeared at the synthesized powder 
before sintering. P. Babilo et al studied this point of 
sintered BaZr0.8Y0.2O3-� pellets and probed to suppress 
dopant from the B to A site in the ABO3 perovskite as A 
site become vacant due to barium loss. Such behavior
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Fig. 1 Morphologies of (a) surface and (b) fracture 
surface of the sintered BZY pellet

20 30 40 50 60 70 80

grinded BZY pellet

ungrinded BZY pellet

2 theta

BZY powder

 BZY
 yttria
 zirconia

Fig. 2 X-ray diffraction patterns of the BZY powder 
synthesized by solid state reaction and the sintered BZY 

pellets with and without polishing surfaces of those.

the yttria yield by covering excess barium powder at 
sintering process [5]. In their study, the yttria 
precipitates throughout the bulk of pellets and may be 
that such precipitates pin grain boundaries. The decrease
in cell constant on prolonged exposure to high 
temperatures may be attributed to the transfer of the may 
result from a reduction of the dopant content in the

Fig. 3 Precipitation morphology on surface of the pellet

perovskite with yttria/zirconia being expelled from the 
structure to maintain an A-to-B stoichiometric ratio of 1 
to 1. Fig. 3 shows the yttria/zirconia morphology on the 
surface of the sintered pellet. In the comparison of two 
XRD patterns in Fig. 2, unpolished pellet and polished 
pellet, it found that the yttria/zirconia can be removed by 
polishing the integrated surface layer.

Overall, the results provide clear evidence that 
BaZr0.85Y0.15O3- samples can be reproducibly 
obtained under typical sintering condition against 
decomposing to form yttria/zirconia and volatile barium 
oxied. The removed yttria/zirconia on the surface of the 
sintered pellet by polishing indicates that the 
volatilization of barium oxide can be kinetically 
suppressed with yttria/zirconia precipitates not occurred
throughout overall the pellet.

4. Concluding remarks
The present study demonstrated that high-density 

BZY could be reproducibly obtained under solid state 
reaction method. It was confirmed cost-effective BaCO3
could be a row material stably to supply barium to BZY. 
Sintering must be carried out under enclosing BZY 
powder contained excess barium so as to avoid barium 
loss. The well-synthesized composite was confirmed by 
X-ray diffraction, which can be used as a target for 
physical vapor deposition, but this point requires further 
studies.
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ABSTRACT 
Defect structures in LaPO4, which shows high temperature protonic conduction by doping divalent metals, were 
investigated by using first principle calculations. When an oxygen was deficient, condensation of two orthophosphate 
ions PO4

3- occurred forming a pyrophosphate ion P2O7
4-. When an interstitial proton was introduced, a hydrogen 

phosphate ion HPO4
2- was formed. For Sr ion substitution for La, only a slight change in the atomic configuration was 

observed. The oxygen deficit and the interstitial proton tended to the Sr ion at the La site.  

1. Introduction 
Rare earth orthphosphate (LnPO4 Ln = rare earth), in 

which La is considered to be partially substituted with a 
divalent cation, is known to have protonic conductivity 
at high temperature under wet condition [1, 2]. This 
material has some advantages over proton-conducting 
pervoskite oxides e.g. BaZrO3, BaCeO3; excellent 
chemical stability and high protonic transport number. 
On the other hand, protonic conductivity in LnPO4 is 
rather low compared with that in the proton-conducting 
oxides.  

In LaPO4, it is considered that protons are introduced 
through the equilibrium between oxygen deficts and 
water vapor in atmosphere. In LaPO4 a phosphorus has 
strong bonds with oxygens, and thus simple oxygen 
deficits like oxygen vacancies are difficult to be formed. 
Defect structures in LaPO4 were investigated with 
spectroscopic methods such as MAS-NMR and 
FT-Raman spectrocopies. It was then suggested that a 
proton is introduced into the LaPO4 lattice through the 
following defect equilibria [2]. 

••+→
42PO

)O(P2/1MOP1/2M 72
'
La722 � � � � (1) 

••• →+
44 PO422PO72 )(HPOO(g)H2/1)O1/2(P � � � �   (2) 

Here,     is a divalent cation at a La site,       is a 
pyrophosphate ion condensed with two orthophosphate 
ion,     is a hydrogen phosphate ion at an 
orthophosphate ion site. In this way, defect structures of 
LaPO4 are considered to be different from those of 
proton-conducting perovskite oxides. But the defect 
structure and proton dissolution process are still in 
arguments.  

In this work, we investigate defect structures in LaPO4
by using first principle calculations. The obtained results 
are discussed by comparing the results of spectroscopic 
and electrical conductivity measurements in our 
previous studies.  

2. Method 
Total energy and electronic state were calculated by 

VASP code. Calculation procedures were as follows; (1) 
structural relaxation of the unit cell, (2) structural 
relaxation of the super cell having the size of� 3×3×3 of 
the relaxed unit cell, (3) structural relaxation of the 
supercell with a defect, and (4) structural relaxation of 

the supercell with a positively and a negatively charged 
defect. In this study, an oxygen deficit and an interstitial 
proton as positively charged defects, and an Sr 
substituted for La as a negatively charged defect were 
taken into account. Calculations were performed under 
conditions of plane wave cut off energy = 400 eV, 
Hellmann-Feynman force below 0.02 eV/Å, and k-point 
mesh of 2×2×2 for the unit cell and of gamma point for 
the supercell.�When an oxygen was deficient, an oxygen 
was removed from one of four equivalent oxygen sites 
in the supercell. When an interstitial proton is 
introduced, a proton was placed at an interstitial site 
positioned 1 Å away from one oxygen in the direction to 
its neighboring oxygen. When an Sr substituted La site 
was considered, one of La in the supercell was replaced 
by Sr. 
3. Results and Discussion 

The structural relaxation of the LaPO4 unit cell was 
performed. The unit cell of LaPO4 contains 16 atoms in 
total. There exist four, one, and one equivalent sites for 
oxygen, phosphorus, and lanthanum, respectively. A 
phosphorus is four-coordinated with oxygens forming a 
orthophosphate ion PO4

3-. The calculated lattice 
constants were a = 6.938 Å, b = 7.144 Å, c = 6.542 Å, 
and �=103.67°. These were in good agreement with 
the experimental values within an error less than 1.6 %; 
a =6.825 Å, b = 7.057 Å, c = 6.482 Å, and � =103.21° 
reported in PDF#20-1472. Then, structure of the 3×3×3 
supercell without any defects was relaxed. The relaxed 
structure is shown in Fig.1 (a). In following calculations, 
defects were introduced into this structure.  

First, let us consider the structure when introducing an 
oxygen deficit. LaPO4 has four equivalent oxygen sites 
as described above. Fig.1(b) presents the relaxed 
structure which has the lowest internal energy among 
the structures with an oxygen deficit at the four 
equivalent sites. Two PO4 tetrahedra were condensed by 
sharing an oxygen forming pyrophosphate ions P2O7

4-. 
Such a formation of condensed ions was confirmed by 
calculation results of the differential electronic density. 
The defect structures of the supercells having the 
oxygen deficit � at other three equivalent sites were 
similar to that shown in Fig.1(b). Differences in the 
internal energy among the four structures were less than 

••

42PO
)O(P 72LaM′

•
4PO4)(HPO
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0.42eV at maximum. Oxygens in LaPO4 are all bound 
with phosphorus forming orthophosphate ions. Thus, 
there is no apparent difference in the strength of each 
P-O bond in LaPO4, even though the four oxygens of an 
orthophosphate ion are located at the four different 
equivalent sites.  

Secondly, defect structures of supercells having an 
interstitial proton are discussed. Totally 140 initial sites 
for defect protons were calculated. After structural 
relaxation, eleven stable structures were detected. It was 
found that a proton was located near an oxygen. Since 
the distances between the proton and the oxygen, 
d(O-H), were in approximetry = 1 Å, the defect proton 
was regarded to form a hydrogen phosphate ion HPO4

2-. 
Figure 1(c) shows the structure with a defect proton 
which has the lowest internal energy.  

From the above results, the calculated structures 
having an oxygen deficit or an interstitial proton were in 
good agreement with those observed in FT-RAMAN 
and MAS-NMR measurements. That is, calculation 
results on defect structures supported the proton 
dissolution model given by eqs. (1) and (2). 
In both cases of introducing an interstitial proton and 

an oxygen deficit, the crystal lattice was distorted. But 
the strain in the structure with an interstitial proton was 
much less than that with an oxygen deficit. It is 
considered that the smaller a strain is, the more difficult 
the defect formation is. This suggested that an interstitial 
proton has higher defect concentration and lower 
mobility than an oxygen deficit, meaning dominant 
protonic conduction in LaPO4.  

Finally, defect associations between an Sr substituted 
for La and an oxygen deficit or an interstitial proton are 
discussed. The Sr substituted for La was negatively 
charged, while the oxygen deficit and the interstitial 
proton were positively charged. Therefore, the Sr 
substituted for La may associate with the oxygen deficit 
and the interstitial proton. We considered defect 
associations these defects. Structural relaxation of the 
supercells having an Sr at the La site and an oxygen 
deficit or an interstitial proton were carried out. The 
structure of the supercell having both of a Sr and an 
oxygen deficit was similar to that with only an oxygen 
deficit.�Most of the structures of the supercells with a Sr 
and an interstitial proton had a similar structure to that 
with only an interstitial proton. But some of them had 
different structures compared with that with an  
(a)              (b)             (c) 

     La     P       O        H 
Fig.1. Relaxed structures of LaPO4 supercells (a) of a 
perfect crystal, (b) with an oxygen deficit, and (c) with 
an interstitial proton. 
the Sr. The internal energies of the structures� having an  

interstitial proton. The proton moved to the vicinity of 
Sr and an oxygen deficit were compared with the 
internal energies of the structures individually having 
each defect according to following equations. 

)}()rS({)}()rS({ OLaOLa
••••• +′−+′= VEEperEVEEbind

 (3)  

})OH()rS({)}()OHrS({ OLaOLa
••• +′−+′= EEperEEE bind

(4) 
Ebind, and E(per) and E(A) are the association energy, the 
internal energy of supercell without defects, and the 
internal energy of supercells with defects, respectively. 
Figures 2 (a) and (b) gives the association energy Ebind as 
a function of the distance between the Sr and (a) the 
oxygen deficit and (b) an interstitial proton, 
respectively. 

The lower Ebind means stronger defect association. Both 
results of Fig.2 (a) and (b) showed that the Ebind 
decreased with increasing the distance between the 
defects. This indicated that an oxygen deficit and an 
interstitial proton tends to associate with an Sr at the La 
site. 
 (a) 
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Fig.2. Association energy in LaPO4 between the Sr 
substituted for La and (a) the oxygen deficit and (b) the 
interstitial proton. 
4. Concluding remarks 
Defect structures in Sr-doped LaPO4 were investigated 

by first principle calculations in this study. When an 
oxygen deficit was introduced, condensation of two 
PO4

3- occurred forming P2O7
4-. When an interstitial 

proton was introduced, the proton was located at an 
interstitial site positioned about 1�  away from the 
nearest oxygen, forming HPO4

2-. An oxygen deficit as 
well as an interstitial proton tended to associate with an 
Sr at the La site.  
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ABSTRACT

The ionic conductivity of doped ceria electrolytes for intermediate temperature-solid oxide fuel cells (IT-SOFCs) is investigated by 
various synthesis processes with the change of microstructure. CexNd1-xO2-� electrolytes are prepared by the solid-state, combustion, 
co-precipitation and hydrothermal methods. The ionic conductivity of ceria based electrolytes is measured by electrochemical 
impedance spectroscopy (EIS) and individual contributions of the grain and grain boundary conduction in the ionic conductivity are 
also analyzed to understand transport properties of oxygen ions by the microstructure change in various synthesis methods.

1. Introduction
Intermediate temperature-solid oxide fuel cells 

(IT-SOFCs) based on doped ceria electrolytes have been 
widely investigated because of their high potential for 
next generation energy applications. Up to now, a 
number of studies in IT-SOFCs are investigated in order 
to improve the ionic conductivity for doped ceria 
material through better preparation methods [1, 2]. For 
clarifying these efforts, however, it is necessary to 
investigate the difference and reason of ionic 
conductivity caused by different synthesis methods. In 
addition, micro structural effects in the ionic 
conductivity by various synthesis methods need to be 
analyzed considering a grain and grain boundary 
conduction. In this study, hence, neodymium which 
known as the optimum dopant for pure ceria are selected 
as a solid oxide electrolyte [3, 4, 5].

2. Method
Trivalent rare earth doped ceria powders (CexNd1-

xO2-�; x=10, 20) are prepared by a solid-state reaction, 
combustion, co-precipitation and hydrothermal method 
in order to make a difference in the microstructure. 
Cerium (III) oxide (CeO2) and neodymium oxide 
powder are mixed by ball-milling for 24 h and then are 
heat-treated as shown in Table 1.

In the combustion process, cerium and neodymium 
nitrate hexahydrate (Ce(NO3)3•6H2O +
Nd(NO3)3 6H2O) dissolved in deionized water with the 
glycine as a fuel material. The solution is then heated 
gradually until the water is evaporated with forming a 
gel state [6]. On further heating, gel becomes
nanopowder precursors.

The co-precipitation method is carried out using 
ammonium hydroxide as a precipitant [7, 8]. Dissolved 
nitrate solutions (Ce(NO3)3•6H2O + Nd(NO3)3•6H2O) 
are stirred with precipitants and then nanopowder 
precipitates are formed under the basic PH state (PH=9). 

In the hydrothermal process, precipitate gel obtained 
from the co-precipitation process synthesize to powders 
by the autoclave system. The autoclave system is kept 
under a pressure of 10 MPa and at 300 °C for 4 h. After 
reactions, precipitated powders are washed with distilled 
water and ethanol and dried in air. Each processed 
powders are thermally treated as specified in Table 1.

The relative densities of pellet samples are measured 
by the Archimedes method and the theoretical density is 
obtained by the XRD result. BET measurements also 
carry out to obtain the size and surface area of the 
powder.

3. Results and Discussion
Fig.1 shows the X-ray diffraction patterns of various 

synthesized powders. Each powders show fluorite 
structure as indexed by peak characteristic of powders.

Table 1. Thermal treatment conditions of each 
synthesized samples

Calcination 
temperature

Sintering 
temperature

Solid state 1200 4hr 1650 10hr
Combustion 400 2hr 1450 4hr

Co-precipitation 400 2hr 1450 4hr
Hydrothermal 400 2hr 1450 4hr
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Fig. 1 XRD result of rare earth doped ceria powders 
synthesized through the solid state reaction, combustion, 

co-precipitation processes

The diffraction peaks of powders synthesized by the 
combustion and co-precipitation are broader than those 
of solid state powders. It indicates that powders by 
combustion and co-precipitation methods have a smaller 
particle size than that of solid state powders.  BET 
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results show quite a difference in the surface area of 
various powders, in agreement with the results of XRD 
analysis. Among these, powders by combustion 
methods show the largest surface area.  The surface 
areas of powders synthesized by the solid-state, 
combustion and co-precipitation method are 3.6143 
m2/g, 13.401 m2/g, and 43.838 m2/g, respectively.

Densification levels of sintered pellets using powders 
synthesized by various processes are attained more than 
95% of the theoretical density. The powder synthesized 
by combustion method shows good densification at 
lower sintering temperature than that of solid state 
method due to a high surface area and smaller particle 
size.  Furthermore, at low temperature of 650 , the 
ionic conductivity of powders synthesized by the solid 
state, combustion and co-precipitation method is 0.0075 
S/cm, 0.0391 S/cm and 0.0197 S/cm, respectively. This 
result may be due to the sintering temperature
conditions correlated with the diffusivity of second and 
impurity phases like silica (SiO2) in grain and grain 
boundary regions which induces higher resistivity. At 
high sintering temperatures, silicaceous and second 
phases within the grain boundary regions are likely to be 
formed due to the fast diffusivity and high interfacial 
energy of grain boundary, and thus resulting in the 
decreased ionic conductivity of solid-state powders.

4. Concluding remarks

The doped ceria electrolytes synthesized by various 
method has been investigated. The powder synthesized 
by combustion method shows a good densification at 
low sintering temperature because of its smaller powder 
size and higher surface area. Along with this, the ionic 
conductivity of combustion synthesized sample is the 
higher than that of samples synthesized by the solid state 
and co-precipitation method.  This phenomenon may 
be due to the lower sintering temperatures correlated 
with the formation of highly resistive silicaceous and 
impurity phases in the grain boundary regions.
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ABSTRACT 

High temperature gravimetry and coulometric titration were performed on Pr2-xSrxNiO4+� (x = 0, 0.2, 0.4) to measure the oxygen 
content.  The measurements were carried out in the temperature range between 873 and 1173 K and the oxygen partial pressure 

range between 10-24 and 1 bar. In addition, it is confirmed that Pr2-xSrxNiO4+�(x=0,0.2) were decomposed in the higher P(O2) region. 

It is thought this decomposition become suppressed by doping Sr. In Addition, Pr1.8Sr0.2NiO4+� electrode has higher interface 

conductivity than La2NiO4+� electrode. This is attributed to the fact that Pr2-xSrxNiO4+� has more interstitial oxygen.  
 

 
1. Introduction 
K2NiF4 type oxides show oxygen excess composition 

because interstitial oxygen can exist in the rock salt 
layer.  Interstitial oxygen provides high oxygen 
diffusivity.  Due to high mixed ionic and electronic 
conductivity and catalytic activity, K2NiF4 type oxides 
are expected to be utilized for electrochemical devices 
such as solid oxide fuel cells.  In particular, high 
oxygen permeability was achieved in Pr2NiO4-based 
oxides. Therefore, high catalytic activity for oxygen 
reduction reaction was expected for the Pr2NiO4-based 
oxides. However, it is also repoted Pr2NiO4+��
decomposed under high P(O2) region[1]. 
Generally, the electrochemical properties of oxides are 
strongly affected by oxygen content.  Then, how 
oxygen nonstoichiometry emerges is essential 
knowledge. In the present work, we measure the 
oxygen nonstoichiometry of the Pr2-xSrxNiO4+� by 
high temperature gravimetry and coulometric titration. 
In addition, we investigate the thermochemical 
stabilities by High-Temperature X-ray Diffraction   
and the electrochemical properties of Pr2-xSrxNiO4+� 
cathode for solid oxide fuel cells by AC impedance 
and steady state polarization measurements. 
 
2. Experimental 
2.1 Sample preparations 
 Pr2-xSrxNiO4+�(PSNO) (x=0,0.2,0.4)were synthesized 
by a citric acid method. Pr6O11(99.5%, DAIWA 
CHEMICAL) and SrCO3 (99.99%, RARE 
METALLIC) were dissolved into regent-grade nitric 
acid, and Ni(NO3)2�6H2O (99.95%, KANTO 
CHEMICAL) was dissolved separately into 
de-ionized water. and The concentration of each 
solution was determined by a chelate titration.  These 
solutions were mixed together in a proper ratio.  An 
excess amount of citric acid was added to the mixed 
solutions.  A precursor was obtained by heating the 
solution at 573 K to remove water and nitrogen oxides.  

They were fired in air at 1273 K for 10 hours.  After 
grinding with ethanol, they were sintered again at 
1473 K for 10 hours. 
 For the electrode measurement, porous electrode of 
Pr2-xSrxNiO4+� was formed on YSZ as a working 
electrode by screen print method. As a counter 
electrode, NiO-8YSZ was used. The diameters of the 
electrodes were 8mm. Figure 4 shows the SEM image 
of Pr1.8Sr0.2NiO4+� electrode cross-section surface and 
surface before measurement.� The average thickness 
of the electrode was about 20�m. 

    
Fig.1 SEM image of Pr1.8Sr0.2NiO4+� electrode sintered 1473 K 
for 3 hours. The left side is cross-section surface image and the 
light side is surface image. 
 
2.2 High temperature gravimetry (HT-gravimetry) 

Oxygen nonstoichiometry was measured by 
HT-gravimetry using electronic microbalances 
(Sartorius M25DP and Cahn D200) in the P(O2) range 
from 1 to 10-4 bar and at the temperature range 
873-1073K. Schematic of the HT-gravimetry is shown 
in Figure 1. The specimen was placed in a silica 
basket suspended by the Pt wire from the beam of the 
micro balance. The oxygen partial pressure was 
controlled by the ratio between O2 and Ar gas into the 
sample chamber, where the zirconia oxygen sensor 
was equipped to monitor the oxygen partial pressure. 
It was considered that the relationship between the 
sample and surrounding gas phase was equilibrium 
when both the weight of the sample and the oxygen 
partial pressure became constant value. The change in 
oxygen content was determined from the variation of 
the sample weight, �ws,  

10µm 10µm 

Pr1.8Sr0.2NiO4+�
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where ��, Ms, MO, and ws are the variation of oxygen 
nonstoichiometry, the formula weight of the sample 
and oxygen atom and the weight of the specimen, 
respectively. 
2.3Coulometric titration 

In these oxides, the oxygen nonstoichiometry below 
10-3 bar of P(O2) can be measured by the coulometric 
titration. Schematic of the coulometric titration is 
shown in Figure 2. An yttria stabilized zirconia (YSZ) 
tube was used as an electrolyte for a galvanic cell. The 
specimen was placed into the tube and mechanically 
pressed so that the specimen was in close contact with 
the tube wall. The Pt foil connected with the Pt wire 
was attached to the specimen as an electrode. The 
interior tube was evacuated down to about 10-1 bar 
and refilled with Ar gas. The pressure of Ar gas was 
kept at about 10-1 bar at room temperature. The 
oxygen content of the specimen was controlled by the 
electric charge passed through the cell. After a 
specified amount of electric charge was passed, the 
electromotive force was measured to determine the 
equilibrium oxygen partial pressure in the tube. The 
amount of oxygen nonstoichiometry was calculated by 
the equation 

SFM
C

2
���             (2) 

where C and F is the total amount of electric charge 
and Faraday constant, respectively.  
 
2.4 X-ray Diffraction(XRD) and High-Temperature 
X-ray Diffraction (HT-XRD) 

The crystal structure of Pr2-xSrxNiO4+� was observed 
by XRD (MAC Science XRD-M21X) and HT-XRD 
(Bruker D8 Advance) using Cu K� radiation. 

HT-XRD was carried out at 873-1073K under the 
P(O2) range 10-4- 1 bar with O2-N2 gas-mixtures. Each 
sample was put on the platinum heater directly in the 
chamber. O2-N2 gas mixtures controlled mixing ratio 
were let flow to the chamber. The oxygen partial 
pressure of the gas mixtures was monitored by the 
zirconia oxygen sensor placed downstream from the 
chamber. 
2.5 AC impedance measurement

The complex impedance over the frequency range of 
1MHz-0.01Hz was measured using a Potentiostat/ 
Galvanostat and frequency response analyzer  
(Solartron, 1287 and 1260).  The measurement was 
carried out at the temperature range between 600oC to 
800oC.  The oxygen partial pressure, PO2, was 
controlled by changing the ratio of the Ar/O2. n addition, 
d.c. steady state polarization was performed under 
various PO2 and temperature condition.

 

 

 

3. Results and Discussion 
3.1The oxygen nonstoichiometry of Pr2-xSrxNiO4+��
 Figures 3, 4, and 5 show measured oxygen 
nonstoichiometry of Pr2-xSrxNiO4+� for x = 0, 0.2, and 
0.4, respectively.  In the figures, closed symbols 
show the data points measured by high temperature 
gravimetry and open symbols show those measured by 
the coulometric titration.  Pr2NiO4+�(PNO) showed 
only the oxygen excess, while 
Pr1.8Sr0.2NiO4+�(PSNO20) and showed both the 
oxygen excess in the higher P(O2) region and the 
oxygen deficiency in the lower P(O2) region. 
Pr1.6Sr0.4NiO4+�(PSNO40) shows almost no oxygen 
excess composition. It shows only the oxygen 
deficient composition in the lower P(O2) region.   
As the Sr content increases, the oxygen excess region 
decreases and the oxygen deficient region increases.  
As temperature increases and P(O2) decreases, the 
amount of the excess oxygen decreases and the 
amount of the oxygen deficiency increases. ¥ 
3.2Decomposition in the higher P(O2) region
 Pr2-xSrxNiO4+� showed the weight gain after long 
time exposure to the higher P(O2)( 0.1 to 1 bar). This 
weight change verified that Pr2NiO4+� is decomposed 
into PrNiO3 and praseodymium oxide. In PSNO20, 
this weight change was smaller than PNO in the 
highP(O2) region. It is thought� K2NiF4  structure  
can be stabilized by doping Sr.� To elucidate these 
weight change, Pr2NiO4+�  was measured by 
HT-XRD. HT-XRD were carried out in the 
temperature at  873 K, and the P(O2) �  1 bar. 

Fig.2. Schematic of the HT-gravimetry 

Fig.3. Schematic of the coulometric titration. 
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Figure7 shows Pr2NiO4+� measured by HT-XRD. It 
shows Pr2NiO4+� is decomposed into PrNiO3-� and 
PrO2-�. To explain this decomposition, some 
researcher introduce that Pr2NiO4+� is decomposed 
Pr4Ni3O10-��and PrO2-��[5,6].Figure 9 and 10 show 
Stability field for Pr2NiO4+� and Pr1.8Sr0.2NiO4+�. In 
the figures, closed symbols show the data points 
concluded by HT-XRD in high P(O2) region and the 
coulometric titration in low P(O2) region. Opened 
symbols show reference data[8]. It indicates that 
PSNO20 is more stable than PNO in the high P(O2) 
region. This experimental results were conformed 
with the HT-gravimetry’s results. 
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Fig.8. Stability field for Pr2NiO4+�, showing the 
P(O2)-temperature dependence of the reduction and 
oxidatlon boundaries. 
 
 

 
Fig.9. Stability field for Pr1.8Sr0.2NiO4+�, showing the 
P(O2)-temperature dependence of the reduction and 
oxidatlon boundaries. 
 
 

Fig.4 Oxygen nonstoichiometry and calculation  
results of Pr2NiO4+�� Solid lines are calculated results. 

Fig.5. Oxygen nonstoichiometry and calculation  
results of Pr1.8Sr0.2NiO4+�� Solid lines are calculated 
results. 

Fig.6. Oxygen nonstoichiometry and calculation  
results  of  Pr1.6Sr0.4NiO4+�. Solid lines are 
calculated results. 

Fig.7 XRD patterns of Pr2NiO4+���1073 K, 1barO�).It 
showed Pr2NiO4+� was decomposed. 

 Decomp. 

 Decomp. 

 Decomp.  
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3.3 Electrode impedance 
Figure 8 shows typical complex impedance plots at 

973 K. The obtained impedance plots are basically 
composed of two semicircles about high frequency 
and low frequency. From the complex impedance plot, 
we find three impedance components with the real 
part resistance Rohm, Ri and RE, as indicated figure. 
Rohm is the bulk resistance of electrolyte. Ri is the contact 
resistance between the electrode/ electrolyte interface. 
The electrode interfacial conductivity, �E, was 
described by the equations, 

E
E AR

1
��    (1) 

where A and RE are the apparent electrode area and  
the electrode resistance, respectively. 
Figure 9 shows the calculated �E of a Pr1.8Sr0.2NiO4+� 
(PSNO20)  electrode compared with 
La2NiO4+�(LN214) and La0.6Sr0.4O3-�(LSC113)[5] 
from 873 K to 1073 K as a function of PO2. PSNO20 
electrode has higher interface conductivity than 
LN214 electrode. This is attributed to the fact that 
PSNO has more interstitial oxygen. Interstitial oxygen 
of Pr2NiO4+�(PNO) is more than PSNO20, so it 
indicates that Pr2-xSrxNiO4+�(PSNO) electrode(less Sr 
content than PSNO20) has potentiality for the 
comparable performance to the other high 
performance electrodes. It is important to clarify 
the right amount of Sr where PSNO shows high 
electrochemical performance and K2NiF4  structure  
can be stabilized. 

 
Fig.10. complex impedance plots for PSNO20 electrode 
at 973 K for different PO2. 

 
Fig.11.  PO2 dependence of �E for O2(g). Closed 
symbols show the data for PSNO20. 

4. Concluding remarks 
1. Oxygen nonstoichiometry of Pr2-xSrxNiO4+� was 
measured. Pr2-xSrxNiO4+� shows oxygen excess and 
oxygen deficiency depending on the Sr content, 
temperature  and P(O2).
2. In the higher P(O2) region, Pr2-xSrxNiO4+� (x=0,0.2) 
are decomposed PrNiO3-��and PrO2-�. Pr1.8Sr0.2NiO4+� 
is more stable than Pr2NiO4+� in the high P(O2) region. 
It is necessary to elucidate more accurate rigion 
considered Sr content, P(O2) and temperature.
3. PSNO20 electrode has higher interface conductivity 
than LN214 electrode. This is attributed to the fact 
that PSNO has more interstitial oxygen. It is important 
to clarify the right amount of Sr where PSNO shows 
high electrochemical performance and K2NiF4  
structure  can be stabilized. 
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ABSTRACT
Electrospinning technique is a template-catalyst-free method that can generate 1D nanostructure with the tunability and the 
potential for the mass production. This approach has been highlighted by the giving a direct pathways for electrical current,
but the delamination of the electrospun film of inorganic has restrained the utilization, due to the thermal deformation during 
the calcination. In this study, we propose an electrical grounding method for the TCO and the electrospun nanowires to 
enhance the adhesion after the calcination, so we found the potential of the technique on the ZnO based DSSC.

1. Introduction
Dimensions of various nanomaterials have being 

tailored to modify the functionalities from zero-
dimension to three-dimension [1-3]. Matrices with 
nanoparticles or nanosheets provide a great surface area, 
which is relative to the volume in macroscale, so the 
system is favorable for the high reaction rate. However, 
the structure consisted with the nanoparticles have 
numerous grain boundaries, which scatter the charge 
carriers, so the electrical performance can be reduced in 
this fashion. Otherwise, the one dimensional nanowire 
based matrix, for example as a carbon nanotube, induces 
the directional migration of the charge carriers, thus it is 
suitable as an electrode for many electrical applications 
that need a noble property.

To fabricate the one dimensional materials, some 
methodologies have been developed, such as a VLS 
technique [4], templating [5], and self-assembly [7],
which are complicate and inefficient in the manner of 
productivity. Compared to the other method, an 
electrospinning technique is a powerful approach with a 
template-catalyst free strategy that can fabricate highly 
continuous 1D nanostructures with delicately tunable 
morphology, and it can be easily scaled up for mass 
productions [7-8]. In addition, many materials can be 
utilized through this technique not only the inorganic, 
but also the organic materials [9], even for the nanotube
[10] and core-shell structure [11]. The gel solutions that 
contain the sources for the nanowires are injected from 
the charged orifice to the oppositely charged target with 
the parameters of potential difference and injection rate. 

In case of general, the inorganic materials have 
better properties than the organic materials for the 
electrical applications, and it involves firing process to 
remove the solvent which is for the viscosity of the gel 
solutions. However, the as-spun nanowires have been 
shrunk and cracked with the calcination on the glass 
substrate due to the thermal deformation of the 
nanowires, so the films have been delaminated which 
cause the serious decreasing of the electrical property. 
Thus, a great deal of research has been carried out to 
obtain the electrospun films of inorganic without 
shrinkage after the heat treatment. Hot-pressing, 

sublayer applying [13], thickness controlling, and 
recollecting to the nanorod [14] have been reported 
about this issue, but these works were difficult to 
precisely control and not reproducible.

Therefore, we report the unique method to fabricate 
the highly laminated films without fractures on the 
transparent conducting oxide (TCO) with the 
electrospinning technique by grounding electrically. As 
the injection is progressed, the gel solution is 
electrostatically charged by the orifice, so the adhesion 
to the TCO which is oppositely charged can be 
improved. In this report, we applied the idea to the ZnO 
based dye-sensitized solar cell (DSSC) to confirm the 
potential. This straightforward approach is very simple 
and easy to set up for mass production comparing to the 
previously reported researches, and it can facilitate the 
various applications for the electrospinning technique 
based process.

2. Method
The gel solution for the electrospinning was 

prepared by vigorously mixing 0.6 g of zinc acetate for 
the source of the ZnO nanowire, 0.5 g of 
polyvinylpyrrolidone (PVP) for the viscous solution, 2 g 
of deionized water, and 1.45 g of ethanol for the solvent. 

Fig. 1. Schematic Diagram represented the electrical 
grounding technique for the electrospinnig method.
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0.5 ml of the solution was loaded to the syringe and 
injected as the conditions, which are 20 cm of distance 
to the target substrate, 15 V of operating voltage, and 1 
������� ��� ���� ���������� ����� ��� ����� �������������
Fluorine doped tin oxide (FTO) coated glass for the 
TCO substrate of DSSC was placed on the stage of the 
electrospinner, and the Cu foil was connected between 
the FTO glass and the stage for the electrical grounding 
as shown in Figure 1. The as-spun film on the FTO glass 
was heated to 500 °C for 30 minutes. After the heating 
step, the electrospun ZnO electrode was trimmed to 0.27 
mm2 and immersed into the ethanol solution which 
contains a 0.5 mM of N719 dye for 20 minutes to adsorb 
the sensitizer. The sample was rinsed with anhydrous 
ethanol to wash away the residual materials, and be 
sealed using the sealant which has a width of 1.5 mm, 
with the drilled counter electrode that was coated with a 
drop of diluted H2PtCl6 solution (2 mg in 1 ml ethanol) 
and cured for 30 minutes in 400 °C. The sealed cell was 
injected with a drop of electrolyte to the drilled hole, 
and be sealed immediately by soldering a piece of slide 
glass/sealant. Finally, the contact area for the connection 

to the photovoltaic source meter was painted with a 
silver paste. The photovoltaic measurement was carried 
out for AM 1.5 condition.

3. Results and Discussion
The photograph of Figure 2 (a, b) represent the 

electrically grounded sample and the ungrounded 
sample after the calcination, and the obtained films were 
quite different in terms of the adhesion on the FTO 
substrate. The film of the grounded sample was attached 
well on the substrate, unlike the ungrounded sample 
which was almost delaminated. The uniform distribution 
of diameter and the morphology of as-spun nanowires 
are shown in Figure 2 (c, d) without spherical beads 
which can be found in some rough conditions. Because 
the as-spun wires contained the polymeric binder, not 
only the ZnO source, so it showed smooth surfaces. 
However, the removal of the binder by heat treatment 
was essential to obtain the appropriate electrical 
property, so the shrinkage was occurred due to the 
difference of the thermal expansion/contraction between 
the electrospun nanowires and the FTO substrate, as 
Figure 2 (e) represented the topology after calcinations 
without electrically grounding. In Figure 2 (f), the cross-
sections of fractured nanowires were observed which 
was seriously torn and delaminated from the substrate 
that could induce a drop of electrical current. After the 
calcination, the surfaces of the electrospun nanowires 
became rough slightly, which indicate the local 

Fig. 2. Photographs showed the differences of the
electrical grounded film (a) and the ungrounded film (b)
for ZnO electrospinning on the FTO glass. In SEM
images, the as-spun nanowires (c, d) showed smooth
surface. The ungrounded nanowires (e, f) were fractured 
and delaminated into fragments, however the grounded 
nanowires (g, h) were highly laminated without defects.

Fig. 3. XRD spectra (a) showed the electrospun ZnO 
nanowires after the calcination had a common phase of 
wurtzite on the dashed line. The electrospun nanowire
had a polycrystalline with multi grains in a single wire 
(b, c).
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crystallization from the as-spun precursor. The diameter 
of the calcinated nanowires were decreased about below 
200 nm with the decomposition of polymeric binder, 
which lead to the peeling off of the film with the 
volumetric contraction. Figure 2 (g, h) shows the highly 
laminated morphology of the film with the electrical 
grounding, and any cracks or peeled fragments were not 
observed from the grounded sample. The diameters of 
this case were maintained almost same as the Figure 2 (e, 
f), and it is obvious that the adhesion between the 
electrically charged as-spun nanowires and the FTO 
substrate was dramatically improved by the grounding 
technique. In this way, it can be also applied to the 
organic materials for only the delaminating issue, not 
the fracture.

The measurement of X-ray diffraction is shown in 
Figure 3 (a), and it was investigated that the obtained 
film after the heat treatment had typical wurtzite phase 
of ZnO as the other literatures [15-16]. The peak 
intensity of ZnO was lower than that of FTO, so it can 
be explained as the film had a great portion of pores 
relative to the total film thickness. In Figure 3 (c, d) of 
transmission electron microscopic (TEM) image, the 
crystallinity of the electrospun ZnO nanowire can be 
identified, and it was represented for the polycrystalline 
phase from the images and the diffraction pattern as 
some grains were existed in the single nanowire. Thus, 
we can speculate the grounding method was effective 
for the combination of ZnO/FTO about the 
electrospinning based laminating issues, even the 
calcination was enough to obtain the preferential phase.

The photovoltaic measurement is shown in Figure 4. 
Despite of the solution for the peeling-off problem, the 
characteristic was not impressive, because the short 
circuit current density (JSC) and the open circuit voltage 
(VOC) were poor with the limitations of the dye loading 
and the surface area for the ZnO based 1D nanostructure
[17-18]. Further works can be available for the 
optimization of the photovoltaic characteristics [19], and 
this work might be meaningful with the utilization of the 
electrical grounding technique, so we can suggest the 

other applications which are suitable with this method.

4. Concluding remarks
In conclusion, the ZnO electrospun nanowires after 

the calcination could be highly laminated without 
fractures and peeling off by the enhanced adhesion 
between the nanowire and the substrate through the 
electrical grounding technique. This work was very 
effective than the other related researches for the 
productivity. Many themes about the electrospinning 
technique for the inorganic/organic materials can be 
applied through these approaches, even the ZnO 
nanowire based DSSC was not fully optimized.
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